Documentacion de XCP
XCP

NetApp
January 22, 2026

This PDF was generated from https://docs.netapp.com/es-es/xcp/index.html on January 22, 2026. Always
check docs.netapp.com for the latest.



Tabla de contenidos

Documentacién de XCP
Notas de la version de XCP v1.9.4P1
Comience a usar XCP
Mas informacion sobre XCP
Funciones complementarias XCP NFS
Soporte para NFSv4
Conectores POSIX
Seguridad XCP
Escalabilidad horizontal XCP
Conectores del sistema de archivos distribuidos Hadoop
Funciones no admitidas
Configuraciones admitidas
Puertos utilizados por XCP
Instale XCP
Preparese para la instalacién de XCP
Instale y configure el flujo de trabajo
Descargar XCP
Licencia XCP
Prepare el sistema
Preparacion de Linux para XCP NFS
Configure el catalogo
Configurar el almacenamiento
Usuario raiz
Usuario no raiz
Prepare Windows para XCP SMB
Configurar el almacenamiento
Configurar un cliente Windows
Preparar andélisis de archivos
Instale XCP NFS
Instale XCP NFS para un usuario raiz
Instale XCP para un usuario que no sea raiz
Instale XCP SMB
Instalacion redistribuible de XCP SMB Microsoft VC++
Procedimiento de configuracion inicial de XCP SMB
Instale File Analytics para NFS
Instale File Analytics para SMB
Instalacion nueva de File Analytics para SMB
Actualizacion de File Analytics para SMB
Configurar XCP
Configure el archivo INI para XCP NFS
Configure el archivo INI para un usuario raiz
Configure el archivo INI para un usuario que no sea raiz
Ajuste del rendimiento

0 00 00 NN oo bSO ODND-

N N N N N DN DNDDNDN A A A m oy oy ey ey =
AW WWW 200 O 0o ~NOO”GP~APAWMNN-_A A A 2O O O oo



Variable de entorno

Configure el conector POSIX
Funciones admitidas
Sintaxis de ruta
Configure un conector POSIX
Propiedad (UID y GID)

Aumente el numero maximo de descriptores de archivo abiertos

Configurar el conector HDFS
Configure el escalado horizontal multinodo
Configure el conector S3
Configure un conector S3
Planificacion de la migracion de datos
Planificacion de la migracion de datos
Planifique la migracion de datos NFS
mostrar
escanee
Planifique la migracion de datos de SMB
Mostrar
Exploracion
Planifique la migracion de datos HDFS
Exploracion
Planificar mediante Analisis de archivos
Planificar la migracion de los datos
Acceda a File Analytics
Agregar servidores de archivos
Ejecute una exploracién
Filtros
Registro para NFS y SMB (opcional)
Cree el archivo de configuracion JSON
Migracién de datos
Migre datos NFS
Copiar
Reanudar
Sincr
Verificacion
ISync
Migre datos de SMB
Copiar
Sincr
Verificacion
Migracion de flujos de datos alternativos NTFS para SMB
Migracién de flujos de datos alternativos NTFS para SMB
Migrar datos de HDFS
Copiar
Reanudar

24
25
25
25
25
26
27
27
28
30
30
33
33
33
33
33
34
34
34
34
34
35
35
35
38
39
48
48
50
53
53
53
53
53
54
54
55
55
55
55
56
56
56
57
57



Verificacion
Ejecute varios trabajos XCP en el mismo host XCP
Requisitos minimos del sistema
Registro
Comandos admitidos
Comandos no admitidos
Funciones NFS adicionales
Chown y chmod
XCP Estimacion
indexdelete
Solucionar problemas
Solucionar errores de XCP NFS
Problemas y soluciones del XCP
Volcado de registro
Solucionar errores de SMB de XCP
Solucionar errores de analisis de archivos XCP
Referencia XCP
Descripcion general de la referencia del comando XCP
Referencia de comandos de NFS
ayuda
mostrar
licencia
activar
escanee
copiar
sincr
reanudar
verificacion
chmod
chown
volcado de registros
eliminar
estimacion
indexdelete
isync
Referencia de comandos del SMB
ayuda
mostrar
licencia
activar
escanee
copiar
sincr
verificacion
configurar

58
58
58
58
59
59
59
59
60
61
62
62
62
65
66
67
72
72
72
72
84
87
88
88
117
135
145
166
208
212
218
221
234
244
248
282
282
286
288
288
289
320
332
355
378



escuche
Casos de uso de XCP
Casos de uso para XCP NFS y SMB
Registro XCP
Establezca la opcién logConfig
Defina la opcién eventlog
Habilite el cliente syslog
Registros de eventos de XCP
Registros de eventos de XCP NFS
Registros de eventos de SMB de XCP
Avisos legales
Derechos de autor
Marcas comerciales
Estadounidenses
Politica de privacidad
Caodigo abierto

379
379
379
380
380
380
382
385
385
397
405
405
405
405
405
405



Documentacion de XCP



Notas de la version de XCP v1.9.4P1

El "Notas de la version de XCP v1.9.4P1" describir nuevas caracteristicas, notas de
actualizacion, problemas solucionados, limitaciones conocidas y problemas conocidos.

Es necesario iniciar sesion en el sitio de soporte de NetApp para acceder a las Notas de la version.


https://library.netapp.com/ecm/ecm_download_file/ECMLP3317866

Comience a usar XCP

Mas informacion sobre XCP

XCP de NetApp es un software basado en clientes que permite migraciones de datos
escalables y de alto rendimiento para migraciones de datos escalables y de NetApp a
NetApp y analisis de archivos. XCP se ha disefiado para escalar y lograr un mayor
rendimiento utilizando todos los recursos disponibles del sistema para gestionar
conjuntos de datos de gran volumen y migraciones de datos de alto rendimiento. XCP le
ayuda a obtener una visibilidad completa del sistema de archivos con la opcion de
generar informes de clientes. Gracias a las capacidades de compatibilidad y formato,
puede personalizar los informes para que se adapten a las necesidades de generacion
de informes.

Utilice XCP para sistemas NFS o SMB como una de las siguientes soluciones:

 Solucién de migracion

» Solucién de analisis de archivos

XCP es un software de linea de comandos disponible en un unico paquete que admite protocolos NFS y SMB.
XCP esta disponible como binario de Linux para conjuntos de datos NFS y esta disponible como ejecutable de
Windows para conjuntos de datos SMB.

XCP File Analytics es un software basado en host que detecta recursos compartidos de archivos, ejecuta
analisis en el sistema de archivos y proporciona un panel para el analisis de archivos. XCP File Analytics
funciona tanto para sistemas de NetApp como de terceros y se ejecuta en hosts Linux o Windows para
proporcionar analisis para los sistemas de archivos exportados NFS y SMB. El binario de la interfaz grafica de
usuario de andlisis de archivos se incluye en el paquete Unico que admite los protocolos NFS y SMB.

@ El binario XCP esta firmado por codigo. Para obtener mas informacion, consulte el README en
NETAPP XCP <version>.tgz.

La CLI de XCP es robusta. Para obtener mas informacion, descargue XCP Reference en "Sitio XCP".

Flujo de trabajo XCP


https://xcp.netapp.com/

Install and Plan data

Migrate data

configure XCP migration
¢ Download software e XCP CLI: e XCP CLI
o Getlicense e show e Copy/resume
e Prepare system ® scan ® sync
(NFS or SMB) e File Analytics GUI e verify
e |Install software (File (optional):
Analytics optional) ¢ Visual result of

scan command

Funciones complementarias XCP NFS

Las funciones complementarias de XCP NFS admiten el uso de conectores POSIX y
HDFS, mejoran la seguridad y admiten el uso de arquitectura de escalado horizontal
para acelerar las migraciones de datos.

Soporte para NFSv4

Cuando solo habilita NFSv4 en los volumenes de origen, destino y catalogo en el centro de datos, puede
utilizar la ruta POSIX en lugar de la ruta de exportacion para migrar los datos. Para utilizar la ruta POSIX,
primero debe montar los volumenes de origen, destino y catalogo en el sistema host que ejecuta XCP y, a
continuacioén, utilizar la ruta de acceso de archivo POSIX para proporcionar el origen y el destino a XCP.
Consulte "Configure el conector POSIX".

* La compatibilidad con NFSv4 se limita a la ruta POSIX y la copy funcionamiento, el sync la
@ operacion no es compatible.

* El conector POSIX puede ser mas lento si se compara con el motor de cliente de socket
TCP de XCP NFSv3.

Conectores POSIX

XCP admite el uso de conectores POSIX para proporcionar rutas de origen, destino y catalogo para la
migracion de datos. El conector POSIX (file://) permite a XCP acceder a cualquier sistema de archivos
montado en Linux, como NFSv4, XFS y Veritas. Para usuarios que no sean raiz, el administrador del sistema
puede montar el sistema de archivos para proporcionar a cualquier usuario que no sea raiz la capacidad de
acceder al sistema de archivos mediante un conector POSIX con el prefijo file://.

Puede beneficiarse del uso de conectores POSIX si no tiene permisos suficientes para montar el archivo o si
la compatibilidad disponible en los centros de datos se limita a NFSv4. En estos casos, cualquier usuario root
puede montar el origen y el destino y, a continuacion, acceder a la ruta mediante un conector POSIX. Si utiliza
conectores POSIX, sélo puede ejecutar el xcp copy funcionamiento.



Seguridad XCP

La funcién de seguridad XCP le ofrece la posibilidad de realizar una migracién como usuario que no sea raiz
en un equipo host Linux. En versiones anteriores de XCP, como usuario root en el equipo Linux, se realiza una
migracién con todos los permisos para los volimenes de origen, destino y catalogo, y el montaje se completa
con las operaciones XCP.

Cuando preforma migraciones de datos, es comun desactivar la seguridad y permitir que un administrador
copie todo lo antes posible. Para las transiciones continuas en entornos de produccion en los que XCP se ha
utilizado durante varios afnos, no es seguro ejecutarse como administrador (o raiz). Por lo tanto, si elimina el
requisito de ejecutar XCP como usuario root, podra utilizar XCP en entornos seguros. Cuando un usuario
normal que no es raiz ejecuta operaciones XCP, el usuario que no es raiz tiene los mismos derechos de
acceso y limites que el usuario.

En este entorno seguro, un usuario raiz puede montar el volumen de origen, destino y catalogo en el equipo
host y proporcionar los permisos necesarios para que los volumenes de destino y de catalogo de un usuario
que no sea raiz escriban los datos. De esta forma, el usuario no raiz tiene la capacidad de realizar una
migracion mediante la funcion de conector XCP POSIX.

Escalabilidad horizontal XCP

Hasta ahora, la migracion de datos con XCP se limitaba a un solo host con una mayor RAM y CPU. Para
acelerar la migracién, se aumenté la memoria y los nucleos de un unico host, pero todavia podia tardar un
tiempo en copiar petabytes de datos. La arquitectura de ampliacion horizontal XCP le permite utilizar varios
hosts para realizar una migracion de datos. Con esta funcion, puede utilizar varios hosts Linux para distribuir
la carga de trabajo y reducir el tiempo de migracion.

Puede beneficiarse del escalado horizontal multinodo en cualquier entorno en el que el rendimiento de un
unico sistema no es suficiente. Para superar los limites de rendimiento de un solo nodo, puede usar un unico
copy (0. scan -md5) Comando para ejecutar trabajadores en varios sistemas Linux o nodos de cluster
Hadoop. Actualmente, la escalabilidad horizontal XCP sélo es compatible con copy operaciones de comando.

Conectores del sistema de archivos distribuidos Hadoop

XCP admite la migracion de datos de un sistema de archivos Hadoop Distributed File System (HDFS) a un
sistema de archivos NetApp y viceversa. En un entorno Hadoop con la seguridad habilitada, un usuario que no
sea raiz de un cluster de Hadoop puede realizar la migracién a un sistema de archivos exportado de NFSv4
de NetApp. El conector HDFS (hdfs://) ofrece a XCP la posibilidad de acceder a cualquier sistema de archivos
HDFS disponible con diferentes proveedores. Un usuario que no sea raiz puede utilizar XCP para realizar
migraciones mediante los conectores HDFS o POSIX.

Puede incluir clusteres HDFS en una configuracion de escalado horizontal de XCP porque utilizan varias

magquinas Linux de gama alta. De esta forma se minimiza el requisito de nodos de trabajo XCP adicionales.
Para la migracion de datos, puede reutilizar los nodos en cluster HDFS o ir con hosts independientes.

@ Los conectores HDFS estan cualificados y son compatibles con los clusteres de MapR y
Cloudera, pero solo pueden realizar una base copy funcionamiento.

Funciones no admitidas

XCP NFS no admite las siguientes funciones:



Nombre de caracteristica Descripcion
IPv6 No admite IP versién 6 (IPv6)

Listas de control de acceso (ACL) de No admite ACL de NFSv4 de NetApp
NFSv4 (terceros)

Conector POSIX * La sync El comando no admite el conector POSIX

* No debe utilizar el copy cuando el origen esta activo

Linux XCP ya no es compatible con distribuciones anteriores de Linux
que fueron compatibles con XCP 1.6.3.

Soporte de codigo fuente activo XCP no admite la combinacién de operaciones de copias
Snapshot basicas o incrementales con migraciones de codigo
activo.

Migracién de NFS a S3 XCP no admite la migracién de NFS a S3.

XCP SMB no admite las siguientes funciones:

Nombre de caracteristica Descripcion

Listas de control de acceso (ACL) de XCP SMB no admite la migracion de ACL de terceros de
terceros a NTFS de NetApp sistemas que no sean de NetApp a NetApp.

Enlace simbdlico de NFS (enlace XCP SMB no admite symlink NFS

simbolico)

Opcion ACL para la exploracion ACL no compatibles con la opcion de analisis

IPv6 No admite IP version 6 (IPv6)

Filtros XCP La opcion excluir SMB XCP actualmente excluye directorios

basados en su patron en el filtro y atraviesa el sistema de
archivos de esos directorios.

Migracion de origen activo XCP no admite la modificacion de datos en el volumen de origen
durante la migracion.

Varias instancias de XCP en el mismo host Al ejecutar varias instancias de XCP en el mismo host, es
posible que obtenga resultados impredecibles.

Las siguientes caracteristicas comunes no estan disponibles para XCP NFS y SMB:

» Tiempo para completar la migracion: XCP upfront no proporciona el tiempo para completar la migracién
o el tiempo para completar cualquier comando usado para la migracion. Si realiza la transicion final,
confirme que la pérdida de datos en el volumen de origen es baja.

* Ejecutando de nuevo la copia en un destino no limpio: La copia de linea de base de XCP fallara
cuando haya datos parciales en el destino de destino. Para que la copia de la linea de base de XCP sea
correcta y la verificacion de XCP, el destino debe estar limpio.

 Live destination: XCP no admite la modificacion de datos en el volumen de destino durante una
migracion o durante una sincronizacion incremental.

« Usuario no raiz para File Analytics: XCP no admite instalaciones y configuraciones realizadas por un
usuario que no sea raiz o un usuario sudo.



Las siguientes caracteristicas no estan disponibles para los conectores del sistema de archivos distribuidos de
Hadoop (HDFS):

Nombre de caracteristica Descripcion

Compatibilidad con sync comando El conector HDFS no admite el sync comando.

Enlace simbdlico (symlink) y soporte de enlace duro  El sistema de archivos HDFS no admite enlaces
simbdlicos, enlaces fisicos o archivos especiales.

Migracion HDFS de origen activo XCP no admite la modificacion de datos en el sistema
de archivos HDFS en el origen durante la migracion

Las siguientes funciones no estan disponibles para los conectores de Simple Storage Service (S3):

» Migracion con S3 bucket como fuente: XCP no admite la migracién con un bucket S3 como fuente.

Configuraciones admitidas

Todas las configuraciones compatibles con XCP, como hosts, versiones de ONTAP y
exploradores compatibles, se enumeran en la "Herramienta de matriz de
interoperabilidad (IMT)".

Puertos utilizados por XCP

XCP utiliza los siguientes puertos.

Servicio Puerto

CIFS 445 TCP/UDP

HTTP (httpd) 80

HTTPS 443

NFS 111 TCP/UDP Y 2049 TCP/UDP
PostgreSQL 5432

XCP (como servicio de analisis de archivos) 5030

HDFS 7222


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Instale XCP

Preparese para la instalacion de XCP
Para preparar la instalacion, descargue XCP, obtenga una licencia y prepare su sistema.

Instale y configure el flujo de trabajo

Este documento proporciona un flujo de trabajo sencillo para instalar y configurar XCP en sistemas NFS y
SMB.
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Descargar XCP

Descargue XCP del sitio de soporte de NetApp y obtenga una licencia del sitio de XCP.

Puede descargar XCP desde "Sitio de soporte de NetApp".

Licencia XCP

NetApp ofrece una licencia XCP gratuita de un afo. Puede obtener el archivo de licencia del "Sitio XCP". El
portal de licencias ofrece diferentes opciones de licencia. Después de un afio, puede renovar la licencia por
otro afio utilizando el mismo portal.

La licencia XCP esta disponible como licencia en linea o sin conexion. Si desea enviar estadisticas de
migracion, utilice una licencia en linea. La licencia en linea requiere una conexion a Internet. La licencia sin
conexion no requiere conexion a Internet.

Para ejecutar XCP 1.9.3 y posterior, debe obtener una nueva licencia XCP de la "Sitio XCP".

Las licencias utilizadas con XCP 1.9.2 y versiones anteriores no son compatibles con XCP 1.9.3
y versiones posteriores. Del mismo modo, las licencias utilizadas con XCP 1.9.3 y versiones
posteriores no son compatibles con XCP 1.9.2 y versiones anteriores.

Prepare el sistema

Si esta utilizando "XCP NFS en un sistema Linux", debe preparar el catalogo y el almacenamiento.

Si esta utilizando "XCP SMB en un sistema Microsoft Windows", debe preparar el almacenamiento.

Preparacion de Linux para XCP NFS

XCP NFS utiliza sistemas host cliente Linux para generar flujos de /o paralelos y usar
completamente el rendimiento de la red y del almacenamiento disponibles.

Puede configurar su configuracion para un usuario root y otro no root y, a continuacion, en funcién de su
configuracion, puede seleccionar cualquiera de los usuarios.

Configure el catalogo

XCP guarda informes de operaciones y metadatos en un directorio de catalogo accesible para NFSv3 o en
cualquier ruta POSIX con los permisos necesarios.
 El aprovisionamiento del catalogo es una actividad previa a la instalacion que se realiza una sola vez.

« Aproximadamente 1 GB de espacio se indexa por cada 10 millones de objetos (directorios mas archivos y
enlaces duros); cada copia que se puede reanudar o sincronizar y cada analisis que se puede realizar sin
conexion requiere un indice.

» Para admitir el rendimiento, se requieren al menos diez discos o SSD en el agregado que contiene el
directorio de exportacion.
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https://mysupport.netapp.com/products/p/xcp.html
https://xcp.netapp.com/
https://xcp.netapp.com/

Debe almacenar catalogos XCP por separado. No deben estar situados ni en el directorio de
exportacion NFS de origen ni en el de destino. XCP mantiene los metadatos, que son los

@ informes de la ubicacién de catalogo especificada durante la configuracion inicial. Antes de
ejecutar cualquier operacion utilizando XCP, debe especificar y actualizar la ubicacién para
almacenar los informes.

Configurar el almacenamiento

Las transiciones y migraciones de NFS de XCP tienen los siguientes requisitos de almacenamiento de origen
y destino:
* Los servidores de origen y de destino deben tener habilitado el servicio de protocolo NFSv3 o NFS v4.0

o Para la migracién ACL de NFSv4, debe habilitar el servicio de protocolo NFSv4 y las ACL de NFSv4
en el servidor de destino

* Los volumenes de origen y objetivo se deben exportar con root Acceso al host del cliente Linux XCP

+ Para la migracion de ACL de NFSv4, NFSv4 requiere que utilice el lenguaje de codificacion UTF-8 para los
volumenes que requieren la migracion ACL.

* Para evitar que los administradores modifiquen accidentalmente el volumen de origen, debe
configurar el volumen de origen de los directorios de exportaciéon NFSv3 y NFSv4 como de
solo lectura.

* En ONTAP, es posible utilizar el diagnostico —atime-update opcién para conservar atime
@ en objetos de origen. Esta funcion solo esta disponible en ONTAP y es util si desea
conservar atime en objetos de origen mientras ejecuta XCP.

* En XCP, puede utilizar -preserve-atime opcion para conservar atime en objetos de
origen. Esta opcidn estéa disponible para su uso con todos los comandos que acceden a los
objetos de origen.

Usuario raiz

Un usuario raiz en un equipo Linux tiene los permisos para montar los volumenes de origen, destino y
catalogo.

Usuario no raiz

Se requiere que un usuario que no sea raiz tenga los siguientes permisos en un volumen montado:

* Acceso con permiso de lectura al volumen de origen
» Acceso de permisos de lectura/escritura al volumen de destino montado

» Permiso de lectura/escritura para acceder al volumen de catalogo

Prepare Windows para XCP SMB

XCP SMB utiliza sistemas host cliente Windows para generar flujos de I/o paralelos y
utilizar completamente el rendimiento de la red y del almacenamiento disponibles.

11



Configurar el almacenamiento
Las transiciones y migraciones de XCP SMB tienen los siguientes requisitos de inicio de sesion de usuario:
+ Sistema host XCP: Un usuario host XCP debe tener privilegios de administrador (el usuario debe formar

parte del grupo BUILTIN\Administrators en el servidor SMB de destino).

» Agregue el usuario host de migracion o XCP a la directiva de registro de auditoria y seguridad de Active
Directory. Para buscar la directiva 'gestionar auditoria y registro de seguridad' en Windows 10, siga estos
pasos:

Pasos
a. Abra el cuadro de dialogo Editor de directivas de grupo.

b. Vaya a Configuracion del equipo > Configuraciéon de Windows > Configuracion de seguridad >
Directivas locales > asignacion de derechos de usuario.

c. Seleccione Registro de auditoria y seguridad de mange.

d. Para agregar un usuario host XCP, seleccione Agregar usuario o grupo.
Para obtener mas informacion, consulte: "Administrar registro de auditoria y seguridad".

 Sistema de almacenamiento de destino: El usuario host XCP debe tener acceso de lectura y escritura.
+ Sistema de almacenamiento de origen:

> Si el usuario forma parte del grupo “operadores de copia de seguridad” en el sistema de
almacenamiento de origen, los miembros de este grupo pueden leer archivos sin tener en cuenta las
reglas de seguridad, independientemente de los permisos que los protejan.

o Si el usuario no forma parte del grupo “operadores de copia de seguridad” en el sistema de origen, el
usuario debe tener acceso de lectura.

@ Se requiere permiso de escritura en el sistema de almacenamiento de origen para admitir la
opcion XCP - preserve-atime.

Configurar un cliente Windows

« Agregue el cuadro de almacenamiento de destino y el cuadro de almacenamiento de origen al archivo
host:

a. Desplacese a la siguiente ubicacion: (C:\Windows\System32\drivers\etc\hosts)

b. Inserte las siguientes entradas de host en el archivo con el siguiente formato:

<Source data vserver data interface ip> <Source cifs server name>
<Destination data vserver data interface ip> <Destination cifs server name>

ejemplo

12


https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953(v%3Dws.11)

# Copyright (c) 1993-2009 Microsoft Corp.
=
# This is a sample HOSTS file used by Microsoft TCP/IP for Windows.
=
# This file contains the mappings of IP addresses to host names. Each
# entry should be kept on an individual line. The IP address should
# be placed in the first column followed by the corresponding host name.
# The IP address and the host name should be separated by at least one
# space.
#
# Additionally, comments (such as these) may be inserted on individual
# lines or following the machine name denoted by a '#' symbol.
#
# For example:
#
= HEXEXXK.KX rhino.acme.com # source server
# HX.XH.XX X.acme.com # x client host
# localhost name resolution is handled within DNS itself.
#* 127.0.0.1 localhost
# 54 | localhost
00906A52DFE247F

HE . .HEX.XHX . XXX

xx.xxx.xxxz.xxx  S2D1BBE1219CE63

Preparar analisis de archivos
Prepare su migracion de datos gracias al analisis de archivos.

El analisis de archivos consta de las dos partes siguientes:

» Servidor de analisis de archivos que se ejecuta en Linux

 Servicio XCP SMB que se ejecuta en Windows
La instalacion de File Analytics tiene los siguientes requisitos:

* Los requisitos del sistema operativo y del sistema compatibles son los mismos que se dados para la
instalacion de NFS y SMB. Como la base de datos residira en un cuadro de Linux, debe asegurarse de
que dispone de un minimo de 10 GB de espacio libre.

» El equipo Linux en el que se instala el servidor de analisis de archivos debe estar conectado a Internet o al
repositorio de yum. La secuencia de comandos de instalacion habla con el repositorio de yum para
descargar los paquetes necesarios, como PostgreSQL, HTTP y SSL.

* La GUI de analisis de archivos sdlo se puede alojar en una maquina Linux junto con los servicios XCP
para Linux que se ejecutan en la misma caja.

» Para ejecutar servicios de SMB, complete los siguientes pasos:

o Compruebe que el cuadro de Windows puede hacer ping al equipo Linux donde se ejecuta el servidor
de andlisis de archivos.

13



> Si esta dentro de un firewall, compruebe que los puertos 5030 y 5432 estan abiertos. El puerto 5030
se utiliza para realizar la llamada DE DESCANSO a Windows. El puerto 5432 se utiliza para la
conexion PostgreSQL.

El servidor de analisis de archivos XCP siempre se ejecuta en una maquina Linux. No hay
ninguna instalacion independiente disponible para SMB File Analytics. Si es un usuario de

@ Windows y desea ejecutar File Analytics for SMB share, debe instalar File Analytics for Linux y
conectar el cuadro de Windows a una base de datos de Linux. Si solo utiliza XCP File Analytics,
no necesita configurar el catalogo XCP para NFS.

Instale XCP NFS

En esta seccion se detallan los requisitos del sistema y los procedimientos para la configuracion inicial de XCP
en un cliente Linux y la configuracion del archivo INI.

Requisitos del sistema

Elemento Requisito

Sistema Servidor Intel o AMD de 64 bits, minimo 8 nucleos y 64 GB de RAM
Sistema operativo y software Consulte "IMT" para sistemas operativos compatibles

Requisitos especiales Conectividad de red y acceso a nivel raiz a exportaciones NFSv3 de

origen y de destino ninguna otra aplicacion activa

Reducida 20 MB de espacio en disco para el binario XCP y al menos 50 MB de
espacio en disco para los registros que se almacenan en el directorio
/opt/NetApp/xFiles/xcp/

Version de protocolo compatible NFSv3 y NFSv4 (POSIX y ACL)
Explorador compatible (solo andlisis Consulte la "IMT" Matrix para todas las versiones de explorador
de archivos) compatibles para XCP File Analytics.
@ La configuracion recomendada para la migracion de fuentes activas es de 8 nucleos y 64 GB de
RAM.

Instale XCP NFS para un usuario raiz

Puede utilizar el procedimiento siguiente para instalar XCP para un usuario root.

Pasos
1. Inicie sesién en el equipo Linux como usuario root y descargue e instale la licencia:

[root@scsprl1980872003 ~]# 1s -1

total 36188
-rw-r--r-- 1 root root 37043983 Oct 5 09:36 NETAPP XCP <version>.tgz

aVell . 1 root root 1994 Sep 4 2019 license

2. Para extraer la herramienta, destar XCP:
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[root@scsprl980872003 ~]# tar -xvf NETAPP XCP <version>.tgz
[root@scsprl1980872003 ~]1# 1s

NETAPP XCP <version>.tgz license Xcp
[root@scsprl1980872003 ~]# cd xcp/linux/

[root@scsprl1980872003 linux]# 1s

XCp

3. Compruebe que el /opt/NetApp/xFiles/xcp Path esta disponible en el sistema desde una version

anterior de XCP.

Si /opt/NetApp/xFiles/xcp esta disponible, active la licencia mediante el xcp activate comandoy

proceder con la migracién de datos.

Si /opt/NetApp/xFiles/xcp no esta disponible al ejecutar xcp activate El comando se ejecuta por
primera vez, el sistema crea el directorio de configuracion del host XCP en /opt/NetApp/xFiles/xcp.

La xcp activate error del comando porque no esta instalada la licencia:

[root@scsprl1980872003 linux]#
Inc.

(c) yyyy NetApp,
xcp: Host config file not found. Creating sample at

./xcp activate

'/opt/NetApp/xFiles/xcp/xcp.ini'

xcp: ERROR: License file /opt/NetApp/xFiles/xcp/license not found.

Register for a license at https://xcp.netapp.com

4. Copie la licencia en /opt/NetApp/xFiles/xcp/:

[root@scsprl1980872003 linux]# cp ~/license /opt/NetApp/xFiles/xcp/

5. Compruebe que el archivo de licencia se ha copiado en /opt/NetApp/xFiles/xcp/:

[root@ scsprl980872003 ~]1# 1ls -altr

total 44

drwxr-xr-x
-rw-r—--r—-
drwxr-xr-x

drwxr—-xr-x

R NN W

—rw-r--r—-

drwxr-xr-x 4

[root@scsprl1978802001 ~]#

6. Activar XCP:

root
root
root
root
root
root

root
root
root
root
root
root

17
304
6
21
110
83

Oct
Oct
Oct
Oct
Oct
Oct

(&S B S e

/opt/NetApp/xFiles/xcp/

06:
06:
10:
10:
00:
00:

07
07
16
16
48
48

license
xcpfalogs
xcplogs

XCcp.ini
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[root@scsprl1980872003 linux]# ./xcp activate
XCP <version>; (c) yyyy NetApp, Inc.;
XCP activated

Instale XCP para un usuario que no sea raiz
Puede utilizar el procedimiento siguiente para instalar XCP para un usuario que no sea raiz.

Pasos

1. Inicie sesion en el equipo Linux como usuario no raiz y descargue e instale la licencia:

[userl@scspr2474004001 ~]$ 1s -1

total 36640

-rwxr-xr-x 1 userl userl 352 Sep 20 01:56 license
-rw-r--r—— 1 userl userl 37512339 Sep 20 01:56
NETAPP XCP Nightly dev.tgz

[userl@scspr2474004001 ~]$

2. Para extraer la herramienta, destar XCP:

[userl@scspr2474004001 ~]$ tar -xvf NETAPP XCP Nightly dev.tar
[userl@scspr2474004001 ~]1$ cd xcp/linux/
[userl@scspr2474004001 linux]$ 1s

xCcp

[userl@scspr2474004001 linux]$

3. Compruebe que el /home/userl/NetApp/xFiles/xcp Path esta disponible en el sistema desde una
version anterior de XCP.

Sila /home/userl/NetApp/xFiles/xcp path esta disponible, active la licencia mediante xcp
activate comando y continuar con la migracion de datos.

Si /home/userl/NetApp/xFiles/xcp no esta disponible al ejecutar xcp activate Por primera vez,
el sistema crea el directorio de configuracion del host XCP en /home/userl/NetApp/xFiles/xcp.

La xcp activate error del comando porque no esta instalada la licencia:
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[userl@scspr2474004001 linux]$ /home/userl/xcp/linux/xcp activate
(c) yyyy NetApp, Inc.
xcp: Host config file not found. Creating sample at

' /home/userl/NetApp/xFiles/xcp/xcp.ini'
xcp: ERROR: License file /home/userl/NetApp/xFiles/xcp/license not
found.

Register for a license at https://xcp.netapp.com
[userl@scspr2474004001 linux]$

4. Copie la licencia en /home/userl/NetApp/xFiles/xcp/:

[userl@scspr2474004001 linux]$ cp ~/license
/home/userl/NetApp/xFiles/xcp/
[userl@scspr2474004001 linux]$

5. Compruebe que el archivo de licencia se ha copiado en /home/userl/NetApp/xFiles/xcp/:

[userl@scspr2474004001 xcpl$ 1ls -1ltr

total 8

drwxrwxr-x 2 userl userl 21 Sep 20 02:04 xcplogs
-rw-rw-r-- 1 userl userl 71 Sep 20 02:04 xcp.ini
-rwxr-xr-x 1 userl userl 352 Sep 20 02:10 license
[userl@scspr2474004001 xcp]l$

6. Activar XCP:

[userl@scspr2474004001 linux]$ ./xcp activate
(c) yyyy NetApp, Inc.

XCP activated

[userl@scspr2474004001 linux]$

Instale XCP SMB

@ No hay opcién para actualizar; reinstale XCP para reemplazar cualquier version existente.

Requisitos del sistema
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Elemento Requisito
Sistema Servidor Intel o AMD de 64 bits, minimo 4 nucleos y 32 GB de RAM

Sistema operativo y software Windows 2012 R2 o superior. Para obtener informacion sobre las
versiones de SO de Microsoft compatibles, consulte "Herramienta de
matriz de interoperabilidad". Se debe instalar Visual C++ 2017
redistribuible en el host XCP.

Requisitos especiales El sistema de almacenamiento de origen, el host XCP y el sistema
ONTAP de destino deben formar parte del mismo dominio de Active
Directory

Reducida 20 MB de espacio en disco para el binario XCP y al menos 50 MB de
espacio en disco para los registros que se almacenan en el directorio
C:\NetApp\XCP

Version de protocolo compatible Todas las versiones de los protocolos SMB

Explorador compatible (solo analisis Consulte la "IMT" Matrix para todas las versiones de explorador
de archivos) compatibles para XCP File Analytics.

Instalacion redistribuible de XCP SMB Microsoft VC++
Siga estos pasos para la instalacion redistribuible de VC++.

Pasos

1. Haga clic en "CV++ 2017 redistribuible" para descargar el archivo ejecutable en la carpeta de descargas
predeterminada.

2. Para iniciar la instalacion, haga doble clic en el instalador. Acepte los términos y condiciones y seleccione
instalar.

3. Cuando finalice la instalacion, reinicie el cliente Windows.

Procedimiento de configuracion inicial de XCP SMB

Siga estos pasos para realizar la configuracion inicial de XCP SMB.

Pasos
1. Descargue la licencia y el binario de XCP SMB NETAPP_XCP_<version>.tgz En un cliente Windows.
2. Extraiga el NETAPP XCP <version>.tgz archivo.

3. Copie el xcp.exe Archivo en la unidad C: De Windows, este binario esta disponible dentro
NETAPP_XCP_ <version>\xcp\windows después de extraer el tgz archivo.

4. Compruebe que el C: \NetApp\XCP Path esta disponible en el sistema desde una version anterior de
XCP. Si Cc: \NetaApp\XCP Esta disponible, active XCP mediante xcp.exe activate comandoy
proceder con la migracion de datos.

Si C:\NetApp\XCP No esta disponible, el sistema crea el directorio de configuracién del host XCP y lo

archiva en C: \NetApp\XCP cuando ejecute el xcp.exe activate por primeravez. La xcp.exe
activate el comando falla y crea un mensaje de error que solicita una nueva licencia.
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C:\>xcp.exe activate
(c) yyyy NetApp, Inc.

License file C:\NetApp\XCP\license not found.
Register for a license at https://xcp.netapp.com

5. Copie la licencia en la carpeta recién creada C: \NetApp\XCP:

C:\>copy license c:\NetApp\XCP
1 file(s) copied.

6. Activar XCP:

C:\>xcp.exe activate
XCP SMB; (c) yyyy NetApp, Inc.;

XCP activated

C:\>

Instale File Analytics para NFS
Instalar o actualizar File Analytics para NFS.

Acerca de esta tarea
Para conocer los requisitos del sistema para NFS, consulte "Instale XCP NFS".

La configure. sh Script instala XCP File Analytics en un equipo host de Red Hat Enterprise Linux (RHEL).
Como parte de la instalacion, el script instala Postgres Database, Apache HTTPD server y otros paquetes
requeridos en la maquina Linux host. Para obtener informacion sobre las versiones de RHEL compatibles
especificas, consulte la "IMT". Puede cambiar o actualizar a una version mas reciente segun sea necesario y
seguir las directrices de seguridad. Para obtener mas informacion acerca de configure. sh script, ejecutar
./configure.sh -henlalinea de comandos.

Antes de empezar

+ Si se esta ejecutando alguna operaciéon XCP, NetApp recomienda que complete las operaciones antes de
iniciar la configuracion.

* El equipo Linux debe estar conectado al servidor de repositorio de Yum o a Internet.
 Si se configura un firewall en el equipo Linux, debe cambiar la configuracion del firewall para habilitar el
puerto 5030, que utiliza el servicio XCP.

Pasos
1. Instalar o actualizar File Analytics para NFS.
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Instalar analisis de archivos

a. Desplacese hasta la xcp y ejecute . /configure. sh guion.

Si la instalacion se realiza correctamente, se muestra el siguiente mensaje:

You can now access XCP file analytics using
(<username>:<password>)
https://<ip address>/xcp

@ Puede utilizar este nombre de usuario y contrasefia para iniciar sesion en la GUI
de File Analytics.

Actualizar analisis de archivos

a. Desplacese hasta la xcp carpeta y ejecucidon . /configure.sh -f.

b. Introduzca, en el aviso del y para limpiar y volver a configurar el sistema.
Una vez aprobado el script, limpia la configuracién existente y vuelve a configurar el sistema.
Si se realiza correctamente, se muestra el siguiente mensaje:
You can now access XCP file analytics using

(<username>:<password>)
https://<ip address>/xcp

2. Inicie el analisis de archivos en un navegador compatible: https://<ip address of linux>/xcp.

Consulte "Instale XCP NFS" para obtener informacion sobre los navegadores compatibles.

Instale File Analytics para SMB
Instalar o actualizar File Analytics para SMB.

Acerca de esta tarea
Para ver los requisitos del sistema para SMB, consulte "Instale XCP SMB".

Antes de empezar
* Debe configurar XCP File Analytics para NFS en una maquina Linux para utilizar el servicio XCP SMB.

* Asegurese de que el servicio XCP se esté ejecutando en su equipo Linux antes de empezar a configurar
XCP File Analytics en un equipo Windows.

Instalaciéon nueva de File Analytics para SMB

Para realizar una instalacion nueva de File Analytics para SMB, lleve a cabo los siguientes pasos.

20



Pasos

1.

o o0 A~ W DN

10.

1.

12.

Copie el xcp . exe Archivo en su Windows C: unidad, este binario esta disponible en el interior
/xcp/windows después de desmontar el tgz archivo.

. Descargue el archivo de licencia XCP desde "Sitio XCP".

. Cree la carpeta C: \\NetApp\XCP Y copie la licencia XCP en esta ubicacion.

. Active la licencia XCP mediante el siguiente comando en el simbolo del sistema: xcp.exe activate
. En el simbolo del sistema de la CLI de Windows, ejecute xcp configure.

. Cuando se le solicite, proporcione la direccion IP de la maquina Linux en la que esta configurado el

servidor de analisis de archivos XCP.

. Copie el server.keyy.. server.crt archivos de /opt/NetApp/xFiles/xcp/ (En el cuadro Linux en

el que ya esta configurado XCP File Analytics) C: \Net2App\XCP.

Opcionalmente, si posee un certificado de CA, coloque el certificado en C: \NetApp\XCP con el mismo
nombre y extensiones.

Vaya a su equipo Windows y ejecute xcp 1listen, Ahora se ha configurado XCP File Analytics para
SMB. Mantenga la ventana abierta para ejecutar continuamente el servicio.

Iniciar analisis de archivos en un explorador compatible: https://<ip address of linux>/xcp
Consulte "Instale XCP SMB" para obtener informacion sobre los navegadores compatibles.

Seleccione OK cuando aparezca el cuadro de dialogo.

@ Se abrira una nueva pestafa. Active las ventanas emergentes en el navegador si estan
bloqueadas.

Acepta la politica de privacidad de la URL. Aparece el siguiente mensaje: SMB agent is ready to
use. Please refresh the analytics page

Para mostrar el agente SMB en la tarjeta Agentes, vuelva a la pestafa original que aloja la GUI de XCP
File Analytics y actualice la pagina.

Actualizacion de File Analytics para SMB

Para actualizar el Analisis de archivos existente para SMB, lleve a cabo los siguientes pasos.

1.

Antes de ejecutar File Analytics, compruebe que el servidor Linux en el que se esta ejecutando File
Analytics también se ha actualizado y que el servicio se esta ejecutando.

En Windows, detenga el servicio XCP existente introduciendo CTRL-C en la linea de comandos.
Sustituya xcp . exe con el ultimo binario.

Vaya a su equipo Windows y ejecute xcp 1isten Para configurar XCP File Analytics para SMB.
Mantenga la ventana abierta para ejecutar continuamente el servicio.

Iniciar analisis de archivos en un explorador compatible: https://<ip address of linux>/xcp
Consulte "Instale XCP SMB" para obtener informacién sobre los navegadores compatibles.

Seleccione OK cuando aparezca el cuadro de dialogo.
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@ Se abrira una nueva pestana. Active las ventanas emergentes en el navegador si estan
bloqueadas.

7. Acepta la politica de privacidad de la URL. Aparece el siguiente mensaje: SMB agent is ready to
use. Please refresh the analytics page

8. Para mostrar el agente SMB en la tarjeta Agentes, vuelva a la pestafia original que aloja la GUI de XCP
File Analytics y actualice la pagina.



Configurar XCP
Configure el archivo INI para XCP NFS

Pasos para configurar el archivo INI para XCP.

@ El archivo INI XCP no es necesario en XCP SMB.

Configure el archivo INI para un usuario raiz
Puede utilizar el procedimiento siguiente para configurar el archivo INI para un usuario raiz XCP NFS.

Pasos

1. Agregue la ubicacion del catalogo para el servidor XCP en el archivo de configuracion del host mediante el
vi editor:

La ubicacion del catalogo se debe exportar antes de modificar los detalles de la xcp.ini
(D Archivo de configuracion XCP. La ubicacién del catalogo (NFSv3) debe montarse en el host
XCP Linux pero no debe montarse necesariamente.

[root@localhost /1# vi /opt/NetApp/xFiles/xcp/xcp.ini

2. Compruebe que se han modificado las entradas del archivo de configuracion del host del cliente XCP
Linux para el catalogo:

[root@localhost /1# cat /opt/NetApp/xFiles/xcp/xcp.ini
# Sample xcp config

[xcpl

catalog = 10.61.82.210:/vol/xcpvol/

Configure el archivo INI para un usuario que no sea raiz

Como usuario que no es raiz, no tiene permiso para montar el sistema de archivos NFS. Se requiere que un
usuario raiz monte primero el volumen de catalogo y, a continuaciéon, como usuario no raiz que ejecuta XCP, si
tiene permiso de lectura/escritura en el volumen de catalogo, puede acceder al volumen de catalogo montado
mediante un conector POSIX. Después de montar el volumen, puede afadir la ruta de catalogo:
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(£/10.237.170.53 catalog vol - This is
mounted)as follows.

[userl@scspr2474004001 xcpl$ 1s -1ltr
total 8

drwxrwxr-x 2 userl userl 21 Sep 20 02:
-rw-rw-r—-—- 1 userl userl 71 Sep 20 02:
-rwxr-xr-x 1 userl userl 352 Sep 20 02:

the path where

04 xcplogs
04 xcp.ini

10 license

catalog volume is

[userl@scspr2474004001 xcpl$ cat /home/userl/NetApp/xFiles/xcp/xcp.ini

Sample xcp config [xcp]

catalog = file:///t/10.237.170.53 catalog vol

Ajuste del rendimiento

Para XCP NFS, después de planificar la migracion mediante show y.. scan comandos,

puede migrar datos.

@ Cuando realiza la migracion de datos como usuario no raiz, un usuario raiz puede realizar el

siguiente paso.

Para obtener el rendimiento y la fiabilidad optimos, NetApp recomienda establecer los siguientes parametros
de rendimiento TCP del kernel de Linux en /etc/sysctl.conf En el host del cliente Linux XCP. Ejecucion
sysctl -pola reboot comando para confirmar los cambios:

net.core.rmem default = 1342177
16777216
net.core.rmem max 16777216
net.core.wmem default = 1342177
net.core.wmem max = 16777216

net.core.rmem max

net.ipvéd.tcp rmem = 4096 1342177 16777216
net.ipv4.tcp wmem = 4096 1342177 16777216

net.core.netdev_max backlog = 300000
net.ipv4.tcp fin timeout = 10

@ Para un usuario que no sea raiz, el ajuste debe ser realizado por un usuario raiz.

Variable de entorno

Configuracién variable de entorno opcional para sistemas XCP NFS.

@ Un usuario que no es raiz también puede utilizar las siguientes variables.
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La variable de entorno XCP_CONFIG DIR reemplaza la ubicacion predeterminada,
/opt/NetApp/xFiles/xcp. Sise establece, el valor debe ser una ruta de sistema operativo, posiblemente
a un directorio NFS montado. Cuando la XCP_CONFIG_DIR variable es establecida, se crea un nuevo
directorio con el mismo nombre que el nombre de host dentro de la ruta de acceso del directorio de
configuracion personalizada, y se almacenan nuevos registros en esta ubicacion.

[root@localhost /]# export XCP_CONFIG DIR ='/tmp/xcp config dir path'

La variable de entorno XCP_LOG_DIR Reemplaza la ubicacion predeterminada que almacena el registro XCP
en el directorio de configuracion. Si se establece, el valor debe ser una ruta de sistema operativo,
posiblemente a un directorio NFS montado. Cuando la XCP_LOG_DIR variable es establecida, se crea un
nuevo directorio con el mismo nombre que el nombre del host dentro de la ruta de acceso del directorio de
registro personalizado; en esta ubicacién se almacenan nuevos registros.

[root@localhost /]# export XCP LOG DIR='/tmp/xcp log dir path'’

La variable de entorno XCP_CATALOG_PATH anula el ajuste en xcp.ini. Si se establece, el valor debe estar en
el formato de ruta xcp, server:export[:subdirectory].

[root@localhost /]# export XCP CATALOG PATH='10.61.82.210:/vol/xcpvol/"

@ Para un usuario que no es raiz, debe reemplazarlo XCP_CATALOG PATH Desde la ruta
exportada con la ruta POSIX.

Configure el conector POSIX

XCP NFS ahora admite el uso de conectores POSIX para proporcionar rutas de origen y
destino para la migracion de datos.

Funciones admitidas

Las siguientes caracteristicas son compatibles con los conectores POSIX:

* Para sistemas de archivos POSIX que admiten nanosegundos atime, mtime, y. ctime, la scan obtiene
los valores completos (segundos y nanosegundos) y el copy command los establece

* Los conectores POSIX son mas seguros que XCP con sockets TCP NFSv3.

Sintaxis de ruta

La sintaxis de la ruta de acceso para un conector POSIX es file://<mounted path on linux>.

Configure un conector POSIX

Para configurar un conector POSIX, debe realizar las siguientes tareas:
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* Monte un volumen de origen y de destino

» Compruebe que la ruta de destino tiene el permiso necesario para escribir los datos

Un destino y un catalogo se montan en el ejemplo siguiente:

root@scspr2395903001 ~]# findmnt -t nfs4

TARGET SOURCE FSTYPE OPTIONS

/t/10.237.170.39 src vol 10.237.170.39:/source vol nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

/t/10.237.170.53 dest vol 10.237.170.53:/dest _vol nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

/t/10.237.170.53 catalog vol 10.237.170.53:/xcp_catalog nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

[root@scspr2395903001 ~]1#

Los conectores POSIX acceden a un volumen de origen y destino mediante la sintaxis POSIX file://. En el
ejemplo anterior, la ruta de acceso de origen es file:///t/10.237.170.39 src_vol Yy laruta de destino
es file:// /t/10.237.170.53 dest vol.

Puede administrar la configuracion de ejemplo de un catalogo XCP compartido por usuarios que no son raiz
creando un grupo Linux para usuarios XCP. Para los usuarios que no son raiz, los siguientes permisos son
necesarios para que los usuarios del grupo Linux realicen migraciones.

En la siguiente salida de ejemplo: demo es el usuario no raizy. /mnt/xcp-catalog es la ruta donde se
monta el volumen de catalogo:

sudo groupadd -g 7711 xcp users

sudo usermod -G Xcp users -a demo

sudo chown -R :xcp users /mnt/xcp-catalog
sudo chmod -R g+w /mnt/xcp-catalog

El catalogo XCP no almacena datos pero almacena nombres de archivo, nombres de directorio y otros
metadatos de captura y copia. Por lo tanto, se recomienda configurar los permisos del sistema de archivos de
catalogo para que los usuarios autorizados puedan darles la capacidad de proteger los metadatos
almacenados.

Propiedad (UID y GID)

Cuando se configura como un usuario normal, de forma predeterminada, un copy El comando en un destino
de POSIX o NFS3 no intenta configurar la propiedad (ID de usuario (UID) y el ID de grupo (GID). El
administrador suele realizar la configuracion de la propiedad. Cuando el usuario A copia archivos del usuario
B, el usuario A espera poseer el destino. Sin embargo, este no es el caso cuando un usuario root copia los
archivos. Cuando un usuario raiz copia los archivos, el -chown la opcién cambia el comportamiento para que
no sea raiz copy comando con -chown Intenta establecer el UID y GID.
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Aumente el numero maximo de descriptores de archivo abiertos

Para obtener un rendimiento y fiabilidad 6ptimos, puede aumentar el nUmero maximo de descriptores de
archivo abiertos para el usuario XCP en todos los nodos.

Pasos

1. Abra el archivo con el siguiente comando:
vi /etc/security/limits.conf

2. Agregue la siguiente linea al archivo:
<username> - nofile 999999

ejemplo
root - nofile 999999

Consulte "Soluciones de Red Hat" si quiere mas informacion.

Configurar el conector HDFS

Para XCP NFS, el conector del sistema de archivos distribuidos de Hadoop (HDFS)
(hdfs://) ofrece a XCP la capacidad de acceder a cualquier sistema de archivos HDFS
que esté disponible con diferentes proveedores.

Funciones admitidas

La copy El funcionamiento del comando desde HDFS a NFS se admite en los conectores HDFS.

Sintaxis de ruta

La sintaxis de la ruta para un conector HDFS es hdfs:// [user@host:port]/full-path.

@ Si no especifica un usuario, host y puerto, llamadas XCP hdfsConnect con el host establecido
en default y el puerto establecido en 0.

Configure un conector HDFS

Para ejecutar HDFS copy Comando, debe establecer el cliente HDFS en el sistema Linux y, basado en el
proveedor de Hadoop, siga la configuracion de configuracion disponible en Internet. Por ejemplo, puede
establecer el cliente de un cluster de MapR mediante https://docs.datafabric.hpe.com/60/
AdvancedInstallation/SettingUptheClient-redhat.html.

Después de completar la configuracion del cliente HFDS, debe completar la configuracion en el cliente. Para
utilizar las rutas HDFS con comandos XCP, debe tener las siguientes variables de entorno:

* NHDFS_LIBHDFS_PATH
* NHDFS_LIBJVM_PATH

En los siguientes ejemplos, los ajustes funcionan con MapR vy java-1.8.0-openjdk-devel en CentOS:

27


https://access.redhat.com/solutions/61334^
https://docs.datafabric.hpe.com/60/AdvancedInstallation/SettingUptheClient-redhat.html
https://docs.datafabric.hpe.com/60/AdvancedInstallation/SettingUptheClient-redhat.html
https://docs.datafabric.hpe.com/60/AdvancedInstallation/SettingUptheClient-redhat.html
https://docs.datafabric.hpe.com/60/AdvancedInstallation/SettingUptheClient-redhat.html
https://docs.datafabric.hpe.com/60/AdvancedInstallation/SettingUptheClient-redhat.html
https://docs.datafabric.hpe.com/60/AdvancedInstallation/SettingUptheClient-redhat.html
https://docs.datafabric.hpe.com/60/AdvancedInstallation/SettingUptheClient-redhat.html

export JAVA HOME=S (dirname $ (dirname $ (readlink S (readlink $

(which javac)))))

export NHDFS LIBJVM PATH='find $SJAVA HOME -name "libjvm.so"' export
NHDFS LIBHDFS PATH=/opt/mapr/lib/libMapRClient.so

[demo@mapr0 ~]$ hadoop fs -1s Found 3 items
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 dl
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 d2
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 d3

Configure el escalado horizontal multinodo

Para XCP NFS, puede superar los limites de rendimiento de un unico nodo mediante un
unico copy (0. scan -md5) Comando para ejecutar trabajadores en varios sistemas
Linux o nodos de cluster.

Funciones admitidas
El escalado horizontal multinodo es util en cualquier entorno en el que el rendimiento de un Unico sistema no

es suficiente, por ejemplo, en los siguientes casos:
» Cuando un solo nodo tarda meses en copiar petabytes de datos
» Cuando las conexiones de alta latencia a los almacenes de objetos de cloud ralentiza un Unico nodo

» En grandes redes de clusteres de HDFS, donde se ejecuta un gran numero de operaciones de /0.

Sintaxis de ruta

La sintaxis de ruta para el escalado horizontal multinodo es —-nodes workerl, worker2,worker3.

Configure el escalado horizontal multinodo

Considere una configuracion con cuatro hosts Linux con configuraciones similares de CPU y RAM. Puede
utilizar los cuatro hosts para la migracion porque XCP puede coordinar las operaciones de copia en todos los
nodos host. Para utilizar estos nodos en un entorno de escalado horizontal, debe identificar uno de los cuatro
nodos como nodo principal y otros como nodos de trabajo. Por ejemplo, para una configuracion de cuatro

nodos de Linux, asigne un nombre a los nodos como "maestro”, "worker1", "worker2" y "worker3" y, a
continuacion, configure la configuracion en el nodo maestro:

1. Copie XCP en el directorio inicial.

2. Instale y active la licencia XCP.

3. Modifique el xcp. ini archivary agregar la ruta del catalogo.

4. Configure Secure Shell (SSH) sin contrasefias desde el nodo maestro a los nodos de trabajo:

a. Genere la clave en el nodo maestro:
ssh-keygen -b 2048 -t rsa -f /root/.ssh/id rsa -g -N "'

b. Copie la clave en todos los nodos de trabajo:
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ssh-copy-id -i /root/.ssh/id rsa.pub root@workerl

El nodo maestro XCP utiliza SSH para ejecutar trabajadores en otros nodos. Debe configurar los nodos de
trabajo para habilitar el acceso SSH sin contrasefias para el usuario que ejecuta XCP en el nodo maestro. Por
ejemplo, para permitir que una demostracion de usuario en un nodo maestro utilice el nodo "worker1" como
nodo de trabajo XCP, debe copiar el binario XCP desde el nodo maestro a todos los nodos de trabajo del
directorio principal.

MaxStartups

Al iniciar varios trabajadores XCP simultaneamente, para evitar errores, debe aumentar el sshd
MaxStartups parametro en cada nodo de trabajo, como se muestra en el ejemplo siguiente:

echo "MaxStartups 100" | sudo tee -a /etc/ssh/sshd config
sudo systemctl restart sshd

El archivo "nodes.ini"

Cuando XCP ejecuta un trabajador en un nodo de cluster, el proceso de trabajo hereda las variables de
entorno del proceso XCP principal en el nodo maestro. Para personalizar un entorno de nodo determinado,
debe configurar las variables en el nodes. ini archivo en el directorio de configuracion solo en el nodo
maestro (los nodos de trabajo no tienen un directorio de configuracion ni catalogo). Por ejemplo, para un
servidor de ubuntu mars que tiene su 1ibjvm. so En una ubicacion diferente al nodo maestro, como Wave
(que es CentOS), requiere un directorio de configuracion que permita a un trabajador de mars usar el conector
HDFS. Esta configuracion se muestra en el siguiente ejemplo:

[schay@wave ~]$ cat /opt/NetApp/xFiles/xcp/nodes.ini [mars]
NHDFS LIBJVM PATH=/usr/lib/jvm/java-8-openjdk-amdé64/jre/lib/
amd64/server/libjvm. so

Si utiliza una multisesién con rutas de archivo POSIX y HDFS, debe montar el sistema de archivos y el
sistema de archivos exportado de origen y destino en el nodo maestro y en todos los nodos de trabajo.

Cuando se ejecuta XCP en un nodo de trabajo, el nodo de trabajo no tiene configuracion local (sin licencia,
archivos de registro ni catalogo). Solo se necesita el binario XCP en el sistema de su directorio principal. Por
ejemplo, para ejecutar el copy el comando, el nodo maestro y todos los nodos de trabajo necesitan tener
acceso al origen y al destino. Para xcp copy --nodes linuxl,linux2 hdfs:///user/demo/test
file:///mnt/ontap, la 1inux1l y.. 1inux2 Los hosts deben tener configurado el software de cliente HDFS
y la exportacién NFS montada en /mnt/ontap y, como se ha mencionado anteriormente, una copia del binario
XCP en el directorio inicial.

Combine los conectores POSIX y HDFS, escalabilidad horizontal multinodo y funciones de seguridad

Puede utilizar los conectores POSIX y HDFS, la escalabilidad horizontal multinodo y las funciones de
seguridad combinadas. Por ejemplo, lo siguiente copy V.. verify Los comandos combinan conectores
POSIX y HDFS con las funciones de seguridad y escalado horizontal:

* copy ejemplo de comando:
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./xcp copy hdfs:///user/demo/dl file:///mnt/nfs-server0/d3
./xcp copy -match "'USER1 in name'" file:///mnt/nfs-server0/d3
hdfs:///user/demo/dl

./xcp copy —node workerl,worker2,worker3 hdfs:///user/demo/dl
file:///mnt/nfs-server0/d3

* verify ejemplo de comando:

./xcp verify hdfs:///user/demo/d2 file:///mnt/nfs-server0/d3

Configure el conector S3

A partir de XCP 1,9.2, el conector Simple Storage Service (S3) mejora el alcance de la
migracion de datos de XCP permitiendo la migracion de datos desde sistemas de
archivos Hadoop Distributed File System (HDFS) al almacenamiento de objetos S3.

Casos de uso de migracion admitidos
Los conectores S3 admiten los siguientes casos de uso de migracion:

* Migracion de HDFS a NetApp StorageGRID
» Migracién de HDFS a Amazon S3
* Migracion de HDFS a NetApp ONTAP S3

(D Actualmente MapR solo esta cualificado y es compatible con HDFS.

Funciones admitidas

Compatibilidad con scan, copy, verify, resume y.. delete Los comandos estan disponibles para los
conectores S3.

Operaciones no admitidas

Compatibilidad con sync El comando no esta disponible para los conectores S3.

Sintaxis de ruta

La sintaxis de ruta para el conector S3 es s3://<bucket in S3>.

* Puede proporcionar un perfil S3 especifico para los comandos XCP mediante el -s3.profile opcion.

* Puede utilizar el s3.endpoint Opcion para modificar el valor de punto final para comunicarse con S3

(D El uso del punto final es obligatorio para StorageGRID y ONTAP S3.

Configure un conector S3

Pasos
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1. Para ejecutar el comando XCP con el conector S3, cree un bucket en S3 siguiendo la documentacion en
linea para las respectivas plataformas:

o "Gestidon del almacenamiento de objetos de ONTAP S3"

o "StorageGRID: Utilice una informacion general de la cuenta de inquilinos"

Antes de continuar, debe tener el access key, secret key, Certificado de autoridad
(CA) paquete de certificados, y. endpoint url informacion. XCP identifica y se
conecta al cubo S3 mediante estos parametros antes de iniciar una operacion.

2. Instale los paquetes de la CLI de Amazon Web Services (AWS) y ejecute los comandos de la CLI de AWS
para configurar las claves y los certificados SSL (Secure Sockets Layer) para las cuentas S3:

o Consulte "Instalar o actualizar la version mas reciente de la CLI de AWS" Para instalar los paquetes de
AWS.

o Consulte "Referencia de comandos de la CLI de AWS" si quiere mas informacion.

3. Utilice la aws configure comando para configurar el archivo de credenciales. De forma predeterminada,
la ubicacion del archivo es /root/.aws/credentials. El archivo de credenciales debe especificar la
clave de acceso y la clave de acceso secreta.

4. Utilice la aws configure set Comando para especificar un paquete de certificado de CA, que es un
archivo con el . pem Extension que se utiliza al verificar certificados SSL. De forma predeterminada, la
ubicacion del archivo es /root/.aws/config.

Ejemplo:

[root@clientl ~]# aws configure

AWS Access Key ID [None]: <access key>

AWS Secret Access Key [None]: <secret key>
Default region name [None]:

Default output format [None]:

[root@clientl ~]# cat /root/.aws/credentials
[default]

aws_access key id = <access key>

aws_secret access key = <secret key>
[root@clientl ~1#

[root@clientl ~]# aws configure set default.ca bundle
/u/xxxx/s3/ca/aws_cacert.pem

[root@clientl ~]# cat /root/.aws/config
[default]

ca bundle = /u/xxxx/s3/ca/aws_cacert.pem

5. Tras completar la configuracién de instalacion necesaria, confirme que los comandos de la CLI de AWS
pueden acceder a los buckets S3 desde el cliente Linux antes de ejecutar los comandos XCP:
aws s3 ls --endpoint-url <endpoint url> s3://bucket-name/

aws s3 ls --profile <profile> --endpoint-url <endpoint url> s3://bucket-name

Ejemplo:
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[root@clientl linux]# aws s3 1ls --profile <profile> --endpoint
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Planificacion de la migracién de datos

Planificacion de la migracion de datos

Puede planificar la migracion mediante la CLI o la GUI de analisis de archivos.
Utilice los siguientes comandos para planificar la migracion:

e Mostrar

» Exploracion

Utilice File Analytics para visualizar las estadisticas de exportaciones y recursos compartidos.

Planifique la migracién de datos NFS

Planifique las migraciones de datos NFS.

mostrar
La show Command consulta los servicios RPC y las exportaciones NFS de uno o varios servidores de
almacenamiento. El comando enumera los servicios y exportaciones disponibles con la capacidad libre y
usada de cada exportacion, seguidos por los atributos raiz de cada exportacion.
Ejemplo:

* xcp show <NFS file server IP/FQDN>

* xcp show nfs server(Ol.netapp.com

Ejecucidon xcp help show para obtener mas detalles.

escanee

La scan El comando explora de forma recursiva todas las rutas exportadas de NFSv3 de origen e imprime las
estadisticas de la estructura de archivos al final del analisis. NetApp recomienda poner los montajes de
exportacion NFS de origen en modo de solo lectura durante la operacién de exploracion.

Si un nombre de archivo o directorio contiene caracteres que no sean UTF-8, estos caracteres

(D se convierten al formato UTF-8 y se muestran al ejecutar el xcp-scan comando. Dependiendo
de la traduccion de la codificacion de origen a UTF-8, es posible que los caracteres no se
muestren como se esperaba.

Ejemplo:

°* xcp scan NFS [server:/export path | file:// ]
* xcp scan nfs server(Ol.netapp.com:/exportl

* xcp scan file:///mnt/nfs-source

Ejecucion xcp help scan para obtener mas detalles.
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De forma opcional, utilice Andlisis de archivos para ver los resultados graficamente.

Planifique la migracién de datos de SMB

Planifique las migraciones de datos de SMB.

Mostrar

La show El comando muestra todos los recursos compartidos de SMB disponibles en el servidor con los
permisos y el espacio disponibles. Ejemplo:

* xcp show \\<SMB file server IP/FQDN>

* xcp show smb server(Ol.netapp.com

Ejecuciéon xcp help show para obtener mas detalles.

Exploracién

La scan Comando escanea de forma recursiva todo el recurso compartido SMB y enumera todos los archivos
al final del analisis.

(D Durante la operacion de exploracion, puede utilizar -preserve-atime marcar con la scan
comando para conservar el tiempo de acceso en el origen .

Ejemplo:

* xcp scan \\SMB server\sharel

° xcp scan smb_serverOl.netapp.com:/sharel
Ejecucion xcp help scan para obtener mas detalles.

De forma opcional, utilice Andlisis de archivos para ver los resultados graficamente.

Planifique la migracion de datos HDFS

Planifique las migraciones de datos HDFS.

Exploracion

La scan command explora recursivamente todas las rutas de origen e imprime las estadisticas de la
estructura de archivos al final de la exploracion.

®* xcp scan HDFS [hdfs://<hdfs mounted path> ]
* xcp scan hdfs:///demo/userl
* xcp scan s3://my-bucket

* xcp scan -s3.profile <s3 profile name> -s3.endpoint <endpoint-url> s3://my-
bucket
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Ejecuciéon xcp help scan para obtener mas detalles.

Planificar mediante Analisis de archivos

Planificar la migracion de los datos

Planifique la migracion de datos con File Analytics.

@ XCP es una interfaz de linea de comandos, mientras que File Analytics tiene una interfaz
grafica de usuario.

Descripcién general

XCP File Analytics utiliza la API de exploracion XCP para recopilar datos de hosts NFS o SMB. A
continuacion, estos datos se muestran en la GUI de analisis de archivos XCP. El analisis de archivos XCP
incluye tres componentes principales:

» Servicio XCP
* Base de datos de analisis de archivos

» GUI de analisis de archivos para gestionar y ver datos
El método de implementacion de los componentes de XCP File Analytics depende de la solucidn necesaria:

* Implementacion de soluciones de analisis de archivos XCP para sistemas de archivos NFS:

o Puede implementar la GUI de File Analytics, la base de datos y el servicio XCP en el mismo host
Linux.

» Implementacion de soluciones de analisis de archivos XCP para sistemas de archivos SMB: Debe
implementar la GUI y la base de datos de analisis de archivos en un host Linux e implementar el servicio
XCP en un host de Windows.

Acceda a File Analytics

Analisis de archivos proporciona una vista grafica de los resultados del analisis.

Inicie sesidn en la GUI de File Analytics

La GUI de XCP File Analytics proporciona un panel de control con graficos para visualizar el analisis de
archivos. La GUI de analisis de archivos XCP se activa al configurar XCP en una maquina Linux.

@ Para consultar los exploradores admitidos para acceder a File Analytics, consulte "IMT de
NetApp".

Pasos

1. Utilice el enlace https://<IP address of linux machine>/xcp Para acceder ala GUI de analisis
de archivos. Cuando se le solicite, acepte el certificado de seguridad:

a. Seleccione Avanzado debajo de la declaracion de privacidad.
b. Seleccione el Proceder To <IP address of linux machine> enlace.

2. Inicie sesion en la GUI de analisis de archivos.

35


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Hay dos formas de iniciar sesion en la GUI de File Analytics:

Inicie sesién con las credenciales de usuario

a. Inicie sesién en la GUI con las credenciales de usuario obtenidas al instalar File Analytics.

1 NetApp
XCP File Analytics

NetApp Support | NetApp

b. De manera opcional, cambie la contrasefia por su propia contrasena.

Si desea cambiar la contrasefia obtenida durante la instalacién a su propia contrasena,
seleccione el icono de usuario y seleccione Cambiar contrasena.

La nueva contrasefia debe tener al menos ocho caracteres de longitud y contener al menos un
numero, una letra mayuscula, una letra mintscula y un caracter especial (| @ #$ % * & * - ).

@ Después de cambiar la contrasefia, se cerrara automaticamente la sesion en la GUI y
debera volver a iniciar sesion con la nueva contrasefia que creo.

Configure y habilite la funcionalidad SSO

Puede utilizar esta funcién de inicio de sesidn para configurar XCP File Analytics en un equipo en
particular y compartir la URL de la interfaz de usuario web en toda la empresa, lo que permite a los
usuarios iniciar sesién en la interfaz de usuario con sus credenciales de inicio de sesién unico (SSO).

El inicio de sesién SSO es opcional y se puede configurar y habilitar de forma

@ permanente. Para configurar el inicio de sesion SSO basado en el lenguaje de
marcado de asercion de seguridad (SAML), consulte Configure las credenciales de
SSO.

3. Después de iniciar sesion, puede ver el agente NFS; una marca verde esta presente que muestra una
configuracion minima del sistema del sistema Linux y la version XCP.

4. Si ha configurado un agente SMB, puede ver el agente SMB agregado en la misma tarjeta de agente.
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Configure las credenciales de SSO

La funcionalidad de inicio de sesion SSO se implementa en XCP File Analytics con SAML y es compatible con
el proveedor de identidades de Active Directory Federation Services (ADFS). SAML descarga la tarea de
autenticacion en el proveedor de identidades (IDP) de terceros de la empresa, que puede utilizar cualquier
numero de métodos para la MFA (autenticacion multifactor).

Pasos
1. Registre la aplicacion XCP File Analytics con su proveedor de identidades empresarial.

El analisis de archivos se ejecuta ahora como proveedor de servicios y, por lo tanto, debe registrarse en el
proveedor de identidades de su empresa. En general, existe un equipo en la empresa que se encarga de
este proceso de integracion SSO. El primer paso es buscar y contactar con el equipo pertinente y
compartir con ellos los detalles de metadatos de la aplicacion File Analytics.

A continuacién se muestran los detalles obligatorios que debe compartir para registrarse en su proveedor
de identidades:

° ID de entidad de proveedor de servicios: https://<IP address of linux machine>/xcp

° URL del Servicio de consumidores de asercion del proveedor de servicios (ACS): https://<IP
address of linux machine>:5030/api/xcp/SAML/sp

También puede verificar estos detalles iniciando sesion en la interfaz de usuario de File Analytics:

i. Inicie sesion en la GUI mediante los pasos descritos en Inicie sesion en la GUI de File Analytics.

ii. Seleccione el icono Usuario en la esquina superior derecha de la pagina y, a continuacion,
seleccione Configuracion de SAML.

Compruebe Ajustes del proveedor de servicios en el menu desplegable que aparece.

* + — -

Not secure | hitps/ xcp/dashboard 2 1 & 0O

e Analytics Dashboard @ &

Autologout settings

Job Status File Servers Count

Change password

XCPVersion _ XCP fires a job in the background when file share Total NFS file servers

CPU-Cores  Version Dist scan is run. Any running jobs will be available - Logout

here.
Red Hat
8 8.8 Enterprise

: Na jebs running. Total SMB file servers
Linux

Después del registro, recibira los detalles de los extremos de IDP de su empresa. Debe proporcionar estos
metadatos de extremo de IDP a la interfaz de usuario de analisis de archivos.

2. Proporcione los detalles del IDP:

a. Vaya a Panel. Seleccione el icono Usuario en la esquina superior derecha de la pagina y seleccione
Configuracion de SAML.

b. Introduzca los detalles de IDP que obtuvo después del registro.
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ejemplo

SAML Settings

SAML SETTINGS:
Enable SAML

Identity Provider Setting

ISR ENTITY ED ®

0P SINGLE SIGNON SERVICE URL ™

0P SINGLE LOGOUT SERVICE URL "

DR XSoacEsT *

0P SINGLE LOGOUT SERVICE BINDING

IDP SINGLE SIGNON SERVICE BINDING

a. Active la casilla de verificacion Habilitar SAML para habilitar de forma permanente SSO basado en
SAML.

b. Seleccione Guardar.

c. Cierre la sesion en File Analytics y vuelva a iniciarla.

Se le redirigira a su pagina SSO de empresa.

Agregar servidores de archivos

Puede configurar sistemas de archivos exportados NFS y SMB en la GUI de analisis de
archivos XCP.

Esto permite a XCP File Analytics analizar y analizar datos en el sistema de archivos. Siga estos pasos para
afadir servidores de archivos NFS o SMB.

Paso

1. Para agregar servidores de archivos, seleccione Agregar servidor de archivos.
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Add File Server ¥

NFS SMB

CEHEEI “

Agregue la direccion IP del servidor de archivos, seleccione la opcion NFS o SMB y haga clic en Agregar.
@ Si no puede ver un agente SMB en la GUI, no podra agregar un servidor SMB.

Después de agregar el servidor de archivos, XCP muestra:

 Total de recursos compartidos de archivos disponibles

» Archivos compartidos con datos de analisis (el recuento inicial es “0”, se actualiza cuando se ejecuta un
analisis correcto)

» Uso total del espacio: La suma del espacio utilizado por todas las exportaciones

* Los datos para recursos compartidos de archivos y aprovechamiento del espacio son datos en tiempo real
directamente desde el servidor NFS/SMB. La recogida y el procesamiento de los datos tarda varios
segundos.

El espacio disponible frente al espacio utilizado en Analisis de archivos se calcula a partir de

@ cada sistema de archivos exportado disponible a través de NFS. Por ejemplo, si los volumenes
constan de gtrees y las exportaciones se crean a través de un qtree, el espacio general es el
espacio acumulativo del tamafio del volumen y del tamano del gtree.

Ejecute una exploracion

Cuando el sistema de archivos NFS/SMB se agrega a la GUI de analisis de archivos
XCP, puede iniciar un analisis del sistema de archivos para analizar y representar los
datos.

Pasos

1. Seleccione la flecha de la tarjeta del servidor de archivos agregada para ver los recursos compartidos de
archivos en el servidor de archivos.
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TOTAL FILE SHARES
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2. En la lista de archivos compartidos, seleccione el nombre del recurso compartido de archivos que desea
analizar.

3. Seleccione Escanear para iniciar la exploracion.
XCP muestra una barra de progreso para la exploracion.

4. Una vez finalizada la exploracién, se activan las fichas stat View y distribucion de archivos para que
pueda ver los graficos.
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Mas informacion acerca de los graficos

El panel GUI de File Analytics muestra varios graficos para visualizar el analisis de archivos.

Grafico de recuento en frio caliente

XCP File Analytics categoriza los archivos a los que no se acceda durante 90 dias como datos inactivos. Los
archivos a los que se accede en los ultimos 90 dias son datos activos. Los criterios para definir los datos
activos e inactivos se basan unicamente en el tiempo de acceso.

Hot Cold Count (Millions)

3.22M 11.7M

HOT COLD

0% 20% 40% 60% 80% 100%

El grafico Hot Cold Count muestra el nimero de inodos (en millones) que estan activos o inactivos en XCP
NFS. En XCP SMB, este grafico indica el numero de archivos activos o inactivos. La barra de colores
representa los datos activos y muestra el porcentaje de archivos a los que se accede en un plazo de 90 dias.

Grafico de tamaiio frio caliente

Hot Cold Size

161GB 2.247TB

HOT COLD

0% 209 40890 60% 3040 100%

El grafico Hot Cold Size muestra el porcentaje de archivos activos e inactivos y el tamanfo total de los archivos
de cada categoria. La barra de colores representa los datos activos y la parte sin color representa los datos
frios. Los criterios para definir los datos activos e inactivos se basan Unicamente en el tiempo de acceso.

Entradas en Grafico de directorios
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Entries In Directory
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El grafico Entradas en directorios muestra el nimero de entradas en los directorios. La columna Depth
contiene diferentes tamafios de directorio y la columna Count indica el numero de entradas en cada
profundidad de directorio.

Distribucién de archivos por grafico de tamaio

File Distribution By Size

File Size Count
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El grafico distribucion de archivos por tamafo muestra el numero de archivos que estan debajo de los
tamafos de archivo especificados. La columna Tamafo de archivo contiene las categorias de tamafio de
archivo y la columna numero indica la distribucion del numero de archivos.

Grafico de profundidad del directorio
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Directory Depth
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El grafico profundidad de directorios representa la distribucion del niumero de directorios en varios rangos de
profundidad de directorios. La columna Depth contiene varias profundidades de directorio y la columna Count

contiene el recuento de cada profundidad de directorio en el recurso compartido de archivos.

Espacio de archivos utilizado por grafico de tamafio

File Space Used By Size
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El gréafico espacio de archivos utilizado por Tamafio muestra el nimero de archivos en diferentes rangos de
tamano de archivo. La columna Tamafio de archivo contiene distintos rangos de tamafio de archivo y la
columna espacio utilizado indica el espacio utilizado por cada intervalo de tamafo de archivo.

Grafico espacio ocupado por usuarios
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Space Occupied By Users
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El grafico espacio ocupado por los usuarios muestra el espacio utilizado por los usuarios. La columna Nombre
de usuario contiene los nombres de los usuarios (UID cuando no se pueden recuperar los nombres de
usuario) y la columna espacio utilizado indica el espacio utilizado por cada nombre de usuario.

Grafico de archivos accedidos, modificados o creados
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Files Accessed/Modified/Created
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El grafico Archivos accedidos/modificados/creados muestra el recuento de archivos modificados a lo largo del
tiempo. El eje X representa el periodo de tiempo en el que se realizaron los cambios y el eje Y representa el
numero de archivos modificados.

@ Para obtener el grafico de tiempo de acceso (atime) en los analisis de SMB, marque la casilla
de verificacion conservar atime antes de ejecutar un analisis.

Grafico de tamaiio de archivo accedido/modificado/creado
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File Size Accessed/Madified/Created
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El grafico Tamano de archivo al que se ha accedido/modificado/creado muestra el tamafio de los archivos
modificados con el tiempo. El eje X representa el periodo de tiempo en el que se realizaron los cambios y el
eje Y representa el tamafio de los archivos modificados.

@ Para obtener el grafico de tiempo de acceso (atime) en los analisis de SMB, marque la casilla
de verificacion conservar atime antes de ejecutar un analisis.

Distribucion de archivos por grafico de extensién

File Distribution By Extension
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El grafico distribucion de archivos por extension representa el recuento de las diferentes extensiones de
archivo de un recurso compartido de archivos. El tamafio de las divisiones que representan las extensiones se
basa en el numero de archivos con cada extension.

Ademas, para los recursos compartidos SMB, puede obtener el nimero de archivos de flujos de datos

alternativos para cada extension de archivo activando la casilla para los flujos de datos alternativos antes de
ejecutar un analisis.
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File Distribution By Extension
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El grafico Distribucion de tamafio de archivo por extension representa el tamafio acumulativo de las diferentes
extensiones de archivo en un recurso compartido de archivos. El tamafio de las divisiones que representan las
extensiones se basa en el tamafo de los archivos con cada extension.

Distribucién de archivos por grafico de tipo

[istribution by Type

Typa Couint
BEC (HECULAM) 1655744
DR {Dirsciory) FTre
(o]
(xaranis
LK {Lirk] T4
specialy 51

] (L]

El grafico distribucion por tipo representa el recuento de los siguientes tipos de archivos:

REG: Archivos regulares
* LNK: Archivos con vinculos
» Especiales: Archivos con archivos de dispositivos y archivos de caracteres.

* DIR: Archivos con directorios
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* Junction: Disponible unicamente en SMB

Ademas, para recursos compartidos SMB, puede obtener el nimero de archivos de flujos de datos
alternativos para diferentes tipos activando la casilla para flujos de datos alternativos antes de ejecutar una
exploracion.

Distribution by Type

Type Count ADS

REG (REGULAR) 18 18

DIR (Directory) 1 2

LNK (Link) 0 0

Filtros
XCP proporciona opciones de filtro que se pueden utilizar en operaciones XCP.
XCP utiliza filtros para -match y.. —exclude Opciones para NFS y SMB.

Para NFS, ejecute xcp help info Y consulte la seccion DE FILTROS para ver como usar -match y..
-exclude filtros.

Para SMB, ejecute xcp help -matchy.. xcp help -exclude para obtener mas informacién acerca de
match y.. exclude filtros.

Si desea utilizar filtros en los comandos XCP, ejecute xcp help <command> para ver si son opciones
compatibles.

Registro para NFS y SMB (opcional)
Registro para XCP NFS y SMB.

XCP admite la configuracion de varias funciones opcionales mediante el xcpLogConfig. json Archivo de
configuracion JSON. Para habilitar solo funciones especificas, cree manualmente la xcpLogConfig. json
archivo de configuracion. Puede utilizar el xcpLogConfig. json archivo de configuracion para habilitar:

* mensajes del registro de eventos

* Cliente syslog para XCP

* Registro XCP personalizado

Los mensajes del registro de eventos y el cliente de syslog estan deshabilitados en la configuracién
predeterminada. La configuracién es comun para NFS y SMB.
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Configurar la ubicacion del
archivo JSON

Ubicacion predeterminada del
archivo de configuracién

La ubicacion personalizada
requiere la XCP_CONFIG DIR
variable de entorno

NFS SMB
/Opt/NetApp/xFiles/xcp/ C:\NetApp\XCP\ConfigFile
Utilice la ubicacién que ha N.A.

establecido en XCP_ CONFIG DIR

variable

Las opciones del archivo de configuracién JSON distinguen mayusculas de minusculas. Estas opciones son
las mismas para XCP NFS y XCP SMB.

Nombre de las Tipo de datos Predetermina Descripcion

subopciones JSON
LogConfig

"nivel" Cadena

“Maxbytes” Entero

“nombre” Cadena

eventlog

“IsEnabled” Booleano

"nivel" Cadena

syslog

“IsEnabled” Booleano

"nivel" Cadena

“ServerlP” Cadena

do

INFORMACIO
N

52428800

xcp.log

verdadero

INFORMACIO
N

falso

INFORMACIO
N

Ninguno

Opcion para personalizar el registro XCP.

Nivel de filtro de gravedad de los mensajes de
registro. Los mensajes de registro XCP admiten cinco
niveles de gravedad por orden de disminucién de
gravedad: CRITICO, ERROR, ADVERTENCIA,
INFORMACION, DEPURACION (NetApp recomienda
encarecidamente utilizar INFO o DEBUG).

Tamario de cada archivo de registro giratorio. El
numero maximo de archivos de rotacién admitidos es
10.

Opcidn para establecer el nombre del archivo de
registro personalizado.

Opciodn para configurar el mensaje de registro de
eventos.

Esta opcion booleana se utiliza para habilitar la
mensajeria de eventos. Configuracion en false no
generara ningun mensaje de evento y no se publicara
ningun registro de eventos en el archivo de registro
de eventos.

Nivel de filtro de gravedad de mensajes de eventos.
La mensajeria de eventos admite cinco niveles de
gravedad en orden decreciente: CRITICO, ERROR,
ADVERTENCIA, INFORMACION, DEPURACION

Opcion para configurar la mensajeria de syslog.

Esta opcion booleana se utiliza para habilitar el cliente
de syslog en XCP.

Nivel del filtro de gravedad del mensaje. Los
mensajes de registro de sucesos XCP admiten cinco
niveles de gravedad en orden de disminucién de
gravedad: CRITICO, ERROR, ADVERTENCIA,
INFORMACION, DEPURACION

Nombre de host o direcciones IP del servidor de
syslog remoto.
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Nombre de las Tipo de datos Predetermina Descripcion

subopciones JSON do

“puerto” Entero 514 Puerto del receptor de syslog remoto. Los receptores
de syslog que aceptan datagramas de syslog en un
puerto diferente se pueden configurar con la opcion
de puerto UDP puerto 514, pero también se puede
configurar para el puerto deseado.

“higienizar” Booleano falso Una opcion comun para la compatibilidad con XCP; al

establecer su valor en true, se oculta la informacion
confidencial (IP y nombre de usuario) en los
mensajes que se van a admitir (registro, eventos,
syslog, etc.). Por ejemplo, con el sanitize opcién
como false:*2020-07-17 03:10:23,779 -
INFO - 12806 xcp xcp Paths:
['10.234.104.251:/cat vol']*2020-07-17
03:10:23,778 - INFO - 12806 xcp xcCp
User Name: root 'Con la “sanitize opcion
como true: *2020-07-17 03:13:51,596 -
INFO - 12859 xcp xcp Paths: ['IP:
XX.XX.XX.XX:/cat vol']*2020-07-17
03:13:51,595 - INFO - 12859 xcp xcp
User Name: * * *

Cree el archivo de configuracién JSON

Si desea habilitar los mensajes del registro de eventos, el cliente syslog o el registro de clientes, complete los
siguientes pasos.

Pasos
1. Abra cualquier editor de texto, como bloc de notas o vi.

2. Cree un archivo nuevo con la siguiente plantilla JSON.
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"logConfig": {

"level": "INFO",
"maxBytes": 52428800,
"name": "xcp.log"

bo

"eventlog": {
"isEnabled": false,
"level": "INFO"

by

"syslog": {
"isEnabled": false,
"level": "INFO",
"serverIp": "10.234.219.87",
"port": 514

by

"sanitize": false

3. Para las funciones que desee activar, cambie la i sEnabled valor a. true.

4. Asigne un nombre al archivo xcpLogConfig.json Y guardelo en la ubicacion predeterminada:
/Opt/NetApp/xFiles/xcp/

Sila XCP_CONFIG_ DIR se establece la variable de entorno, guarde la xcpLogConfig. json archivo en
la misma ubicacion que se establece en la XCP_CONFIG_DIR variable.
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Configuracion predeterminada

{
"logConfig": {
"level": "INFO",
"maxBytes": 52428800,
"name": "xcp.log"
br
"sanitize": false
}
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Archivo de configuracion del json de ejemplo

"logConfig": {

"level":

"INFO" ,

"maxBytes": 52428800,

"name": "xcp.log"

y

"eventlog":

{

"isEnabled": false,

"level":

by
"syslog": {

n INFO "

"isEnabled": false,

"level":

"INEQ" ,

"serverIp": "10.234.219.87",
"port": 514

by

"sanitize":

false



Migracion de datos
Migre datos NFS

Tras planificar la migracion con show y.. scan Comandos, puede migrar los datos NFS.

Copiar
La copy El comando analiza y copia toda la estructura del directorio de origen en una exportacion NFSv3 de
destino. La copy comando requiere tener rutas de origen y destino como variables. Los archivos escaneados
y copiados, el rendimiento/velocidad y los detalles de tiempo transcurrido se muestran al final de la operacién
de copia.

Ejemplo:
xXcp copy <source nfs export path> <destination nfs export path>

Ejemplo de ruta POSIX:

xcp copy -newid <id> file:///mnt/source file:///mnt/dest

Ejecuciéon xcp help copy para obtener mas detalles.

Reanudar

La resume el comando reinicia una operacion de copia interrumpida previamente especificando el nombre o
numero del indice del catalogo. EI nombre o numero de indice del catalogo de la operacion de copia anterior
se almacena en la <catalog path>:/catalog/indexes directorio.

Ejemplo:
xcp resume -id <catalog name>

Ejecuciéon xcp help resume para obtener mas detalles.

Sincr

La sync El comando busca los cambios y modificaciones realizados en un directorio NFS de origen mediante
un nombre de codigo de indice de catalogo o el nimero de una operacion de copia anterior. Los cambios
incrementales de origen se copian y aplican al directorio de destino. Los numeros de indice de catalogo

antiguos se sustituyen por uno nuevo después de la operacidn de sincronizacion.

Ejemplo:
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xcp sync -id <catalog name>

Ejecuciéon xcp help sync para obtener mas detalles.
Verificacion

La verify el comando usa una comparacién completa de datos byte por byte entre los directorios de origen y
destino después de la operacion de copia sin usar un numero de indice de catalogo. El comando comprueba
las horas de modificacion y otros atributos de archivo o directorio, incluidos los permisos. EI comando también
lee los archivos en ambos lados y compara los datos.

Ejemplo:

xcp verify <source ip address>:/source vol
<destination ip address>:/dest vol

Ejemplo de ruta POSIX:

xcp verify file:///mnt/source file:///mnt/dest

Ejecuciéon xcp help verify para obtener mas detalles.

ISync

La isync el comando compara el origen y el destino y sincroniza las diferencias en el destino sin utilizar el
indice de catalogo.

ejemplo
xcp isync <source ip address>:/src <destination ip address>:/dest

Puede utilizar isync con la estimate opcion para estimar el tiempo que tarda en isync comando para
sincronizar los cambios incrementales. La -id el parametro especifica el nombre del catalogo de una
operacion de copia anterior.

(D Si cambia mas del 25% del tamafio del conjunto de datos utilizado, el isync estimate es
posible que el comando no muestre los resultados esperados.

ejemplo
XCcp isync estimate -id <name>

Ejecucion xcp help isync para obtener mas detalles.
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Migre datos de SMB

Tras planificar la migracion con show y.. scan Comandos, puede migrar datos SMB.

Copiar
La copy El comando analiza y copia toda la estructura del directorio de origen en un recurso compartido SMB
de destino. La copy comando requiere tener rutas de origen y destino como variables. Los archivos

escaneados y copiados, el rendimiento/velocidad y los detalles de tiempo transcurrido se imprimen en la
consola una vez cada cinco segundos.

@ Durante la operacion de copia, puede utilizar el -preserve-atime marcar con la copy
comando para conservar la hora de acceso en el origen.

Ejemplo:

C:\xcp>xcp copy \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Ejecuciéon xcp help copy para obtener mas detalles.

Sincr
La sync el comando busca cambios y modificaciones en los recursos compartidos de origen y destino en
paralelo y aplica las acciones apropiadas (quitar, modificar, cambiar nombre, etc.) al destino para asegurarse

de que el destino es idéntico al origen.

El comando SYNC compara el contenido de datos, las marcas de tiempo, los atributos del archivo, la
propiedad y la informacién de seguridad.

@ Durante la operacion de sincronizacion, puede utilizar la -preserve—-atime marcar con la
sync comando para conservar la hora de acceso en el origen.

Ejemplo:

C:\xcp>xcp sync \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Ejecucion xcp help sync para obtener mas detalles.
Verificacion

La verify el comando lee tanto los recursos compartidos de origen como los de destino y los compara,
proporcionando informacion acerca de lo que es diferente. Puede utilizar el comando en cualquier origen y
destino, independientemente de la herramienta utilizada para realizar la copia o la sincronizacion.
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(D Durante la operacion de verificacion, puede utilizar la -preserve-atime marcar con la
verify comando para conservar la hora de acceso en el origen.

Ejemplo:

C:\xcp>xcp verify \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Ejecuciéon xcp help verify para obtener mas detalles.

Migracion de flujos de datos alternativos NTFS para SMB

Migracién de flujos de datos alternativos NTFS para SMB

A partir de XCP 1,9.3, XCP SMB admite la migracién de flujos de datos alternativos
NTFS mediante el —ads Opcion con los comandos SMB de XCP.
Casos de uso admitidos

Puede utilizar XCP SMB copy y.. sync Comandos para migrar datos que incluyen flujos de datos alternativos
y el XCP SMB scan Comando para analizar el recurso compartido de SMB en busca de flujos de datos
alternativos.

Comandos SMB XCP admitidos
Los siguientes comandos SMB de XCP admiten el —ads opcion:

®* scan

* copy
* verify

® sync
Ejemplos de comandos
Los siguientes comandos de ejemplo muestran cémo utilizar el -ads opcion:

* xcp scan -ads \\<SMB share>
* xcp copy -ads \\<source SMB share> \\<destination SB share>
* xcp sync -ads \\<source SMB share> \\<destination SB share>

* xcp verify -ads \\<source SMB share> \\<destination SB share>

Migrar datos de HDFS

Tras planificar la migracion con scan Puede migrar los datos HDFS.
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Copiar

La copy El comando analiza y copia todos los datos de origen del sistema de archivos distribuidos de Hadoop
(HDFS) en un bloque NFS o Simple Storage Service (S3). La copy comando requiere tener rutas de origen y
destino como variables. Al final de la operacidn de copia, se muestran los detalles de los archivos escaneados
y copiados, el rendimiento, la velocidad y el tiempo transcurrido.

Ejemplo de ruta NFS:

xcp copy -newid <id> hdfs:///demo/user dst server:/dst export

Ejemplo de ruta POSIX:

xcp copy -newid <id> hdfs:///demo/user file:///mnt/dest

Ejemplo de ruta S3:

xcp copy -newid <id> hdfs:///demo/user s3://my-bucket
xCcp copy —-newid <id> -s3.profile <s3 profile name> -s3.endpoint <endpoint-
url> hdfs:///demo/user s3://my-bucket

Ejecucion xcp help copy para obtener mas detalles.

Reanudar

La resume el comando reinicia una operacion de copia interrumpida previamente especificando el nombre o
numero del indice del catalogo. El nombre del indice de catalogo o el numero de la operacion de copia
anterior se almacena en la <catalog path>:/catalog/indexes directorio.

Ejemplo:
xcp resume [options] -id <id used for copy>
xcp resume [options] -s3.profile <s3 profile name> -s3.endpoint <endpoint-

url> -id <id used for copy>

De forma predeterminada, el XCP resume El comando utiliza el punto final S3 y el perfil S3 del
indice de copia que se utilizé durante el copy comando. Sin embargo, si es nuevo

@ -s3.endpointy.. -s3.profile los valores se proporcionan con el resume comando, se
utilizan los nuevos valores para las opciones y los valores utilizados con la copia command se
han anulado.

Ejecuciéon xcp help resume para obtener mas detalles.
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Verificacién

La verify el comando usa una comparacion completa de datos byte por byte entre los directorios de origen y
destino después de la operacion de copia sin usar un numero de indice de catalogo. El comando lee los
archivos en ambos lados y compara los datos.

Ejemplo:

xcp verify hdfs:///demo/user dst server:/dst export
Ejemplo de ruta POSIX:

xcp verify hdfs:///user/demol/data file:///user/demol/dest
Ejemplo de ruta S3:

xcp verify hdfs:///user/demol/data s3://my-bucket
xcp verify -s3.profile <s3 profile name> -s3.endpoint <endpoint-url>
hdfs:///demo/user s3://my-bucket

Ejecucion xcp help verify para obtener mas detalles.

Ejecute varios trabajos XCP en el mismo host XCP

A partir de XCP 1,9.2, puede ejecutar varios trabajos o comandos XCP en un unico host
XCP, siempre que el host tenga recursos suficientes para cada trabajo. Cuando ejecuta
un comando que admite varios trabajos, XCP utiliza una memoria de host minima para
completar el trabajo, lo que crea la capacidad de ejecutar trabajos adicionales en la
misma configuracion de host.

Requisitos minimos del sistema

Para cada trabajo XCP, debe permitir hasta 64GB GB de memoria del host y ocho nucleos para migraciones
medianas a grandes.

@ La ejecucion de varios trabajos de XCP en el mismo host no es compatible con la migracion de
datos de SMB.

Registro

De forma predeterminada, cada trabajo XCP se registra en un archivo de registro independiente que es Unico
para el ID de trabajo. Este mecanismo de registro funciona bien cuando se ejecutan varios trabajos en el
mismo host individual. NetApp no recomienda cambiar el xcpLogConfig. Json archivo para utilizar un unico
xcp . log Archivo para registrar varios trabajos XCP que se ejecutan en paralelo en el mismo host.
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Comandos admitidos

La ejecucion de varios trabajos XCP en el mismo host se admite con los siguientes comandos XCP:

® scan

¢ copy

* resume
* verify
* isync
* chmod
* chown

* delete

Comandos no admitidos

La ejecucion de varios trabajos XCP en el mismo host no es compatible con el sync comando.

Funciones NFS adicionales

XCP incluye algunas caracteristicas NFS adicionales.

Chown y chmod

Puede utilizar el XCP chown y.. chmod Comandos para cambiar de forma recursiva todos los archivos y
directorios de un recurso compartido NFS o una ruta POSIX dado. Esto aumenta el rendimiento de millones
de archivos.

Antes de cambiar la propiedad de los archivos, debe configurar el nuevo propietario. De lo
contrario, el comando no funcionara. El XCP chown y.. chmod Los comandos funcionan de
manera similar a Linux chown y.. chmod comandos.

Chmod

La chmod el comando analiza y cambia el permiso de archivo de todos los archivos de la estructura de
directorios elegida. La chmod Comando requiere un modo o una referencia y un recurso compartido de NFS o
una ruta POSIX como variables. XCP chmod cambia recursivamente los permisos de una ruta de acceso
determinada. Puede utilizar el chmod comando para mostrar el total de archivos analizados y los permisos
que se han cambiado en el resultado.

Ejemplo:
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xcp chmod -mode 777 NFS [server:/export path | file://<NFS mounted path>]
xcp chmod -mode 707 nfs serverOl.netapp.com:/exportl

xcp chmod -reference nfs server(Ol.netapp.com:/export/dirl/file.txt

nfs serverO2.netapp.com: exportl

xcp chmod -match “fnm(‘file.txt’)” -mode 111 file:///mnt/nfs mount point/
xcp chmod -exclude “fnm(‘file.txt’)” -mode 111 file:///demo/userl/

Ejecute el xcp help chmod comando para obtener mas informacion.

Chown

Puede utilizar el XCP chown Comando para cambiar de forma recursiva todos los archivos y directorios de un
recurso compartido NFS o una ruta POSIX determinada. Esto aumenta el rendimiento de millones de archivos.

La chown el comando analiza y cambia la propiedad de todos los archivos de la estructura de directorios
elegida. La chown Comando requiere un recurso compartido de NFS o una ruta POSIX como variables. XCP
chown cambia recursivamente la propiedad de una ruta determinada.

ejemplo

xcp chown -user userl NFS [server:/export path | file://<NFS mounted path>
xcp chown -user userl nfs serverOl.netapp.com:/exportl

xcp chown -user userl -group groupl nfs serverOl.netapp.com:/exportl/dirl/
xcp chown -reference nfs serverOl.netapp.com:/export/dirl/file.txt

nfs server(02.netapp.com:/exportl

”

xcp chown -match “fnm(‘file.txt’) -user userl

file:///mnt/nfs mount point/

”

xcp chown -exclude “fnm(‘file.txt’)” -user userl -group groupl
xcp chown -user-from userl -user user2 file:///mnt/nfs mount point/
xcp chown -group-from groupl -group group2

nfs server(Ol.netapp.com:/exportl/

Ejecute el xcp help chown comando para obtener mas informacion.

XCP Estimacion

La funcion de estimacion XCP calcula el tiempo necesario para completar una linea base copy operacion
desde el origen al destino. Calcula el tiempo estimado para completar una linea base copy Operacion
mediante el uso de todos los recursos del sistema disponibles actualmente, como CPU, RAM, red u otros
parametros. Cuando utilice la -target XCP ejecuta una operacion de copia de muestra para encontrar el
tiempo de estimacion.

ejemplo
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server : NFS server IP
export : NFS exported path for the above IP

xcp static estimation
xcp estimate -id <scan id>

xcp live estimation with default time
xcp estimate -id <scan id> -target server:/export

xcp live estimation with -t option

xcp estimate -id <scan i1d> -t <time for which estimation should run>

-target server:/export

indexdelete

Puede utilizar el indexdelete comando para suprimir indices de catalogo.

ejemplo

xcp indexdelete

Ejecucion xcp help indexdelete para obtener mas detalles.
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Solucionar problemas

Solucionar errores de XCP NFS

Revise las soluciones para solucionar problemas.

Problemas y soluciones del XCP

Problema XCP

xcp: ERROR: Comparar lotes: Archivo de indice
incompatible. Utilice unicamente el archivo de indice
generado con la version actual de XCP. Como
alternativa, puede descargar un binario XCP anterior
desde xcp.netapp.com.

xcp: ERROR: debe ejecutarse como root

xcp: ERROR: Archivo de licencia
/opt/NetApp/xFiles/xcp/license No
encontrado.

xcp: ERROR: Esta licencia ha caducado
xcp: ERROR: Licencia ilegible

xcp: ERROR: XCP no activado, ejecute primero
"Activar"

Esta copia no tiene licencia

xcp: ERROR: Error al activar la licencia: Servidor
inalcanzable

xcp: ERROR: Error al activar la licencia: Servidor
Xxcp.netapp.com inalcanzable

xcp: HINT: Configure DNS en este host o vuelva a
la pagina de licencia para solicitar un error esperado
de licencia privada: Error al activar la licencia: Server
xcp.netapp.com inalcanzable
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Solucion

Esta intentando realizar operaciones en un indice que
se genero utilizando una version de XCP anterior a
XCP 1.9. No se admite esta operacion. Se
recomienda completar cualquier migracion en curso y
luego cambiar a esta version de XCP. Como
alternativa, puede volver a ejecutar el scan, copy 0.
verify Comandos para generar un nuevo indice con
XCP 1.9.

Ejecute los comandos XCP como usuario root

Descargue la licencia de "Sitio XCP", copielo a.
/opt/NetApp/xFiles/xcp/, Y activelo ejecutando
el xcp activate comando.

Renueve o obtenga la nueva licencia XCP del "Sitio
XCP".

Es posible que el archivo de licencia esté dafiado.
Obtenga la nueva licencia XCP del "Sitio XCP".

Ejecute el xcp activate comando

Obtenga el archivo de licencia XCP apropiado. Copie
la licencia XCP en /opt/NetApp/xFiles/xcp/
directorio en el servidor XCP. Ejecute el xcp
activate para activar la licencia.

Esta intentando activar la licencia en linea y el
sistema host no esta conectado a Internet. Asegurese
de que el sistema esta conectado a Internet.

Asegurese de que xcp.netapp.com sea accesible
desde el host o solicite la licencia sin conexion


https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/

Problema XCP

xcp: ERROR: No se puede montar el catalogo: No se
puede montar
nfs_server:/export[:subdirectory]

nfs3 error 2:no existe ningun archivo o directorio

xcp: ERROR: Indice vacio o no valido

xcp: ERROR: comparar lotes: el proceso hijo ha
fallado (exit code -9): recv <type
'exceptions.EOFError'>

xcp: ERROR: Para que xcp procese ACL, monte por
favor <path> Mediante el cliente nfs4 del sistema
operativo

El XCP verify error del comando durante una
migracion. El ESTADO muestra COMO ERROR.
(Activo)

El XCP verify el comando falla después de una
transposicion. (Activo)

El XCP sync error del comando (esto se aplica a
todos los fallos de sincronizacion durante las
migraciones). (Activo)

El XCP copy, resume, y. sync los comandos fallan
debido a la falta de memoria. XCP se bloquea y el
estado de XCP aparece COMO FALLIDO. (Activo)

Solucién

Abra el editor en el host del cliente XCP Linux 'y
actualice el archivo de configuracion con la ubicacion
de catalogo correcta. El archivo de configuracion XCP
se encuentra en
/opt/NetApp/xFiles/xcp/xcp.ini. Ejemplo de
entradas del archivo de configuracion:
[root@scspr1949387001 ~]# cat
/opt/NetApp/xFiles/xcp/xcp.ini

[xcp]

catalog = 10.235.128.153:/catalog

La operacion no encontro los archivos de origen en la
exportacion NFS de destino. Ejecute el xcp sync
comando para copiar las actualizaciones
incrementales de origen a destino

Se interrumpid la operacion de copia anterior antes de
crear el archivo de indice. Vuelva a ejecutar el mismo
comando con el nuevo indice y, cuando se ejecute el
comando, compruebe que la palabra clave “indexed”
se muestra en las estadisticas.

Siga las instrucciones del siguiente articulo de la base
de conocimientos: "No se puede asignar memoria al
sincronizar datos NFS"

Montar el origen y el destino en el host XCP mediante
NFSv4, por ejemplo, mount -o vers=4.0
10.10.10.10:/source vol /mnt/source

El XCP verify el comando se ejecutd cuando el
origen estaba activo. Ejecute el XCP verify
comando tras la transicion final.

Es posible que la operacién de sincronizacion de
transposicion XCP no haya copiado todos los datos.
Vuelva a ejecutar el XCP sync comando seguido de
verify comando tras la transicion final. Si el
problema persiste, pongase en contacto con el
soporte técnico.

XCP no puede leer los datos, esto podria deberse a
un problema de XCP. Compruebe el mensaje de
ESTADO de XCP una vez que haya finalizado el
funcionamiento del comando. Vuelva a ejecutar el
sync comando. Si la operacién de sincronizacion
vuelve a fallar, pongase en contacto con el soporte
técnico de.

Hay poca memoria disponible en el host o se ha
producido un gran cambio incremental. Siga las
instrucciones del siguiente articulo de la base de
conocimientos: "No se puede asignar memoria al
sincronizar datos NFS"
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Problema XCP

mnt3 error 13: permission denied

xcp: batch 1: ERROR:
Permission denied:

[Errno 13]

mxcp: ERROR: OSMounter 'file:///t/
10.234.115.215 src vol/DIR': [Errno 2]
No such file or directory

ERROR: run sync {-id:

'xcp_index 1624263869.3734858'}: sync
not yet available for hdfs/ posix/s3fs
sources and targets -workaround is copy
with a match filter for recent mods

La xcp verify el comando falla con una hora de
modo diferente

Non dir object copy/sync can not be
resumed; try copy again.

For more details please refer XCP user
guide.

Non dir object can not be synced; try
copy again.

For more details please refer XCP user
guide.

xcp: ERROR: batch 4: Could not connect

to node:

[Error 13] permission denied

xcp: ERROR: batch 2:
failed (exit code -6):
'exceptions.EOFError'>:

child process
recv <type

xcp:ERROR: invalid path
'"IP:/users009/userl/2022-07-
01 04:36:52 1489367
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Solucién

Como usuario que no es raiz, no tiene los permisos
correctos para acceder al sistema de archivos.
Compruebe si puede acceder al sistema de archivos y
realizar operaciones de lectura y escritura.

Como usuario que no es raiz, no tiene los permisos
correctos para acceder al sistema de archivos.
Compruebe si puede acceder al sistema de archivos y
realizar operaciones de lectura y escritura.

Laruta /£t/10.234.115.215 src vol/ DIRNo
esta montado en el sistema de archivos Linux.
Compruebe si la ruta existe.

La sync El comando no se admite en XCP para los
conectores POSIX y HDFS.

Puede identificar el archivo y copiarlo manualmente
en el destino.

Como no puede reanudar un solo archivo, se
recomienda ejecutar el xcp copy de nuevo el
comando para el archivo. Cualquier cambio en el
archivo lleva a una copia completa del archivo. Como
resultado, el rendimiento no se ve afectado.

Dado que no puede sincronizar un solo archivo, se
recomienda ejecutar el xcp copy de nuevo el
comando para el archivo. Cualquier cambio en el
archivo lleva a una copia completa del archivo. Como
resultado, el rendimiento no se ve afectado.

Compruebe que el nodo proporcionado en el —nodes
se puede acceder al parametro. Intente conectarse
utilizando Secure Shell (SSH) desde el nodo maestro

Compruebe si tiene permiso para escribir en el
volumen de destino.

Aumente la memoria del sistema y vuelva a ejecutar
la prueba.

Si hay uno o mas puntos en el nombre de ruta de
acceso compartido del servidor NFS, utilice dos
puntos (:) en lugar de un solo punto (:) para separar la
IP del servidor NFS y la ruta de acceso compartida
del servidor NFS.



Problema XCP Solucién

El volumen SnapLock no conserva los archivos XCP copia correctamente los ARCHIVOS WORM al

WORM después de un xcp copy funcionamiento.

archivos.

volumen, pero el volumen SnapLock no conserva los

1. Ejecute el xcp copy operacion desde el volumen

de origen al de destino:
XCp COpy Src_server:/src_export
dst_server:/dst export

2. Utilice la xcp chmod comando para cambiar los
permisos de archivo en el volumen de destino a
readonly:
xcp chmod -mode a-w
dst server:/dst export

Una vez finalizados los pasos anteriores, el volumen
SnaplLock comienza a conservar los archivos
copiados.

El tiempo de retencién de un volumen
SnaplLock se rige por la politica de
retencion predeterminada del volumen.

@ Compruebe la configuracion de
retencion de volumenes antes de
iniciar la migracién: "Establezca el
tiempo de retencion”

Volcado de registro

Si tiene algun problema con un comando o un trabajo XCP, el 1ogdump el comando permite volcar los
archivos de registro relacionados con el problema en un . zip Archivo que se puede enviar a NetApp para su
depuracion. La 1ogdump ElI comando filtra los registros segun el ID de migracion o el ID de trabajo y vuelca
esos registros en un . zip en el directorio actual. La . zip El archivo tiene el mismo nombre que la migracién
o el ID de trabajo que se utiliza con el comando.

ejemplo

xcp logdump -j <job id>

xcp logdump -m <migration id>

®

Después de la migracion, si utiliza XCP_CONFIG_DIR 0. XCP_LOG_DIR variables de entorno
para anular la ubicacion predeterminada de la configuracion o la ubicacion del registro, el
logdump Se produce un error en el comando cuando se usa con un ID de tarea o migracion
anterior. Para evitarlo, utilice la misma ruta de registro hasta que finalice la migracion.
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Solucionar errores de SMB de XCP

Revise las soluciones para solucionar problemas.

Problema

Los comandos XCP no muestran los resultados
esperados si se utiliza una ruta de union en el origen
o el destino.

Se puede producir un error de rastreo si el origen, el
destino 0 ambos son una union sin directorios y se
utiliza una licencia en linea en la migracion. Si esto
ocurre, el estado del comando XCP es PASSED pero
el siguiente error se devuelve al final de la salida de
la consola:

Error in atexit. run exitfuncs:
(most recent call last):
line 214,

Traceback
File "xcp\stats.py",
in call home
File "xcp\histograms.py", line
387,

ZeroDivisionError:

in calculate averages
division by

zero

xcp: ERROR: Esta licencia ha caducado

Esta copia no tiene licencia

xcp: ERROR: XCP no activado, ejecute primero
"Activar"

xcp: ERROR: No se ha encontrado el archivo de
licencia C:\NetApp\XCP\license

Error de exploracion xcp: No se encuentra el nombre
de red
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Solucién

Utilice una ruta de acceso compartido de SMB en
lugar de una ruta de unién cuando ejecute comandos
XCP.

Utilice una licencia fuera de linea en lugar de una
licencia en linea.

Renueve o obtenga la nueva licencia XCP del "Sitio
XCP".

Obtenga el archivo de licencia XCP apropiado. Copie
la licencia XCP en c:\netapp\xcp En el host XCP.
Ejecute el xcp activate para activar la licencia

Descargue la licencia XCP de "Sitio XCP". Copie el
archivo en el host del cliente XCP Linux en
c:\netapp\xcp En el host XCP. Ejecute el xcp
activate para activar la licencia.

Registrese para obtener la licencia XCP en "Sitio
XCP". Descargue y copie el archivo de licencia en
C:\NetApp\XCP\ En el host del cliente Windows
XCP.

Vuelva a ejecutar el comando con el nombre
compartido correcto


https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/

Problema

Error de copia xcp: Error al obtener el mensaje de
error principal de seguridad de respaldo registrado en
el archivo xcp.log:
pywintypes.error:
'LookupAccountName',
unavailable.")

(1722,
'The RPC server 1is

xcp copy: ERROR Error al obtener el principal de
seguridad de respaldo (postagregar la entrada del
cuadro de destino en los archivos de hosts) error
messed aged loged in xcp.log file:

'No mapping between account names and
security IDs was done'

xcp copy: ERROR Error al obtener el principal de
seguridad de respaldo (postagregar la entrada del
cuadro de destino en los archivos de hosts) error
messed aged loged in xcp.log file:

(87,

'The parameter is

pywintypes.error:
'LookupAccountName',
incorrect.")

xcp copy Con migracion ACL

Mensaje de error registrado en el archivo xcp.log:
pywintypes.error: (1314,
'GetNamedSecurityInfo',
privilege is not held by the client.')

'A required

Solucién

Agregue el cuadro de destino en el archivo hosts
(C:\Windows\System32\drivers\etc\hosts).
La entrada del recuadro de destino del
almacenamiento de NetApp debe tener el formato
siguiente:

<data vserver data interface ip> 10 mas
espacios en blanco <cifs server name>

El usuario/grupo de respaldo no existe en el sistema
de destino (cuadro de destino) ni en el directorio
activo. Vuelva a ejecutar el comando con las opciones
de usuario/grupo de recuperacion correctas

Parametro incorrecto para la opcion de grupo/usuario
de respaldo. Vuelva a ejecutar el comando con la
sintaxis correcta para las opciones de usuario/grupo
de reserva

Un problema relacionado con los descriptores de
seguridad porque la cuenta de usuario de migraciéon
solo tiene los privilegios necesarios para que XCP
recupere el propietario, el grupo y la DACL. No puede
recuperar SACL.

Agregue su cuenta de usuario de migracion a la
politica “Administrar auditoria y registro de seguridad”
en su Active Directory.

Referencia: "Administrar registro de auditoria y
seguridad"

Solucionar errores de analisis de archivos XCP

Revise las soluciones para solucionar problemas.
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Problema Solucién

Error en el servicio PostgreSQL Ejecute configure de nuevo y seleccione la opcion de instalacion.
Si la instalacion anterior se realizé correctamente, puede
seleccionar la opcién de reparacion. Si sigue recibiendo el error,
pruebe los pasos del manual de la siguiente manera:

1. Reinicie el servicio PostgreSQL:
sudo systemctl restart postgresqgl.service
2. Compruebe el estado del servicio:

“sudo systemctl status postgresql.service

grep Active’ Error DEL servicio HTTPD

Ejecute configure de nuevo y seleccione la grep Active’
opcion de instalacién. Si la instalacion

anterior se realiz6 correctamente, puede

seleccionar la opcion de reparacion. Si

sigue recibiendo el error, pruebe los pasos

del manual de la siguiente manera:

1. Reinicie LOS servicios HTTPD:
sudo systemctl restart httpd
2. Verificar el estado del servicio HTTPD:
‘sudo systemctl status httpd
No se puede abrir la pagina de inicio de Compruebe que el sistema puede hacer ping al equipo Linux
sesion después de una instalacion donde esta instalado XCP File Analytics y QUE HTTPD se esta
correcta ejecutando. Si los servicios no se estan ejecutando, ejecute

configure y elija la opcion de reparacion. Compruebe que esta
utilizando una version de navegador compatible. Consulte "IMT".
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Problema

Error de inicio de sesion de usuario

La GUI de XCP no muestra paginas
actualizadas

El servicio XCP no se esta iniciando

Error al analizar el recurso compartido de
archivos

Solucién

» Compruebe que esta utilizando una version de navegador
compatible. Consulte "IMT".

» Compruebe que el usuario es “admin” y que la contrasefia es
correcta.

» Compruebe que el servicio XCP se esta ejecutando
emitiendo xcp service status.

» Compruebe que el puerto 5030 esté abierto en Linux. Abra la
aplicacion en https:// <linux ip> :5030/api/xcp, y confirme
que el messagereads msg: Missing Authorization
Header.

* Compruebe sila xcp.ini el archivo esta presente en la
/opt/NetApp/xFiles/xcp/ ubicacion. Para restablecer
la xcp.ini Ejecute la secuencia de comandos de
configuracion y seleccione la opcion reparar. A continuacion,
seleccione la opcion de menu para reconstruir archivo
Xcp.ini.

* Ejecute manualmente la xcp --1isten En la interfaz de
linea de comandos y intente iniciar sesion. Si no recibe una
solicitud en el servidor, vuelva a comprobar la instalaciéon y
los puertos utilizados para la comunicacién con el servidor.
Después de verificar que la instalacion es correcta, ejecute el
service xcp start para reiniciar el servicio.

Borre la caché y vuelva a intentarlo

Para ejecutar la xcp utilice sudo systemctl start xcp
comando. Como alternativa, ejecute la secuencia de comandos
de configuracion y seleccione la opcion reparar para iniciar los
servicios que se detengan.

Es posible que el volumen compartido de archivos no sea
legible. Compruebe manualmente si el recurso compartido de
archivos es accesible o legible ejecutando el xcp show
comando. Ademas, compruebe si el xcp.ini el archivo se ha
eliminado. Si se elimina, vuelva a generar el xcp. ini archivo
mediante la opcion de reparacion de secuencia de comandos
configure.sh.
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Problema

No se pudieron cargar los servidores de
archivos

La pagina de analisis de archivos XCP no
se muestra después de reiniciar el sistema

El espacio total de un sistema de archivos
exportado en un servidor de archivos
determinado puede mostrar mas espacio
en comparacion con el almacenamiento
fisico asignado.
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Solucién

Intente actualizar una pagina. Si el problema persiste, ejecute
manualmente el xcp show en el simbolo del sistema y
compruebe si puede analizar el servidor de archivos. Si tiene
éxito, levante una incidencia con el soporte al cliente de NetApp.
Si no se realiza correctamente, compruebe si el servidor de
archivos esta activo realizando una comprobacion manual.
Compruebe si la xcp. ini los archivos de archivo y licencia se
encuentran en la ubicacién correcta. Para restablecer la
xcp.1ini Ejecute la secuencia de comandos de configuracion y
seleccione la opcidn reparar. A continuacion, seleccione la
opcion de menu para reconstruir archivo xcp.ini. Compruebe
el xcpfalogs registra para ver si la licencia necesita renovarse.

Los servicios XCP podrian estar inactivos. Ejecute la secuencia
de comandos de configuracion y seleccione la opcion reparar.
Esto reiniciara todos los servicios que estén detenidos.

Esto puede suceder cuando hay exportaciones a nivel de qtree
dentro del volumen. Por ejemplo, si el tamafio del volumen que
se exporta como /voll Tiene 10 GB y hay un gtree dentro del
volumen /voll/gtreel, a continuacion, la xcp show el
comando mostrara la vol1 tamafio como 10 GB Yy la gtreel
tamafio como 10 GB. XCP File Analytics suma el espacio de
ambas exportaciones y proporciona el espacio total, en este
caso, 20 GB. No lo entiende gtreel es un espacio logico.



Problema

No se puede acceder al sitio o el inicio de
sesion del usuario fallé después de una
instalacién correcta.

Solucion

1. Compruebe si los servicios XCP se estan ejecutando:
service xcp status

2. Inicie la operacion de escucha de XCP y confirme que no

hay errores:

xcp —listen

3. Si ve el siguiente error, instale los paquetes CodeReady

usando yum, como yum install codeready-builder-

for-rhel-8-x86 64-rpms:

Error

Traceback (most recent call last):
File "xcp.py", line 1146, in <module>
File "xcp.py", line 1074, in main

File "<frozen importlib. bootstrap>",
line 991,

File "<frozen importlib. bootstrap>",
line 975,

File "<frozen importlib. bootstrap>",
line 671,

File
"PyInstaller/loader/pyimod03 importers.py"
, line 495,

File "rest/routes.py",
<module>

in find and load
in find and load unlocked

in load unlocked

in exec module

line 61, in

File "<frozen importlib. bootstrap>",
line 991,
File "<frozen importlib. bootstrap>",
line 975,
File "<frozen importlib. bootstrap>",
line 671,
File
"PyInstaller/loader/pyimod03 importers.py"
, line 495,
File "onelogin/saml2/auth.py",

in find and load
in find and load unlocked

in load unlocked

in exec module

line 14,
in <module>
xmlsec.Error: (1,
library for xmlsec.')
[23891]

to unhandled exception!

'cannot load crypto

Failed to execute script 'xcp' due
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Referencia XCP

Descripcion general de la referencia del comando XCP

La referencia del comando XCP proporciona ejemplos de los comandos disponibles para
XCP NFS y SMB. Cada comando tiene parametros adicionales que puede utilizar de
forma independiente o combinada, segun sea necesario. XCP admite la rotacion de
archivos log y el filtrado de logs segun el nivel de gravedad.

Referencia de comandos de NFS

ayuda

El NFS help command muestra una lista de comandos, parametros de comandos y una
breve descripcion de cada uno. La help Command es util para principiantes que son
nuevos en la herramienta XCP.

Sintaxis

xcp help
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Muestra el ejemplo

[root@clientl linux]# ./xcp help
USAGE:
xcp [[help] [command]| -version]
optional arguments:
help Show XCP help message and exit
-version Show XCP version number and exit
To see help text, you can run:
xcp help Display this content
xcp help info Step by step usage of all commands
xcp help <command> Individual command help
command:
activate Activate an XCP license on the current host
license Show XCP license information
show Request information from host about NFS exports
scan Read all the files from export path
copy Recursively copy everything from source to target
resume Resume copy operation from the point it was halted
sync Synchronize increment changes on source to target after copy
isync Sync changes on target without index
verify Verify that the target is the same as the source
delete Delete data on the NFS exported volume
chown Change the ownership on the NFS exported volume
chmod Change the permissions on the NFS exported volume
logdump Collect all logs related to the XCP job and dump those into
a zipped folder named <ID>.zip under the current dir
estimate Estimate the time taken for the copy command to complete

indexdelete Remove indexes from catalog

informacién de ayuda
Utilice la info con el help comando para mostrar documentacion, ejemplos y recomendaciones de ajuste.

Sintaxis

xcp help info



Muestra el ejemplo

[root@clientl linux]# ./xcp help info
COMMAND
info

USAGE
help info

DESCRIPTION
Step by step usage of the XCP command. Follow these steps after you
copy the binary and license

1. Download the XCP license and XCP binary to the Linux machine. Run
XCP activate: xcp activate

2. On a fresh system, the above command will fail when looking for a
license in

/opt/NetApp/xFiles/xcp.

Copy the XCP license to /opt/NetApp/xFiles/xcp and run the activate

command again: xcp activate

3. Check the validity of the license: xcp license

4. Configure the ini file located at /opt/NetApp/xFiles/xcp/xcp.ini
with catalog details: add catalog = catalog nfs server:/catalog path

5. List all the exports and details from the NFS server: xcp show
server

6. Pick up one of the exports and run a scan of the export: xcp scan
server:/exportl

7. Initiate baseline copy:
xcp copy -newid i1dl server:/exportl server2:/e
8. If the copy is halted for some reason, you can use the "xcp resume"

command to resume the copy operation:
xcp resume -id idl
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9. Start with incremental sync after the baseline is completed:
xcp sync -id idl

10. After copy or after every sync, you can verify to check data
integrity:
xcp verify server:/exportl server2:/export?2

SUPPORTED COMMANDS
help: Display information about commands and options

—exclude: Display examples of filters

-fmt: Display examples of filters

-match: Display examples of filters
help info: Display documentation, examples, and tuning
recommendations

show: Request information from hosts about NFS and other RPC services
-v: Show more detailed information about servers

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

scan: Read all the directories in a file tree or a saved index

-1, -g: File listing output formats

-stats, -csv, -html: Tree statistics report formats

-nonames: Do not look up user and group names for file listings or
reports

-newid <name>: Catalog name for a new index

-id <name>: Catalog name of a previous copy or scan index

-match <filter>: Only process files and directories that match the
filter

-fmt <string expression>: Formatted output

—-du: Summarize space usage of each directory, including
subdirectories

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—-duk: Summarize space usage of directory, include subdirectories, with

output in kilobytes

-acl4: Process NFSv4 access control lists (ACLs)

—acl4d.threads <n>: Per-process thread pool size (default: 100)
—-depth <n>: Limit the search depth

—-dircount <n[k]>: Request size for reading directories (default: 64k)
—edupe: Include deduplication estimate in reports (see documentation
for details)

-bs <n[k]>: Read/write block size for scans that read data with -mdb
or -edupe (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
-nolId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
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filter

-preserve-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

copy: Recursively copy everything from source to target

-newid <name>: Catalog name for a new index

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—edupe: Include deduplication estimate in reports (see documentation
for details)

-nonames: Do not look up user and group names for file listings or
reports

—-acld4: Process NFSv4 access control lists (ACLs)

—acld.threads <n>: Per-process thread pool size (default: 100)
—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-bs <n[k]>: read/write blocksize (default: 64k)

—dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)

-noId: Disable the creation of a default index (default: False)
-match <filter>: Only process files and directories that match the
filter

—exclude <filter>: Exclude the files and directories that match the
filter

—-copybatch <filename [args]>: custom batch processing module

—-chown: set destination uid and gid when copying as non-root user
(default: False)

-preserve—-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
verify: Verify that the target is the same as the source

[no options]: Full verification of target structure, names, attributes,
and data

-stats, -csv: Scan source and target trees in parallel and compare tree
statistics

-nodata: Do not check data

-noattrs: Do not check attributes (default: False)



-noown: Do not check ownership (uid and gid) (default: False)
-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-newid <name>: Catalog name for a new index

-v, -1l: Output formats to list any differences found

-acl4: Process NFSv4 access control lists (ACLs)

-—acl4.threads <n>: Per-process thread pool size (default: 100)
-nonames: Do not look up user and group names for file listings or
reports

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
—-dircount <n[k]>: Request size for reading directories (default: 64k)
-noId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync: Find all source changes and apply them to the target

-id <name>: Catalog name of a previous copy index

—-snap <name or path>: Access a Snapshot copy of the source tree
-nonames: Do not look up user and group names for file listings or
reports

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-acl4.threads <n>: Per-process thread pool size (default: 100)
-exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync dry-run: Find source changes but don't apply them to the target
-id <name>: Catalog name of a previous copy index

-snap <name or path>: Access a Snapshot copy of the source tree

-stats: Deep scan the modified directories and report on everything new
-nonames: Do not look up user and group names for file listings or
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reports

-v, -1, -gq: File listing output formats

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-target: Check that the target files match the index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

isync: Sync changes on target without index

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

—-acld4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

—exclude <filter>: Exclude the files and directories that match the
filter

-newid <name>: Catalog name for a new index

-loglevel <name>: Option to set log level; available levels are INFO,

DEBUG (default: INFO)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https
-s3.noverify: do not verify ssl certificates
-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

isync estimate: Find the estimated time to complete the next isync
command

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-acl4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and



directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

-exclude <filter>: Exclude the files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

-id <name>: Catalog name of a previous copy index

resume: Restart an interrupted copy

-id <name>: Catalog name of a previous copy index

-bs <n[k]>: read/write

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

delete: Delete everything recursively

-match <filter>: Only process files and directories that match the
filter

-force: Delete without confirmation

-removetopdir: remove directory including children

—exclude <filter>: Exclude the files and directories that match the
filter

-parallel <n>: Maximum concurrent batch processes (default: 7)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
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activate: Activate a license on the current host
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

license: Show xcp license info

license update: Retrieve the latest license from the XCP server

chown: changing ownership of a file object

exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-group <group>: linux gid to be set at source

-user <user>: linux uid to be set at source

—user—-from <userFrom>: user to be changed

—-group-from <groupFrom>: group to be changed

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

chmod: changing permissions of a file object

—exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-mode <mode>: mode to be set

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

logdump: Collect all logs related to the XCP job and dump those into a
zipped folder named <ID>.zip under current dir

-m <migration ID>: Filter logs by migration ID

-j <job ID>: Filter logs by job ID

estimate: Use a saved scan index to estimate copy time



-id <name>: Catalog name of a previous copy or scan index

-gbit <n>: Gigabits of bandwidth to estimate best-case time (default:
1)

-target <path>: Target to use for live test copy

-t <n[s|m|h]>: Duration of live test copy (default: 5m)

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
preserve-atime:

preserve atime of the file/dir (default: False)

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

indexdelete: delete catalog indexes

-match <filter>: Only process files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

OUTPUT

In the -1 output, the size, space used, and modification time are all
shown in human- readable format. Time is relative to the current time,
so it is time zone independent. For example, "14dlh" means that the
file was modified 14 days and one hour ago. Note: "current time" is the
time XCP started. The timestamp is saved in the index metadata
(catalog:/xFiles/indexes/*.json) and is used for reports against the
index.

The -stats option prints a human-readable report to the console. Other
report format options are -html or -csv. The comma-separated values
(CSV) format has exact values. CSV and HTML reports are automatically
saved in the catalog, if there is one.

The histograms for modified, accessed, and changed only count regular
files.

FILTERS

A filter expression should evaluate to True or False in Python. Filters
are used in XCP for the -match and -exclude options. See below for some
examples of the filters. Use "xcp help <command>" to check which
options are supported for commands.

Variables and file attributes currently available to use in a filter:
modified, accessed, changed: Floats representing age in hours depth,
size, used, uid, gid, type, nlinks, mode, fileid: Integers name, base,
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ext: Strings (if name is "demo.sqgl" then base is =="demo" and ext is
=="_.sgl") owner, group: Strings size units: k, m, g, t, p =K, M, G, T,
P = 1024, 1048576, 2**30, 2**40, 2**50 file types: f, d, b, ¢, 1, s, g
=F%, D, B, C, L, S, Q=1, 2, 3, 4, 5, 6, 7

Functions available to use in a filter:

rxm(pattern) : Regular expression match for each file name fnm(pattern):
Unix-style wildcard match for each file name load(path): List of lines
from a local (external) file rand(N): Match one out of every N files at
random path (pattern): Wildcard match for the full path

paths (<full file path>): Match or exclude all NFS export paths listed
in the file Note: unlike most shell wildcards, pattern "/a/*" will
match path /a/b/c

The rxm() function only runs Python re.compile (pattern) once.
Similarly, load() only reads its file once.

Filter examples:
Match files modified less than half an hour ago "type == f and modified
< 5"

Find anything with "core" in the name ("in" is a Python operator):

"'core' in name"

Same match using regular expressions: "rxm('.*core.*')"
Same match using wildcards: "fnm('*core*')"
Match files that are not regular files, directories, or links: "type

not in (£,d,1)"

Find jpg files over 500 megabytes (M is a variable): "fnm('*.Jjpg') and
size > 500*M"

Find files with "/demo/smith" in the path (x is the file; str(x) is its
full path): "'/demo/smith' in str(x)"

Exclude copying anything with "f" in its name: "fnm('*f*')"

Exclude multiple export paths specified in "/root/excludePaths.txt".
"paths ('/root/excludePaths.txt"')"

The file "excludePaths.txt" may contain multiple export paths where
each path is listed on a new line.

The export paths may contain wildcards.



For example, 10.10.1.10:/source vol/*.txt in file excludePaths.txt will
exclude all files having ".txt" extension

If there are incremental changes in previously included directories and
you want to exclude anything that has "dir40" as a substring in its
name, you can specify the new exclude filter with the sync. This
overrides the exclude filter used previously with the copy command and
applies the new exclude filter.

Note that if there are incremental changes on the source after the copy
operation and there are files with "f" in their name, then these are
copied on to the target when the sync operation is performed. If you
want to avoid copying such files or directories, you can use the
following command: xcp sync -exclude "'f' in name" -id <id>

PERFORMANCE
On Linux, please set the following in /etc/sysctl.conf and run "sysctl

_pn:

net.core.rmem default = 1342177
net.core.rmem max = 16777216
net.core.wmem default = 1342177

16777216

4096 1342177 16777216
4096 1342177 16777216
net.core.netdev _max backlog = 300000

net.core.wmem max

net.ipvé4.tcp rmem

net.ipvé4.tcp wmem
net.ipv4.tcp fin timeout = 10

Make sure that your system has multiple CPUs and at least a few
gigabytes (GBs) of free memory.

Searching, checksumming or copying hundreds of thousands or millions of
files should be many times faster with XCP than with standard tools
such cp, find, du, rsync, or OS drag-and-drop.

For the case of a single file, reading or copying with XCP is usually
faster with

a faster host CPU. When processing many files, reading or copying is
faster with more cores or CPUs.

The main performance throttle option is -parallel for the maximum
number of concurrent processes as the number of concurrent directories
being read and files being processed. For small numbers of files and/or
when there is a network quality of service (QoS) limiter, you might
also be able to increase performance by opening multiple channels. The
usage section above shows how to use multiple host target addresses.

The same syntax also opens more channels to a single target.
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For example: "hostl,hostl:/vol/src" makes each XCP process open two
channels to hostl. In some WAN environments, this can improve
performance. Within a datacenter, if there are only 1 GbE network
interface cards (NICs) on the host with XCP it usually helps to use the
multipath syntax to leverage more than one NIC.

To verify that you are running I/0 over multiple paths, use OS tools to
monitor network I/O. For example, on Linux, try "sar -n DEV 2 200".

ENVIRONMENT VARIABLES

XCP_CONFIG DIR: Override the default location /opt/NetApp/xFiles/xcp
If set, the value should be an 0S filesystem path, possibly a mounted
NFS directory. When XCP CONFIG DIR is set, a new directory with name
same as hostname is created inside the custom configuration directory

path wherein new logs will be stored

XCP_LOG DIR: Override the default, which stores the XCP log in the
configuration directory. If set, the value should be an 0S filesystem
path, possibly a mounted NFS directory.

When XCP LOG DIR is set, a new directory with name same as hostname is
created inside the custom log directory path wherein new logs will be
stored

XCP CATALOG PATH: Override the setting in xcp.ini. If set, the value
should be in the XCP path format, server:export[:subdirectory].

SECURITY

All the files and directories in the catalog are world readable except
for the index files, which have a ".index" suffix and are located in
subdirectories under the top-level catalog "indexes" directory.
Because each index file is essentially an archive of metadata of an
entire file tree, the catalog should be stored on a NetApp volume with
export permissions matching the the actual sources and targets. Note

that file data is not stored in the index, only metadata.

SUPPORT
https://www.netapp.com/us/contact-us/support.aspx

mostrar

EI NFS show Command consulta los servicios RPC y las exportaciones NFS de uno o
varios servidores de almacenamiento. El comando también enumera los servicios y
exportaciones disponibles y muestra la capacidad usada y libre de cada exportacién,
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seguida de los atributos de la raiz de cada exportacién.

Sintaxis

xcp show <ip address or host name>

@ La show El comando requiere el nombre de host o la direccion IP del sistema exportado NFSv3.
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Muestra el ejemplo
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[root@Rlocalhost linux]# ./xcp show <IP address or hostname of NFS

server>

getting pmap dump from <IP address or hostname of NFS server> port
111... getting export list from <IP address or hostname of NFS
server>...

sending 3 mounts and 12 nfs requests to <IP address or hostname of NFS

server>...

== RPC Services ==

'<IP address or hostname of NFS server>': UDP rpc services: MNT v1/2/3,
NFS v3, NLM v4, PMAP v2/3/4, STATUS vl

'<IP address or hostname of NFS server>': TCP rpc services: MNT v1/2/3,
NFS v3/4, NLM v4, PMAP v2/3/4, STATUS vl

== NFS Exports == Mounts Errors Server

3 0 <IP address or hostname of NFS server>

Space Files Space Files

Free Free Used Used Export

93.9 MiB 19,886 1.10 MiB 104 <IP address or hostname of NFS
server>:/

9.44 GiB 2.49M 65.7 MiB 276 <IP address or hostname of NFS
server>:/catalog vol

84.9 GiB 22 .4M 593 MiB 115 <IP address or hostname of NFS

server>:/source_vol

== Attributes of NFS Exports ==

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of
NFSserver>:/

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of NFS
server>:/catalog vol

drwxr-xr-x —--- root root 4KiB 4KiB 1h30m <IP address or hostname of NFS

server>:/source vol

Xcp command : xcp show <IP address or hostname of NFS server>

0 error

Speed : 3.62 KiB in (17.9 KiB/s), 6.28 KiB out (31.1 KiB/s) Total
Time : Os.

STATUS : PASSED



mostrar -v

Utilice la —v con el show Comando para obtener detalles sobre los servidores NFS mediante la direccion IP o
el nombre de host.

Sintaxis

xcp show -v

licencia
ElI NFS 1icense Comando Muestra la informacion de licencia de XCP.

Antes de ejecutar este comando, verifique que el archivo de licencia se haya descargado y copiado en el
/opt/NetApp/xFiles/xcp/ En el host del cliente XCP Linux.

Sintaxis

xcp license

Muestra el ejemplo

[root@localhost /]# ./xcp license

Licensed to "XXX, NetApp Inc, XXX@netapp.com" until Sun Mar 31 00:00:00
2029 License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

actualizacion de la licencia

Utilice la update con el 1icense Comando para recuperar la licencia mas reciente del servidor XCP.

Sintaxis

xcp license update
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Muestra el ejemplo

[root@localhost /1# ./xcp license update

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Sun Mar 31 00:00:00 yyyy

activar

El NFS activate Comando activa la licencia XCP.

(D Antes de ejecutar este comando, verifique que el archivo de licencia se haya descargado y
copiado en el opt/NetApp/xFiles/xcp/ En el host del cliente XCP Linux.

Sintaxis

XCcp activate

Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp activate

XCP activated

escanee

ElI NFS de XCP scan Command explora recursivamente todas las rutas de acceso
exportadas de origen NFSv3 y devuelve estadisticas de estructura de archivos.

NetApp recomienda colocar los montajes de exportaciéon NFS de origen en modo de solo lectura durante la
operacion de exploracion.

Sintaxis

xcp scan <source nfs export path>
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Muestra el ejemplo

[root@localhost linux]# ./xcp scan <IP address of NFS server>:/

source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan <IP address of NFS server>:/source vol

En la siguiente tabla, se muestra el scan parametros y su descripcion.

Parametro

explorar -I.

explorar -q

escanee -stats

escanear -Csv

escanear -html

escanear -nombres distintos

explorar -newid

Descripcion

Muestra los archivos en el formato de salida de lista
larga.

Muestra el numero de archivos escaneados.

Muestra los archivos en el formato de informe de
estadisticas de arbol.

Muestra los archivos en el formato de informe CSV de
estadisticas de arbol.

Muestra los archivos en el formato de informe HTML
de estadisticas de arbol.

Excluye nombres de usuarios y grupos de listados de
archivos e informes.

Especifica el nombre del catalogo para un nuevo
indice.

89



Parametro

scan -id

buscar -coincidir

scan -fmt

explorar -du

scan -md5

<<nfs_scan_depth,profundidad de exploracion;

<<nfs_scan_dircount,scan -dircount [K]>

explorar -educ

<<nfs_scan_bs,explorar -bs [k]>

explorar -paralelo

Escanear -noid

escanee -subdir-nombres

explorar -preserve-atime

explorar -s3.insecure

<<nfs_scan_endpoint,explorar -s3.punto final

explorar -s3.profile

explorar -s3.noverify

explorar -l.

Descripcion

Especifica el nombre del catalogo de una copia
anterior o un indice de exploracion.

Sdlo procesa archivos y directorios que coincidan con
el filtro.

Sdlo procesa archivos y directorios que coincidan con
el formato.

Resume el uso de espacio de cada directorio,
incluidos los subdirectorios.

Genera sumas de comprobacioén en los archivos y
guarda las sumas de comprobacion al indexar (valor
por defecto: False).

Limita la profundidad de busqueda.
Especifica el tamafo de solicitud al leer directorios.
Incluye la estimacion de deduplicacion en informes.

Especifica el tamafio del bloque de lectura/escritura
para las exploraciones que leen datos utilizando -md5
0. —edupe (valor predeterminado: 64k).

Especifica el Num. Maximo de procesos por lotes
simultaneos (valor por defecto: 7).

Desactiva la creacion de un indice por defecto (valor
por defecto: False).

Recupera los nombres de los subdirectorios de nivel
superior de un directorio.

Restaura todos los archivos a la fecha de ultimo
acceso en el origen.

Proporciona la opcién de utilizar HTTP en lugar de
HTTPS para la comunicacion del bloque S3.

Reemplaza la URL de punto final predeterminada de
Amazon Web Services (AWS) con la URL
especificada para la comunicacion del bloque S3.

Especifica un perfil del archivo de credenciales de
AWS para la comunicacion del bloque S3.

Anula la verificacion predeterminada de la
certificacion SSL para la comunicacién del bloque S3.

Utilice la -1 con el scan comando para mostrar los archivos en el formato de salida de lista larga.
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Sintaxis

xcp scan -1 <ip address or hostname>:/source vol

Muestra el ejemplo

root@localhost linux]#

NFSserver>:/source vol

./xcp scan -1 <IP address or hostname of

drwxr-xr-x —--- root root 4KiB 4KiB 6s source vol

drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.1
drwxr-xr-x —--- root root 4KiB 4KiB 42s source vol/USER.2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42ssource vol/USER.1/FILE 4
rw-r--r-—- -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 5
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 5
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 4

Xcp command : xcp scan -1 <IP address

server>:/source vol

13 scanned, 0 matched,
(4.89 KiB/s),

Speed : 3.73 KiB in

Total Time : Os.
STATUS : PASSED

explorar -q

0 error

756

or hostname of NFS

out (989/s)

Utilice la —g con el scan comando para mostrar el numero de archivos escaneados.

Sintaxis

xcp scan -q <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan —-gq <IP address or hostname of
NFSserver>:/source vol

Xcp command : xXcp scan —-gq <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (3.96 KiB/s), 756 out (801/s)

Total Time : Os.

STATUS : PASSED

scan -stats, scan -csv y scan -html|

Utilice la -stats, —-csv, y. ~-html parametros con el scan comando para mostrar los archivos en el formato
de informe de estadisticas de arbol.

* -stats La opcién imprime un informe legible por el usuario en la
consola. Otras opciones de formato de informe son “-html 0.-csv El
formato de valores separados por comas (CSV) tiene valores exactos. Los informes CSV y

(D HTML se guardan automaticamente en el catalogo, si existe un catalogo.

* Los informes XCP (.csv, .html) se guardan en la ubicacion de catalogo especificada en el
xcp.1ini archivo. Los archivos se almacenan en la <catalog
path>/catalog/indexes/1/reports carpeta. Puede ver informes de ejemplo en la
"Referencia del NetApp XCP 1.9.3".

Sintaxis
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xcp scan -stats <ip address>:/source vol


https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872

Muestra el ejemplo

root@clientl linux]# ./xcp scan -stats <ip address>:/fgl

Job ID:

== Maximum Values ==

Size Used Depth File Path Namelen Dirsize

50.4 MiB 50.6 MiB 1 24 20 33
== Average Values ==

Size Depth Namelen Dirsize
15.3 MiB 0 6 33

== Top Space Users ==

root

107 MiB

== Top File Owners ==

root

34

== Top File Extensions ==

.sh .out .py .shl other

8 2 2 1 20

16.0 KiB 3.09 MiB 448 1.48 KiB
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB
201 2 10

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB
76 KiB 12 KiB 5.16 MiB 102 MiB
== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

502 MiB

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
34

== Accessed ==

months 6-9 months 3-6 months

mins

>1 year9-12
<1 hour <15
future

33

505 MiB

== Modified ==

>1 year9-12 months 6-9 months 3-6 months
<1 hour <15 mins

future

16

17

400 MiB 105

1-10MiB 10-100MiB

Job 2023-11-23 23.23.33.930501 scan

1-10MiB 10-100MiB >100MiB

>100MiB

1-3 months 1-31 days 1-24 hrs

1-3 months 1-31 days 1-24 hrs
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MiB

== Changed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

16

17

400 MiB 105

MiB

== Path ==

0-1024 >1024

33

Total count: 34

Directories: 1

Regular files: 33

Symbolic links: None

Special files: None

Hard links: None

Multilink files: None

Space Saved by Hard links (KB): 0

Sparse data: N/A

Dedupe estimate: N/A

Total space for regular files: size: 505 MiB, used: 107 MiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 8 KiB, used: 8 KiB
Total space used: 107 MiB

Xcp command : xcp scan -stats <ip address>:/fgl
Stats : 34 scanned

Speed : 6.35 KiB in (7.23 KiB/s), 444 out (506/s)
Total Time : Os.

Job ID : Job 2023-11-23 23.23.33.930501 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/

Job 2023-11-23 23.23.33.930501 scan.log

STATUS : PASSED
[root@client 1 linux]#

Sintaxis

Xcp scan -csv <ip address or hostname>:/source vol
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Muestra el ejemplo

root@localhost linux]# ./xcp scan -csv <IP address or hostname of NFS

server>:/source_ vol

scan <IP address or hostname of NFS server>:/source vol
options,"{'-csv': True}"

summary, "13 scanned, 3.73 KiB in (11.3 KiB/s), 756 out (2.23 KiB/s),
O0s."

Maximum Values, Size,Used, Depth,Namelen,Dirsize

Maximum Values,1024,4096,2,10,5

Average Values,Namelen, Size,Depth,Dirsize

Average Values,6,1024,1,4

Top Space Users, root

Top Space Users, 53248

Top File Owners, root

Top File Owners,13

Top File Extensions,other

Top File Extensions, 10

Number of files,empty,<8KiB,8-64KiB, 64KiB-1MiB, 1-10MiB,10-

100MiB, >100MiB

Number of files,0,10,0,0,0,0,0

Space used,empty,<8KiB, 8-64KiB, 64KiB-1MiB,1-10MiB,10-100MiB, >100MiB
Space used,0,40960,0,0,0,0,0

Directory entries,empty,1-10,10-100,100-1K,1K-10K,>10K

Directory entries,0,3,0,0,0,0

Depth,0-5,6-10,11-15,16-20,21-100,>100

Depth,13,0,0,0,0,0

Accessed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Accessed,0,0,0,0,0,10,0

Modified,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Modified,0,0,0,0,0,10,0

Changed,>1 year,>1 month,1-31 days,1-24 hrs,<1l hour,<15 mins, future
Changed,0,0,0,0,0,10,0

Total count,13

Directories, 3

Regular files, 10

Symbolic links, O

Special files,0

Hard links, O,

multilink files, O,

Space Saved by Hard links (KB),O0
Sparse data,N/A

Dedupe estimate,N/A

Total space for regular files,size,10240,used, 40960
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Total space for symlinks,size,0,used,0

Total space for directories,size,12288,used, 12288

Total space used, 53248

Xcp command : xcp scan -csv <IP address or hostname of NF'S
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (11.2 KiB/s), 756 out (2.22 KiB/s)
Total Time : Os.

STATUS : PASSED

Sintaxis

xcp scan -html <ip address or hostname>:/source vol

Muestra el ejemplo

root@localhost linux]# ./xcp scan -html <IP address or hostname of NFS

server>:/source_vol

<!DOCTYPE html PUBLIC "-//W3C//DTD HTML
4.01//EN""http://www.w3.0rg/TR/html4/strict.dtd">
<html><head>

[redacted HTML contents]

</body></html>

Xcp command : xcp scan -html <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.31 KiB/s), 756 out(873/s)
Total Time : Os.

STATUS : PASSED

[root@localhost source voll#

escanear -nombres distintos

Utilice la -nonames con el scan comando para excluir nombres de usuarios y grupos de listados de archivos
o informes.

@ Cuando se utiliza con el scan comando, el -nonames el parametro sélo se aplica a los listados
de archivos devueltos mediante -1 opcion.

Sintaxis

xcp scan -nonames <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan —-nonames <IP address or hostname of
NFS server>:/source vol

source vol

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4

Xcp command : xcp scan -—-nonames <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.66 KiB/s), 756 out(944/s)
Total Time : Os.

STATUS : PASSED

scan -newid <name>

Utilice la -newid <name> con el scan comando para especificar el nombre del catalogo para un nuevo
indice al ejecutar una exploracion.

Sintaxis

xcp scan -newid <name> <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan -newid ID001 <IP address or hostname
of NFS server>:/source vol

Xcp command : xcp scan -newid ID001 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 13.8 KiB in (17.7 KiB/s), 53.1 KiB out (68.0 KiB/s)

Total Time : Os.

STATUS : PASSED

scan -id <catalog_name>

Utilice la -id con el scan comando para especificar el nombre del catalogo de la copia anterior o el indice de
exploracion.

Sintaxis

xcp scan -id <catalog name>

Muestra el ejemplo

[root@localhost linux]# ./xcp scan -id 3

xcp: Index: {source: 10.10.1.10:/vol/ex s0l/etc/keymgr, target: None}
keymgr/root/cacert.pem

keymgr/cert/secureadmin.pem

keymgr/key/secureadmin.pem

keymgr/csr/secureadmin.pem

keymgr/root

keymgr/csr

keymgr/key

keymgr/cert

keymgr

9 reviewed, 11.4 KiB in (11.7 KiB/s), 1.33 KiB out (1.37 KiB/s), O0s.

buscar -coincidir <filter>

Utilice la -match <filter> con el scan comando para especificar que soélo se procesan los archivos y
directorios que coinciden con un filtro.
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Sintaxis

xcp scan -match <filter> <ip address or hostname>:/source vol

Muestra el ejemplo

root@localhost linux]# ./xcp scan -match bin <IP address or hostname of
NFS server>:/source vol

source vol

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.2

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4
Filtered: 0 did not match

Xcp command : xcp scan -match bin <IP address or hostname of
NFSserver>:/source vol

18 scanned, 18 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

explorar -fmt <string_expression>

Utilice la —-fmt con el scan comando para especificar que so6lo se devuelven los archivos y directorios que

coinciden con el formato especificado.

Sintaxis

xcp scan -fmt <string expression> <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan —-fmt "'{}, {}, {}, {},
{}'.format (name, x, ctime, atime, mtime)"

<IP address or hostname of NFS server>:/source vol

source vol, <IP address or hostname of NFS server>:/source vol,
1583294484.46, 1583294492.63,

1583294484 .46

ILE 1, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 1, 1583293637.88,
1583293637.83, 1583293637.83

FILE 2, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 2, 1583293637.88,
1583293637.83, 1583293637.84

FILE 3, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 3, 1583293637.88,
1583293637.84, 1583293637.84

FILE 4, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 4, 1583293637.88,
1583293637.84, 1583293637.84

FILE 5, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 5, 1583293637.88,
1583293637.84, 1583293637.84

filel.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/filel.txt, 1583294284.78,
1583294284.78, 1583294284.78

file2.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/file2.txt, 1583294284.78,
1583294284.78, 1583294284.78

logfile.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logfile.txt,

1583294295.79, 1583294295.79, 1583294295.79

logl.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logl.txt, 1583294295.8,
1583294295.8, 1583294295.8

rl.txt, <IP address or hostname of NFS server>:/source vol/rl.txt,
1583294484.46, 1583294484.45,

1583294484.45

USER.1, <IP address or hostname of NFS server>:/source vol/USER.1,
1583294295.8, 1583294492.63,

1583294295.8

USER.2, <IP address or hostname of NFS server>:/source vol/USER.2,
1583293637.95, 1583294492.63,

1583293637.95

FILE 1, <IP address or hostname of NFS
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server>:/source vol/USER.2/FILE 1, 1583293637.95,
1583293637.94, 1583293637.94

FILE 5, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 5, 1583293637.96,
1583293637.94, 1583293637.94

FILE 2, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 2, 1583293637.96,
1583293637.95, 1583293637.95

FILE 3, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 3, 1583293637.96,
1583293637.95, 1583293637.95

FILE 4, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 4, 1583293637.96,
1583293637.95, 1583293637.96

Xcp command : xcp scan —-fmt '{}, {}, {}, {}, {}'.format (name,
atime, mtime) <IP address

or hostname of NFS server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (4.14 KiB/s), 756 out (683/s)
Total Time : 1s.

STATUS : PASSED

explorar -du

ctime,

Utilice la —du con el scan comando para resumir el uso de espacio de cada directorio, incluidos los

subdirectorios.

Sintaxis

xcp scan -du <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan —-du <IP address or hostname of
NFSserver>:/source vol

24KiB source vol/USER.1

24KiB source vol/USER.?2

52KiB source vol

Xcp command : xcp scan —-du <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (12.9 KiB/s), 756 out (2.07KiB/s)
Total Time : Os.

STATUS : PASSED

escanee -md5 <string_expression>

Utilice la -md5 con el scan comando para generar sumas de comprobacion para los listados de archivos y
guardar las sumas de comprobacion al indexar. De forma predeterminada, el valor se establece en FALSE.

(D Las sumas de comprobacién no se utilizan para la verificacidn de archivos; sélo se utilizan para
las listas de archivos durante las operaciones de exploracion.

Sintaxis

xcp scan -md5 <ip address or hostname>:/source vol
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Muestra el ejemplo

root@localhost linux]# ./xcp scan -md5 <IP address or hostname of
NFSserver>:/source vol

source vol

d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 1
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 2
d47bl127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 3
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 4
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 5
d41d8cd98£f00b204e9800998ecf8427e source vol/USER.1/filel.txt
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/file2.txt
d41d8cd98£f00b204e9800998ecf8427esource vol/USER.1/logfile.txt
d41d8cd98£f00b204e9800998ecf8427e source vol/USER.1/logl.txt
e894f23442aa92289fb57bc8f597ffa9 source vol/rl.txt

source vol/USER.1

source vol/USER.?2

d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 1
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 5
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 2
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 3
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 4
Xcp command : xcp scan -md5 <IP address or hostname of NFS
server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (34.5 KiB/s), 2.29 KiB out (4.92 KiB/s)
Total Time : Os.

STATUS : PASSED

<n> de profundidad de escaneado

Utilice la -depth <n> con el scan comando para limitar la profundidad de busqueda de una exploracién. La
-depth <n> El parametro especifica la profundidad en los subdirectorios que XCP puede escanear archivos.
Por ejemplo, si se especifica el nimero 2, XCP solo explorara los dos primeros niveles de subdirectorio.

Sintaxis

xcp scan -depth <n> <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@localhost

linux]#

NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

Xcp command

1

2

1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt
1/logfile.txt
1/logl.txt
2/FILE_1
2/FILE_5
2/FILE 2
2/FILE_3
2/FILE 4

NFSserver>:/source vol

./xcp scan -depth 2 <IP address or hostname of

xcp scan —-depth 2 <IP address or hostname of

18 scanned, 0 matched, 0 error

Speed 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time 0s.

STATUS PASSED

explorar -dircount <n[k]>

Utilice la -dircount <n[k]> con el scan comando para especificar el tamano de solicitud al leer directorios
en una exploracion. El valor predeterminado es 64k.

Sintaxis

xcp scan -dircount <n[k]> <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan —-dircount 64k <IP address or
hostname of NFS server>:/source vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5

explorar -educ

Utilice la —edupe con el scan comando para incluir la estimacion de deduplicacién en los informes.

@ Simple Storage Service (S3) no admite archivos dispersos. Por lo tanto, se especifica un bucket
S3 como destino de scan -edupe Devuelve el valor Ninguno para los datos dispersos.

Sintaxis

xcp scan -—edupe <ip address or hostname>:/source vol
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Muestra el ejemplo

root@localhost linux]#
NFSserver>:/source vol

== Maximum Values ==

./xcp scan -edupe <IP address or hostname of

Size Used Depth Namelen Dirsize

1 KiB 4 KiB 2 11 9
== Average Values ==

Namelen Size Depth Dirsize

6 682 1 5

== Top Space Users ==
root

52 KiB

== Top File Owners ==
root

18

== Top File Extensions ==
.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

3

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour

4

<15 mins
11
future

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

Total count: 18

Directories: 3

106

15



Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: 0

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xXcp scan —-edupe <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (52.7 KiB/s), 2.29 KiB out (7.52 KiB/s)
Total Time : Os.

STATUS : PASSED

scan -bs <n[k]>

Utilice la -bs <n[k]> con el scan comando para especificar el tamafo del bloque de lectura/escritura. Esto
se aplica a las exploraciones que leen datos mediante -md5 0. —edupe parametros. El tamafio de bloque
predeterminado es de 64k KB.

Sintaxis

xcp scan -bs <n[k]> <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan -bs 32 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -bs 32 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (19.0 KiB/s), 756 out (3.06KiB/s)
Total Time : Os.

STATUS : PASSED

explorar - <n> paralelo

Utilice la -parallel con el scan comando para especificar el nim. maximo de procesos por lotes
simultaneos. El valor predeterminado es 7.

Sintaxis

xcp scan -parallel <n> <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan -parallel 5 <IP address or hostname
of NFS server>:/source vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -parallel 5 <IP address or hostname of NFS
server>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (7.36 KiB/s), 756 out (1.19 KiB/s)
Total Time : Os.

STATUS : PASSED

Escanear -noid

Utilice la -noId con el scan comando para desactivar la creacion de un indice por defecto. El valor
predeterminado es FALSE.

Sintaxis

xcp scan -nold <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan -nold <IP address or hostname of NFS

server>:/source_ vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan —-nold <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (5.84 KiB/s), 756 out (963/s)
Total Time : Os.

STATUS : PASSED

escanee -subdir-nombres

Utilice la —-subdir-names con el scan comando para recuperar los nombres de los subdirectorios de nivel
superior de un directorio.

Sintaxis

xcp scan -subdir-names <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp scan —-subdir-names <IP address or
hostname of NFS server>:/source_vol

source vol

Xcp command : xcp scan -subdir-names <IP address or hostname of NFS
server>:/source vol

7 scanned, 0 matched, 0 error

Speed : 1.30 KiB in (1.21 KiB/s), 444 out (414/s)

Total Time : 1s.

STATUS : PASSED

explorar -preserve-atime

Utilice la -preserve-atime con el scan comando para restaurar todos los archivos a la fecha de ultimo
acceso en el origen.

Cuando se analiza un recurso compartido NFS, el tiempo de acceso se modifica en los archivos si el sistema
de almacenamiento esta configurado para modificar el tiempo de acceso en lectura. XCP no cambia
directamente el tiempo de acceso. XCP lee los archivos uno por uno y esto desencadena una actualizacion

del tiempo de acceso. La -preserve-atime La opcion restablece el tiempo de acceso al valor original
establecido antes de la operacion de lectura XCP.

Sintaxis

Xcp scan -preserve-atime <ip address or hostname>:/source vol
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Muestra el ejemplo

[root@client 1 linux]# ./xXcp scan —-preserve-atime
101.10.10.10:/source_vol

xcp: Job ID: Job 2022-06-30 14.14.15.334173 scan
source vol/USER2/DIR1 4/FILE DIR1 4 1024 1
source vol/USER2/DIR1 4/FILE DIR1 4 13926 4
source vol/USER2/DIR1 4/FILE DIR1 4 65536 2
source vol/USER2/DIR1 4/FILE DIR1 4 7475 3
source vol/USER2/DIRl1 4/FILE DIRl1 4 20377 5
source vol/USER2/DIR1 4/FILE DIR1 4 26828 6
source vol/USER2/DIR1 4/FILE DIR1 4 33279 7
source vol/USER2/DIR1 4/FILE DIR1 4 39730 8
source vol/USERL

source vol/USER2

source vol/USERL1/FILE USER1 1024 1

source vol/USER1/FILE USER1 65536 2

source vol/USERL1/FILE USER1 7475 3

source vol/USER1/FILE USER1 13926 4

source vol/USERL1/FILE USER1 20377 5

source vol/USER1/FILE USER1 26828 6

source vol/USER1/FILE USER1 33279 7

source vol/USER1/FILE USER1 39730 8

source vol/USER1/DIR1 2

source vol/USER1/DIR1 3

source vol/USER2/FILE USER2 1024 1

source vol/USER2/FILE USER2 65536 2

source vol/USER2/FILE USER2 7475 3

source vol/USER2/FILE USER2 13926 4

source vol/USER2/FILE USER2 20377 5

source vol/USER2/FILE USER2 26828 6

source vol/USER2/FILE USER2 33279 7

source vol/USER2/FILE USER2 39730 8

source vol/USER2/DIR1 3

source vol/USER2/DIR1 4

source vol/USER1/DIRl1 2/FILE DIR1 2 1024 1
source vol/USER1/DIR1 2/FILE DIR1 2 7475 3
source vol/USER1/DIR1 2/FILE DIR1 2 33279 7
source vol/USER1/DIRl 2/FILE DIRl 2 26828 6
source vol/USER1/DIR1 2/FILE DIR1 2 65536 2
source vol/USER1/DIR1 2/FILE DIR1 2 39730 8
source vol/USER1/DIRl 2/FILE DIRl 2 13926 4
source vol/USER1/DIR1 2/FILE DIR1 2 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 1024 1
source vol/USER1/DIR1 3/FILE DIR1 3 7475 3
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source vol/USER1/DIR1 3/FILE DIR1 3 65536 2

source vol/USER1/DIR1 3/FILE DIR1 3 13926 4

source vol/USER1/DIRl1 3/FILE DIR1 3 20377 5

source vol/USER1/DIR1 3/FILE DIR1 3 26828 6

source vol/USER1/DIR1 3/FILE DIR1 3 33279 7

source vol/USER1/DIR1 3/FILE DIR1 3 39730 8

source vol/USER2/DIR1 3/FILE DIR1 3 1024 1

source vol/USER2/DIR1 3/FILE DIR1 3 65536 2

source vol/USER2/DIR1 3/FILE DIRl1 3 7475 3

source vol/USER2/DIR1 3/FILE DIR1 3 13926 4

source vol/USER2/DIR1 3/FILE DIR1 3 20377 5

source vol/USER2/DIR1 3/FILE DIR1 3 26828 6

source vol/USER2/DIR1 3/FILE DIR1 3 33279 7

source vol/USER2/DIR1 3/FILE DIR1 3 39730 8

source vol

Xcp command : xcp scan -preserve-atime 101.10.10.10:/source vol
Stats : 55 scanned

Speed : 14.1 KiB in (21.2 KiB/s), 2.33 KiB out (3.51 KiB/s)
Total Time : Os.

Job ID : Job 2022-06-30 14.14.15.334173 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-
30 14.14.15.334173 scan.log

STATUS : PASSED

explorar -s3.insecure

Utilice la -s3.insecure con el scan Comando que se utiliza HTTP en lugar de HTTPS para la comunicacion
del bloque S3.

Sintaxis

xcp scan -s3.insecure s3://<bucket name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp scan -s3.insecure s3://bucketl

Job ID: Job 2023-06-08 08.16.31.345201 scan
file5g 1

USERL/FILE USER1 1024 1

USER1/FILE _USER1 1024 2

USER1/FILE USER1 1024 3

USERL/FILE USER1 1024 4

USERL/FILE USER1 1024 5

Xcp command : xcp scan -s3.insecure s3:// -bucketl
Stats : 8 scanned, 6 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-08 08.16.31.345201 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.16.31.345201 scan.log

STATUS : PASSED

escanee -s3.endpoint <s3_endpoint_url>

Utilice la -s3.endpoint <s3 endpoint url>con el scan Comando para sustituir la URL de punto final
de AWS predeterminada con una URL especificada para la comunicacién del bloque S3.

Sintaxis

xcp scan -s3.endpoint https://<endpoint url>: s3://<bucket name>

114



Muestra el ejemplo

[root@clientl linux]# ./xcp scan -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.23.06.029137 scan

aws files/USER1/FILE USER1 1024 1

aws files/USER1/FILE USER1 1024 2

aws_files/USER1/FILE USERLl 1024 3

aws files/USER1/FILE USER1 1024 4

aws files/USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2023-06-13 11.23.06.029137 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.23.06.029137 scan.log

STATUS : PASSED

escanee -s3.profile <name>

Utilice la s3.profile con el scan Comando para especificar un perfil del archivo de credenciales de AWS
para la comunicacion del bloque S3.

Sintaxis

xcp scan -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>:
s3://bucketl

Job ID: Job 2023-06-08 08.47.11.963479 scan

1 scanned, 0 in (0/s), 0 out (0/s), 5s

USER1/FILE USER1 1024 1

USER1/FILE USER1 1024 2

USER1/FILE USER1 1024 3

USER1/FILE USER1 1024 4

USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucketl

Stats : 7 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Job ID : Job 2023-06-08 08.47.11.963479 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.47.11.963479 scan.log

STATUS : PASSED

[root@clientl linux]#

explorar -s3.noverify

Utilice la -s3.noverify con el scan Comando para anular la verificacién predeterminada de la certificacion
SSL para la comunicacion del bloque S3.

Sintaxis

xcp scan -s3.noverify s3://<bucket name>
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Muestra el ejemplo

root@clientl linux]# ./xcp scan -s3.noverify s3:// bucketl

Job ID: Job 2023-06-13 11.00.59.742237 scan
aws_files/USER1/FILE USER1 1024 1

aws files/USER1/FILE USER1 1024 2
aws_files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4

aws files/USER1/FILE USER1 1024 5

Xcp command : xXcp scan -s3.noverify s3://bucketl
Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-13 11.00.59.742237 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.00.59.742237 scan.log

STATUS : PASSED

copiar

EI NFS de XCP copy El comando analiza y copia toda la estructura del directorio de
origen en una exportacion NFSv3 de destino.

La copy comando requiere tener rutas de origen y destino como variables. Al final de la operacion de copia,
se muestran los detalles de los archivos escaneados y copiados, el rendimiento, la velocidad y el tiempo
transcurrido.

* El archivo log de tiempo de ejecucidon se encuentra en
/opt/NetApp/xFiles/xcp/xcp.log Esta ruta se puede configurar. Después de
(D ejecutar cada comando, se encuentra el registro adicional en el catalogo.

+ Si el origen es un sistema de 7-Mode, puede usar una copia Snapshot como origen. Por
ejemplo: <ip address>:/vol/ex s01/.snapshot/<snapshot name>

Sintaxis

xcp copy <source nfs export path> <destination nfs export path>
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Muestra el ejemplo

root@localhost linux]# ./xcp copy <IP address of NFS

server>:/source vol < IP address of

destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-
03 23.46.33.153705

Xcp command
address of destination NF'S
server>:/dest vol

18 scanned, 0 matched, 17 copied,
38.9 KiB in (51.2 KiB/s),
Total Time : Os.

STATUS PASSED

Speed

xcp copy <IP address of NFS server>:/source vol <IP

0 error
81.2 KiB out (107KiB/s)

En la siguiente tabla, se muestra el copy parametros y su descripcion.

Parametro

copiar -nombres distintos

copiar -coincidir

copiar -md5

<<copy_dircount,copiar -dircount [kK]>

copiar -educ

<<copy_bs,copiar -bs [k]>

copiar -paralelo

copiar -preserve-atime

copia -s3.insecure

<<copy_s3_endpoint,copiar -s3.endpoint >

<<copy_s3 profile,copiar -s3.profile >
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Descripcion

Excluye nombres de usuarios y grupos de listados de
archivos e informes.

Sélo procesa archivos y directorios que coincidan con
el filtro.

Genera sumas de comprobacioén en los archivos y
guarda las sumas de comprobacion al indexar (valor
por defecto: False).

Especifica el tamafo de solicitud al leer directorios.
Incluye la estimacion de deduplicacion en informes.

Especifica el tamafio del bloque de lectura/escritura
(valor predeterminado: 64K).

Especifica el Num. Maximo de procesos por lotes
simultaneos (valor por defecto: 7).

Restaura todos los archivos a la fecha de ultimo
acceso en el origen.

Proporciona la opcién de utilizar HTTP en lugar de
HTTPS para la comunicacion del bloque S3.

Reemplaza la URL de punto final predeterminada de
Amazon Web Services (AWS) con la URL
especificada para la comunicacion del bloque S3.

Especifica un perfil del archivo de credenciales de
AWS para la comunicacién del bloque S3.



Parametro Descripcion

copia -s3.noverify Anula la verificacion predeterminada de la

certificacion SSL para la comunicacién del bloque S3.

copiar -nombres distintos

Utilice la —-nonames con el copy comando para excluir nombres de usuarios y grupos de listados de archivos

o informes.

Sintaxis

xcp copy —nonames <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

Muestra el ejemplo

[root@localhost linux]# ./xcp copy —-nonames <IP address or hostname of

NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xCcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.48.48.147261

Xcp command : xXcp copy -—nonames <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (53.5 KiB/s), 81.3 KiB out (112 KiB/s)
Total Time : Os.

STATUS : PASSED

copiar -coincidir <filter>

Utilice la -match <filter> con el copy comando para especificar que solo se procesan los archivos y

directorios que coinciden con un filtro.

Sintaxis

xcp copy -match <filter> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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Muestra el ejemplo

[root@localhost linux]# ./xcp copy -match bin <IP address or hostname
of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

04 00.00.07.125990

Xcp command : xcp copy -match bin <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 18 matched, 17 copied, 0 error

Speed : 39.1 KiB in (52.6 KiB/s), 81.7 KiB out (110 KiB/s)

Total Time : Os.

STATUS : PASSED

copia: md>5 <string_expression>

Utilice la -md5 con el copy comando para generar sumas de comprobacion para los listados de archivos y
guardar las sumas de comprobacion al indexar. De forma predeterminada, el valor se establece en FALSE.

Sintaxis

xcp copy -md5 <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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Muestra el ejemplo

[root@localhost linux]# ./xcp copy -md5 <IP address or hostname of NFS
server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.47.41.137615

Xcp command : xcp copy -mdb <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (52.1 KiB/s), 81.3 KiB out (109 KiB/s)
Total Time : Os.

STATUS : PASSED

copiar -dircount <n[k]>

Utilice la -dircount <n[k]> con el copy comando para especificar el tamafo de solicitud al leer
directorios. El valor predeterminado es 64k.

Sintaxis

xcp copy -dircount <n[k]> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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Muestra el ejemplo

[root@localhost linux]# ./xcp copy —-dircount 32k <IP address or
hostname of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.58.01.094460

Xcp command : xcp copy —-dircount 32k <IP address or hostname of NFS
server>:/source vol <IP

address of destination NFS server >:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (56.7 KiB/s), 81.6 KiB out (119 KiB/s)

Total Time : Os.

STATUS : PASSED

copiar -educ

Utilice la —edupe con el copy comando para incluir la estimacion de deduplicacion en los informes.

@ Simple Storage Service (S3) no admite archivos dispersos. Por lo tanto, se especifica un bucket

S3 como destino de copy -edupe Devuelve el valor Ninguno para los datos dispersos.

Sintaxis

xcp copy -edupe <source ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol
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Muestra el ejemplo

[root@localhost linux]# ./xcp copy —-edupe <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.10.436325

== Maximum Values ==

Size Used Depth Namelen Dirsize

1 KiB 4 KiB 2 11 9

== Average Values ==

Namelen Size Depth Dirsize

6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==

.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10

3

10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
4 11

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
10 5

== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
10 5
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Total count: 18

Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xXcp copy -—edupe <IP address or hostname of NFS
server>:/source vol <destination NFS

export path>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (36.7 KiB/s), 81.3 KiB out (76.7 KiB/s)
Total Time : 1s.

STATUS : PASSED

<n[k]> de copia -bs

Utilice la -bs <n[k]> con el copy comando para especificar el tamafo del bloque de lectura/escritura. El
tamano de bloque predeterminado es de 64k KB.

Sintaxis

xcp copy —bs <n[k]> <ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

124



Muestra el ejemplo

[root@localhost linux]# ./xcp copy -bs 32k <IP address or hostname of

NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.57.04.742145

Xcp command : xcp copy -bs 32k <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (115 KiB/s), 81.6 KiB out (241 KiB/s)
Total Time : Os.

STATUS : PASSED

copiar <n> paralelo

Utilice la -parallel <n> con el copy comando para especificar el nUm. maximo de procesos por lotes

simultaneos. El valor predeterminado es 7.

Sintaxis

xcp copy -parallel <n> <ip address or hostname>:/source vol
destination ip address or hostname:/<dest vol>
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Muestra el ejemplo

[root@localhost linux]# ./xcp copy -parallel 4 <IP address or hostname
of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.59.41.477783

Xcp command : xcp copy -parallel 4 <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (35.6 KiB/s), 81.6 KiB out (74.4 KiB/s)

Total Time : 1s.

STATUS : PASSED

copiar -preserve-atime

Utilice la -preserve-atime con el copy comando para restaurar todos los archivos a la fecha de ultimo
acceso en el origen.

La -preserve-atime La opcidn restablece el tiempo de acceso al valor original establecido antes de la
operacion de lectura XCP.

Sintaxis

XCp copy -preserve-atime <source ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol
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Muestra el ejemplo

[root@clientl linux]# ./xcp copy -preserve-atime
101.10.10.10:/source vol 10.102.102.10:/dest vol

xXcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2022-06-

30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.22.53.742272_ copy

Xcp command : xcp copy -preserve-atime 101.10.10.10:/source vol
10.102.102.10:/dest_vol

Stats : 55 scanned, 54 copied, 55 indexed

Speed : 1.26 MiB in (852 KiB/s), 1.32 MiB out (896 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.22.53.7422772 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.22.53.742272 copy.log

STATUS : PASSED

[root@clientl linux]#

copia -s3.insecure

Utilice la -s3.insecure con el copy Comando que se utiliza HTTP en lugar de HTTPS para la comunicacion
del bloque S3.

Sintaxis

xcp copy -s3.insecure s3://<bucket name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp copy —-s3.insecure hdfs:///user/test
s3://bucketl

xXcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

08 09.01.47.581599

Job ID: Job XCP copy 2023-06-08 09.01.47.581599 copy

Xcp command : xXcp copy -s3.insecure hdfs:///user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.86 KiB/s), 83.3 KiB out (22.9 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-08 09.01.47.581599

Job ID : Job XCP copy 2023-06-08 09.01.47.581599 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

08 09.01.47.581599 copy.log

STATUS : PASSED

[root@clientl linux]# ./xXcp copy —-s3.insecure hdfs:///user/demo
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

08 09.15.58.807485

Job ID: Job XCP copy 2023-06-08 09.15.58.807485 copy

Xcp command : Xcp copy -s3.insecure hdfs:///user/demo s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 10.4 KiB in (3.60 KiB/s), 85.3 KiB out (29.6 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-08 09.15.58.807485

Job ID : Job XCP copy 2023-06-08 09.15.58.807485 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

08 09.15.58.807485 copy.log

STATUS : PASSED

copie -s3.endpoint <s3_endpoint_url>

Utilice la -s3.endpoint <s3 endpoint url> con el copy Comando para sustituir la URL de punto final
de AWS predeterminada con una URL especificada para la comunicacion del bloque S3.
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Sintaxis

xcp copy -s3.endpoint https://<endpoint url>: s3://<bucket name>
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Muestra el ejemplo

root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), 5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

copiar -s3.profile <name>

Utilice la s3.profile con el copy Comando para especificar un perfil del archivo de credenciales de AWS
para la comunicacion del bloque S3.

Sintaxis

xcp copy -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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Muestra el ejemplo

root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), 5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

copia -s3.noverify

Utilice la -s3.noverify con el copy Comando para anular la verificacién predeterminada de la certificacion
SSL para la comunicacion del bloque S3.

Sintaxis

xcp copy -s3.noverify s3://<bucket name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp copy -s3.noverify hdfs://user/test s3://
bucketl

xXcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 10.57.41.994969

Job ID: Job XCP copy 2023-06-13 10.57.41.994969 copy

Xcp command : xXcp copy -s3.noverify hdfs://user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (2.36 KiB/s), 83.3 KiB out (29.0 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-13 10.57.41.994969

Job ID : Job XCP copy 2023-06-13 10.57.41.994969 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 10.57.41.994969 copy.log

STATUS : PASSED

./xcp copy -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.26.56.143287

Job ID: Job XCP copy 2023-06-13 11.26.56.143287 copy

1 scanned, 9.95 KiB in (1.99 KiB/s), 12.9 KiB out (2.58 KiB/s), 5s
15,009 scanned, 1,555 copied, 9 indexed, 1.54 MiB s3.data.uploaded,
1,572

s3.copied.single.key.file, 1,572 s3.copied.file, 4.68 MiB in (951
KiB/s), 1.81 MiB out (365

KiB/s), 10s

15,009 scanned, 4,546 copied, 9 indexed, 4.46 MiB s3.data.uploaded,
4,572

s3.copied.single.key.file, 4,572 s3.copied.file, 7.95 MiB in (660
KiB/s), 5.15 MiB out (674

KiB/s), 15s

15,009 scanned, 7,702 copied, 9 indexed, 7.53 MiB s3.data.uploaded,
7,710

s3.copied.single.key.file, 7,710 s3.copied.file, 11.5 MiB in (710
KiB/s), 8.65 MiB out (707

KiB/s), 20s

15,009 scanned, 10,653 copied, 9 indexed, 10.4 MiB s3.data.uploaded,
10,669

s3.copied.single.key.file, 10,669 s3.copied.file, 14.7 MiB in (661
KiB/s), 11.9 MiB out (670
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KiB/s), 25s

15,009 scanned, 13,422 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,428

s3.copied.single.key.file, 13,428 s3.copied.file, 17.8 MiB in (627
KiB/s), 15.0 MiB out (627

KiB/s), 30s

Xcp command : xcp copy —-s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (609 KiB/s), 17.1 MiB out (543 KiB/s)

Total Time : 32s.

Migration ID: XCP copy 2023-06-13 11.26.56.143287

Job ID : Job XCP copy 2023-06-13 11.26.56.143287 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.26.56.143287 copy.log

STATUS : PASSED

sincr

Vea las descripciones, los parametros y los ejemplos del XCP sync comando, incluido
cuando el sync el comando se utiliza con el dry run opcidn.

sincr

EI NFS de XCP sync El comando busca cambios y modificaciones en un directorio NFS de origen mediante
un nombre de cédigo de indice de catalogo o el nimero de una operacion de copia anterior. Los cambios
incrementales en el origen se copian y aplican al directorio de destino. Los numeros de indice de catalogo
antiguos se sustituyen por otros nuevos después de la operacion de sincronizacion.

@ Durante la operacion de sincronizacion, los archivos y directorios modificados se copian de
nuevo en la exportacion NFSv3 de destino.

Sintaxis

xcp sync -id <catalog name>

@ La -id <catalog name> el parametro es necesario con el sync comando.
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Muestra el ejemplo

[root@localhost linux]# ./xcp sync -id autoname copy 2020-03-
04 01.10.22.338436

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync -id autoname copy 2020-03-04 01.10.22.338436

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (27.6 KiB/s), 22.7 KiB out (23.7 KiB/s)

Total Time : Os.

STATUS : PASSED

En la siguiente tabla, se muestra el sync parametros y su descripcion.

Parametro Descripcion

sync -id Especifica el nombre del catalogo de un indice de

sync -nombres no originales

<<sync_bs,sinc -bs [K]>

copia anterior. Este es un parametro necesario para el

sync comando.

archivos e informes.

Especifica el tamafo del bloque de lectura/escritura
(valor predeterminado: 64K).

<<sync_dircount,sync -dircount [k]> Especifica el tamafio de solicitud al leer directorios.

sinc -paralelo Especifica el Num. Maximo de procesos por lotes

simultaneos (valor por defecto: 7).

sincronizacion -preserve-atime Restaura todos los archivos a la fecha de ultimo

acceso en el origen.

sync -nombres no originales

Utilice el -nonames con el sync comando para excluir nombres de usuarios y grupos de listados de archivos

o informes.

Sintaxis

xcp sync -id <catalog name> -nonames
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Muestra el ejemplo

[root@localhost linux]# ./xcp sync —-id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -nonames

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (22.2 KiB/s), 22.3 KiB out (18.8 KiB/s)

Total Time : 1s.

STATUS : PASSED

<n[k]> sync -bs

Utilice el -bs <n[k]> con el sync comando para especificar el tamafo del bloque de lectura/escritura. El
tamano de bloque predeterminado es de 64k KB.

Sintaxis

xcp sync -id <catalog name> -bs <n[k]>

Muestra el ejemplo

[root@localhost linux]# ./xcp sync -id ID001 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -bs 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.4 KiB/s), 21.0 KiB out (16.9 KiB/s)

Total Time : 1s.

STATUS : PASSED

<n[k]> sync -dircount

Utilice el -dircount <n[k]> con el sync comando para especificar el tamafo de solicitud al leer
directorios. El valor predeterminado es 64k.

Sintaxis

xcp sync -id <catalog name> -dircount <n[k]>
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Muestra el ejemplo

[root@localhost linux]# ./xcp sync —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -dircount 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (27.8 KiB/s), 21.0 KiB out (23.0 KiB/s)

Total Time : Os.

STATUS : PASSED

sincronizacion -paralela

Utilice el -parallel con el sync comando para especificar el num. maximo de procesos por lotes
simultaneos. El valor predeterminado es 7.

Sintaxis

xcp sync -id <catalog name> -parallel <n>

Muestra el ejemplo

[root@localhost linux]# ./xcp sync -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -parallel 4

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.6 KiB/s), 21.0 KiB out (17.1 KiB/s)

Total Time : 1s.

STATUS : PASSED

-preserve-atime

Utilice el -preserve-atime con el sync comando para restaurar todos los archivos a la fecha de ultimo
acceso en el origen.

La -preserve-atime La opcidn restablece el tiempo de acceso al valor original establecido antes de la
operacion de lectura XCP.
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Sintaxis

XCp sync -preserve-atime -id <catalog name>
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Muestra el ejemplo

140

[root@client-1 linux]# ./xcp sync -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

xcp: Index: {source: 101.10.10.10:/source_vol, target:
10.201.201.20:/dest vol}

xcp: diff 'XCP copy 2022-06-30 14.22.53.742272': 55 reviewed, 55
checked at source, 1 modification,

54 reindexed, 23.3 KiB in (15.7 KiB/s), 25.1 KiB out (16.9 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Starting search pass
for 1 modified directory...

xcp: find changes: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 54 reindexed,

28.0 KiB in (18.4 KiB/s), 25.3 KiB out (16.6 KiB/s), 1s.

xcp: sync phase 2: Rereading the 1 modified directory...

xcp: sync phase 2: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 1 new dir, 54

reindexed, 29.2 KiB in (19.0 KiB/s), 25.6 KiB out (16.7 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Deep scanning the 1
modified directory...

xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': 58 scanned, 55 copied,
56 indexed, 55 reviewed, 55

checked at source, 1 modification, 55 re-reviewed, 1 new dir, 54
reindexed, 1.28 MiB in (739

KiB/s), 1.27 MiB out (732 KiB/s), 1s.

Xcp command : Xcp sync -preserve-atime -id XCP copy 2022-06-

30 14.22.53.742272

Stats : 58 scanned, 55 copied, 56 indexed, 55 reviewed, 55 checked at
source, 1 modification,

55 re-reviewed, 1 new dir, 54 reindexed

Speed : 1.29 MiB in (718 KiB/s), 1.35 MiB out (755 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-

30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync.log

STATUS : PASSED



sincronizacién de ejecucion en seco

La sync con el dry-run La opcion busca los cambios o modificaciones realizados en el directorio NFS de
origen mediante el numero de indice de catalogo anterior de una operacion de copia. Este comando también
detecta archivos y directorios nuevos, movidos, eliminados o renombrados desde la operacion de copia
anterior. EI comando informa de los cambios de origen, pero no los aplica al destino.

Sintaxis

xcp sync dry-run -id <catalog name>

@ La -id <catalog name> el parametro es necesario con el sync dry-run opcion de
comando.

Muestra el ejemplo

[root@localhost linux]# ./xcp sync dry-run -id IDO0O01

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01

0 matched, 0 error

Speed : 15.2 KiB in (46.5 KiB/s), 5.48 KiB out (16.7 KiB/s)
Total Time : Os.

STATUS : PASSED

En la siguiente tabla, se muestra el sync dry-run parametros y su descripcion.

Parametro Descripcion

sync dry-run -id Especifica el nombre del catadlogo de un indice de
copia anterior. Este es un parametro necesario para el
sync comando.

sincronice dry-run -stats Realiza una exploracion profunda de los directorios
modificados e informa de todo lo que es
nuevo.

sinc. ejecucion en seco -l Imprime detalles sobre los archivos y directorios que

han cambiado.

sincronice dry-run -nonames Excluye nombres de usuarios y grupos de listados de
archivos e informes.

<<sync_dry_run_dircount,sinc. ejecucion en seco Especifica el tamario de solicitud al leer directorios.
-dircount [k]>
secuencia de secado sincronizada -paralelo Especifica el Num. Maximo de procesos por lotes

simultaneos (valor por defecto: 7).
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sincronizacién de dry-run -id <catalog_name>

Utilice el -id <catalog name> parametro con sync dry-run para especificar el nombre del catalogo de

un indice de copia anterior.

(D La -id <catalog name> el parametro es necesario con el sync dry-run opcion de
comando.

Sintaxis

xcp sync dry-run -id <catalog name>

Muestra el ejemplo

[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01

0 matched, 0 error

Speed : 15.2 KiB in (21.7 KiB/s), 5.48 KiB out (7.81 KiB/s)
Total Time : Os.

STATUS : PASSED

sincronice dry-run -stats

Utilice el —stats parametro con sync dry-run para realizar un analisis profundo de los directorios
modificados e informar de todo lo que es nuevo.

Sintaxis

xcp sync dry-run -id <catalog name> -stats
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Muestra el ejemplo

[root@localhost linux]# ./xcp sync dry-run -id ID001 -stats

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

4,895 reviewed, 43,163 checked at source, 12.8 MiB in (2.54 MiB/s),
5.49 MiB out (1.09 MiB/s),

5s

4,895 reviewed, 101,396 checked at source, 19.2 MiB in (1.29 MiB/s),
12.8 MiB out (1.47 MiB/s),

10s

Xcp command : xcp sync dry-run -id IDO01 -stats

0 matched, 0 error

Speed : 22.9 MiB in (1.74 MiB/s), 17.0 MiB out (1.29 MiB/s)

Total Time : 13s.

STATUS : PASSED

sinc. ejecucion en seco -l

Utilice el -1 parametro con sync dry-run para imprimir detalles sobre los archivos y directorios que han
cambiado.

Sintaxis

xcp sync dry-run -id <catalog name> -1

Muestra el ejemplo

[root@localhost linux]# ./xcp sync dry-run -id ID001 -1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -1

0 matched, 0 error

Speed : 15.2 KiB in (13.6 KiB/s), 5.48 KiB out (4.88 KiB/s)
Total Time : 1s.

STATUS : PASSED
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sincronice dry-run -nonames

Utilice el —-nonames parametro con sync dry-run para excluir nombres de usuarios y grupos de listas de
archivos o informes.

Sintaxis

xcp sync dry-run -id <catalog name> -nonames

Muestra el ejemplo

[root@localhost linux]# ./xcp sync dry-run -id ID001l -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO0l -nonames

0 matched, 0 error

Speed : 15.2 KiB in (15.8 KiB/s), 5.48 KiB out (5.70 KiB/s)
Total Time : Os.

STATUS : PASSED

sync dry-run -dircount <n[k]>

Utilice el -dircount <n[k]> parametro con sync dry-run para especificar el tamano de solicitud al leer
directorios. El valor predeterminado es 64k.

Sintaxis

xcp sync dry-run -id <catalog name> -dircount <n[k]>

Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp sync dry-run —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01 -dircount 32k

0 matched, 0 error

Speed : 15.2 KiB in (32.5 KiB/s), 5.48 KiB out (11.7 KiB/s)
Total Time : Os.

STATUS : PASSED
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sincronizacién de ejecucién en seco - paralelo

Utilice el -parallel parametro con sync dry-run para especificar el num. maximo de procesos por lotes
simultaneos. El valor predeterminado es 7.

Sintaxis

xcp sync dry-run -id <catalog name> -parallel <n>

Muestra el ejemplo

[root@localhost linux]# ./xcp sync dry-run -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01 -parallel 4

0 matched, 0 error

Speed : 15.2 KiB in (25.4 KiB/s), 5.48 KiB out (9.13 KiB/s)
Total Time : Os.

STATUS : PASSED

reanudar

EI NFS de XCP resume el comando reinicia una operacion de copia interrumpida
especificando el nombre o numero de indice de catalogo. El nombre del indice de
catalogo o el numero de la operacion de copia anterior se encuentra en la <catalog
path>:/catalog/indexes directorio.

Sintaxis

xcp resume -id <catalog name>

@ La -id <catalog name> el parametro es necesario con el resume comando.
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Muestra el ejemplo

[root@localhost linux]#

xcp: Index:

./xcp resume -id IDOO1

{source: <IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'ID001l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 652 completed directories and 31 in progress
4,658 reviewed, 362 KiB in (258 KiB/s), 7.66 KiB out (5.46 KiB/s), 1s.
xcp: resume 'ID0O1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID0OO1l': Resuming the in-progress directories...

xcp: resume 'ID001': Resumed command: copy {-newid: u'IDO0O01'}

xcp: resume 'IDOO1l': Current options: {-id: 'ID001'}

xcp: resume 'ID001l': Merged options: {-id: 'ID0O01l', -newid: u'ID0O1'}
xcp: resume 'ID0O0O1': Values marked with a * include operations before
resume

28,866

MiB/s),

scanned*™,

5s 9,565 copied*,

out (20.0
44,761
MiB/s),
44,761
scanned*™,
11s
scanned?*,
16,440
20,795
copied*,
copied™,

4,658 indexed*,
4,658 indexed*,

MiB/s),
44,761
16s
scanned*™,
MiB out
MiB/s),
44,761
21s
scanned*™,
MiB out
MiB/s),
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25,985 copied~,
(24.0

31,044 copied~,
(18.6

4,658 indexed*, 108 MiB in (21.6 MiB/s), 100.0 MiB

206 MiB in
362 MiB in

(19.3 MiB/s),
(31.3 MiB/s),

191 MiB out
345 MiB out

4,658 indexed*, 488 MiB in (25.2 MiB/s), 465

4,658 indexed*, 578 MiB in (17.9 MiB/s), 558



54,838
26s
scanned*™,
MiB out
MiB/s),
67,123
31ls
scanned*, 42,485
MiB out (12.4
MiB/s),
79,681
36s
scanned*™,
MiB out
MiB/s),
79,681
41s
scanned*, 56,273
MiB out (10.6
MiB/s),

79,681

46s

scanned*, 62,593
MiB out (9.70
MiB/s),
84,577
51s
scanned®,
MiB out
MiB/s),
86,737
56s

scanned*™,

36,980
(19.8

49,863
(11.7

68,000
(14.1

72,738

1.01 GiB out (17.
MiB/s),

89,690

Imls

scanned*, 77,440
1.11 GiB out (20.
MiB/s), 1lm6s
110,311 scanned¥*,
MiB/s), 1.21 GiB
MiB/s), 1lmlls
114,726 scanned¥*,
MiB/s), 1.30 GiB
MiB/s), 1lmlés

copied~,

copied*,

copied~,

copied*,

copied~,

copied™,

copied*,
5

copied~,
1

84,497
out (20.
91,285

out (17.

14,276

29,160

39,227

39,227

39,227

44,047

49,071

54,110

copied~,

4

copied~,
6

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

74,158 indexed*,

74,158 indexed*,

679 MiB in

742 MiB in

801 MiB in

854 MiB in

906 MiB in

976

MiB

in

1.04 GiB in

1.14 GiB in

1.24 GiB in

1.33 GiB in

(20.2

MiB/s),

MiB/s),

(11.8

MiB/s),

(10.6

MiB/s),

MiB/s),

(14.0

MiB/s),

(17.8 MiB/s),

(20.5 MiB/s),

(20.3

(17.9

657

720

779

832

881

951
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114,726 scanned*, 97,016 copied*, 74,158 indexed*, 1.46 GiB in (26.6
MiB/s), 1.43 GiB out (26.6

MiB/s), 1m2ls

118,743 scanned*, 100,577 copied*, 79,331 indexed*, 1.65 GiB in (40.1
MiB/s), 1.62 GiB out (39.3

MiB/s), 1m26s

122,180 scanned*, 106,572 copied*, 84,217 indexed*, 1.77 GiB in (24.7
MiB/s), 1.74 GiB out (25.0

MiB/s), 1m3ls

124,724 scanned*, 111,727 copied*, 84,217 indexed*, 1.89 GiB in (22.8
MiB/s), 1.86 GiB out (22.5

MiB/s), 1m36s

128,268 scanned*, 114,686 copied*, 99,203 indexed*, 1.99 GiB in (21.1
MiB/s), 1.96 GiB out (21.2

MiB/s), 1médls

134,630 scanned*, 118,217 copied*, 104,317 indexed*, 2.06 GiB in (13.8
MiB/s), 2.03 GiB out

(13.7 MiB/s), 1mdé6s

134,630 scanned*, 121,742 copied*, 109,417 indexed*, 2.10 GiB in (9.02
MiB/s), 2.07 GiB out

(9.30 MiB/s), 1mbls

134,630 scanned*, 126,057 copied*, 109,417 indexed*, 2.20 GiB in (21.0
MiB/s), 2.17 GiB out

(21.0 MiB/s), 1m56s

134,630 scanned*, 130,034 copied*, 114,312 indexed*, 2.36 GiB in (32.1
MiB/s), 2.33 GiBout

(31.8 MiB/s), 2mls

Xcp command : xcp resume -id IDO0O01

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete
item, 0 error

Speed : 2.40 GiB in (19.7 MiB/s), 2.37 GiB out (19.5 MiB/s)

Total Time : 2més.

STATUS : PASSED

En la siguiente tabla, se muestra el resume pardametros y su descripcion.

Parametro Descripcion

resume -id Especifica el nombre del catalogo de un indice de
copia anterior. Este es un parametro obligatorio para
el comando resume.

<<resume_bs,reanudar -bs [k]> Especifica el tamafo del bloque de lectura/escritura
(valor predeterminado: 64K).

<<resume_dircount,resume -dircount [kK]> Especifica el tamario de solicitud al leer directorios.
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Parametro Descripcion

reanudar -paralelo Especifica el Num. Maximo de procesos por lotes
simultaneos (valor por defecto: 7).

resume -preserve-atime Restaura todos los archivos a la fecha de ultimo
acceso en el origen.

reanudar -s3.insecure Proporciona la opcién de utilizar HTTP en lugar de
HTTPS para la comunicacion del bloque S3.

<<resume_s3_endpoint,reanudar -s3.punto final Reemplaza la URL de punto final predeterminada de
Amazon Web Services (AWS) con la URL
especificada para la comunicacion del bloque S3.

curriculum -s3.profile Especifica un perfil del archivo de credenciales de
AWS para la comunicacion del bloque S3.

reanudar -s3.noverify Anula la verificacion predeterminada de la
certificacion SSL para la comunicacién del bloque S3.

resume -bs <n[k]>

Utilice la -bs <n[k]> con el resume comando para especificar el tamafo del bloque de lectura/escritura. El
tamano de bloque predeterminado es de 64k KB.

Sintaxis

xcp resume -id <catalog name> -bs <n[k]>
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Muestra el ejemplo

150

[root@localhost linux]# ./xcp resume -id ID001 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'ID001l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 2,360 completed directories and 152 in
progress

19,440 reviewed, 1.28 MiB in (898 KiB/s), 9.77 KiB out (6.71 KiB/s),
1s.

xcp: resume 'ID0OO1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID0OO1l': Resuming the in-progress directories...
xcp: resume 'ID0O01': Resumed command: copy {-newid: u'IDO0O01'}

xcp: resume 'ID001l': Current options: {-bs: '32k', -id: 'IDO0O1'}

xcp: resume 'IDOO1l': Merged options: {-bs: '32k', -id: 'ID0O0O1l', -newid:
u'ID001"}

xcp: resume 'ID0O0O1': Values marked with a * include operations before
resume

44,242

MiB/s),

scanned*™,

5s 24,132 copied*, 19,440 indexed*, 36.7 MiB in (7.34 MiB/s), 30.6 MiB
out (6.12

59,558

MiB/s),

59,558

scanned*™,

10s

scanned?*,

30,698

35,234

copied*,

copied™,

19,440

19,440

indexed~*,

indexed~*,
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MiB

MiB

in

in



(20.9 MiB/s),
(12.1 MiB/s),
MiB

MiB

out

out

(18.8
(12.2
MiB/s),
59,558
15s
scanned*™,
MiB out
MiB/s),
65,126
20s
scanned*™,
MiB out
MiB/s),
69,214
25s
scanned®,
MiB out
MiB/s),
85,438
30s
scanned*,
MiB out
MiB/s),
94,647
35s
scanned*™,
MiB out
MiB/s),
94,647
40s
scanned*, 73,632
MiB out (16.4
MiB/s),
99, 683
45s
scanned*™,
MiB out
MiB/s),
99,683
MiB/s),

40,813
(16.5

46,317
(22.5

53,034
(18.7

60,627
(18.5

66,948
(21.9

80,541
(12.4
50s

125
187

copied~,

copied~,

copied™,

copied~,

copied~,

copied*,

copied*,

19,440

24,106

29,031

53,819

53,819

53,819

58,962

indexed¥*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed*,

286

401

496

591

700

783

849

MiB

MiB

MiB

MiB

MiB

MiB

MiB

in

in

in

in

in

in

in

(16.

(22.

(19.

(18.

(21.

(1l6.

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

269

382

476

569

679

761

824
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scanned*™,

55s

84,911 copied*,

(33.2

101, 667
MiB/s),
MiB/s),
118,251
MiB/s),
MiB/s),
124,672
MiB/s),
MiB/s),
130,171
MiB/s),
MiB/s),
134,574
MiB/s),
MiB/s),
134,574
MiB/s),
MiB/s),
134,574
MiB/s),
MiB/s),
134,630
MiB/s),

(17.5 MiB/s),

134,630
MiB/s),

(13.5 MiB/s),
Xcp command

134,630
item, O

Speed

Total Time

STATUS

scanned*,
1.04 GiB
ImOs
scanned*™,
1.11 GiB
Imb5s
scanned*,
1.22 GiB
Iml0s
scanned*,
1.35 GiB
Iml5s
scanned*™,
1.48 GiB
Im20s
scanned*,
1.61 GiB
Im25s
scanned*™,
1.77 GiB
Im30s
scanned*,
1.86 GiB

scanned*™,

1.92 GiB

scanned*™,
error
2.02 GiB

PASSED

resume -dircount <n[k]>

58,962 indexed*,

91,386 copied¥*,
out (15.4

98,413 copiedr*,
out (13.3

104,134 copied~,
out (23.2

109,594 copied~,
out (25.5

113,798 copied~,
out (28.2

118,078 copied~,
out (25.1

121,502 copied~,
out (33.0

126,147 copied~,
out

1m35s

131,830 copied~,
out

Imdls
xcp resume -id IDO0O0O1

134,630 copied*,

in (19.9 MiB/s),

1m43s.

1013 MiB in

(32.8 MiB/s), 991 MiB out

73,849 indexed*, 1.06 GiB in (15.4

89,168 indexed*, 1.13 GiB in (14.0

89,168 indexed*, 1.25 GiB in (23.9

94,016 indexed*, 1.38 GiB in (25.7

94,016 indexed*, 1.52 GiB in (28.6

94,016 indexed*, 1.64 GiB in (24.6

94,016 indexed*, 1.80 GiB in (34.0

104,150 indexed*, 1.88 GiB in (16.2

119,455 indexed*, 1.95 GiB in (13.6

-bs 32k

0 modification, 0 new item, 0 delete

1.99 GiB out (19.7 MiB/s)

Utilice la -dircount <n[k]> con el resume comando para especificar el tamafo de solicitud al leer
directorios. El valor predeterminado es 64k.
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Sintaxis

xcp resume -id <catalog name> -dircount <n[k]>
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Muestra el ejemplo
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root@localhost linux]#

XCp:

Index: {source:

<IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'IDOO1':
xcp: diff 'IDOO1':
progress

39,520 reviewed,

1s.

xcp: resume 'IDOO1':
directories...

xXcp: resume 'IDOO1':
xcp: resume 'IDOO1':
xcp: resume 'ID0OO1':
xXCcp: resume 'IDOO1':

-newid: u'ID001'}

XCp:

resume 'IDO0OO1':

resume

76,626 scanned*,

MiB/s), 23.0 MiB out

MiB/s), 5s

79,751 scanned¥®,

MiB/s), 131 MiB out
MiB/s), 10s

79,751 scanned¥®,

MiB/s), 223 MiB out
MiB/s), 15s

79,751 scanned¥®,

MiB/s), 313 MiB out
MiB/s), 20s

84,791 scanned*,

MiB/s), 384 MiB out
MiB/s), 25s

94,698 scanned*™,

MiB/s), 473 MiB out
MiB/s), 30s

99,734 scanned*™,

MiB/s), 591 MiB out
MiB/s), 35s

104,773 scanned*, 86,288 copied*,

MiB/s), 703 MiB out
MiB/s), 40s

110,076 scanned*, 93,265 copied*,

2.47 MiB in

Reviewing the incomplete index...

Starting second pass for the in-progress

(1.49 MiB/s),

12.6 KiB out

./xcp resume -id ID001 -dircount 32k

Resuming the in-progress directories...

Resumed command:
Current options:

Merged options:

copy {-newid:
{_

{-dircount:

dircount:

'32k"',
'32k', -

u'ID001'}
=11@lg

id:

Found 4,582 completed directories and 238 in

(7.62 KiB/s),

"ID0OO0L'}
'IDO01"',

Values marked with a * include operations before

43,825 copied~,

(4.60

49,942 copied*,

(21.5

55,901 copied*,

(18.3

61,764 copied*,

(17.9

68,129 copied*,

(14.2

74,741 copied*,

(17.8

80,110 copied*,

(23.7

(22.3

39,520

39,520

39,520

39,520

44,510

54,039

59,044

69,005 indexed¥,

79,102 indexed™,

indexed~*,

indexed~*,

indexed~*,

indexed~*,

indexed~*,

indexed~*,

indexed~*,

31.7 MiB in

140 MiB

234 MiB

325 MiB

397 MiB

485 MiB

605 MiB

in

in

in

in

in

in

716 MiB in

795 MiB in

(6.33

(18.0

(14.3

(24.1

(22.2

(15.8



MiB/s), 781 MiB out (15.5
MiB/s), 45s

121,341 scanned*, 100,077 copied*, 84,096 indexed*, 897 MiB in (20.4

MiB/s), 881 MiB out (19.9

MiB/s), 50s

125,032 scanned*, 105,712 copied*, 89,132 indexed*, 1003 MiB in
MiB/s), 985 MiB out (20.7

MiB/s), 55s

129,548 scanned*, 110,382 copied*, 89,132 indexed*, 1.14 GiB in
MiB/s), 1.12 GiB out (32.1

MiB/s), 1mOs

131,976 scanned*, 115,158 copied*, 94,221 indexed*, 1.23 GiB in
MiB/s), 1.21 GiB out (18.3

MiB/s), 1mbs

134,430 scanned*, 119,161 copied*, 94,221 indexed*, 1.37 GiB in
MiB/s), 1.35 GiB out (28.3

MiB/s), 1mlOs

134,630 scanned*, 125,013 copied*, 109,402 indexed*, 1.47 GiB in
MiB/s), 1.45 GiB out

(21.4 MiB/s), 1ml5s

134,630 scanned*, 129,301 copied*, 114,532 indexed*, 1.61 GiB in
MiB/s), 1.60 GiB out

(29.8 MiB/s), 1m20s

134,630 scanned*, 132,546 copied*, 124,445 indexed*, 1.69 GiB in
MiB/s), 1.67 GiBout

(15.0 MiB/s), 1m25s

Xcp command : xcp resume -id ID0O01 -dircount 32k

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, O
item, 0 error

Speed : 1.70 GiB in (19.7 MiB/s), 1.69 GiB out (19.5 MiB/s)
Total Time : 1m28s.

STATUS : PASSED

reanudar <n> paralelo

(21.2

(32.0

(27.8

(21.2

(29.4

(14.8

delete

Utilice la - parallel <n> con el resume comando para especificar el nUum. maximo de procesos por lotes

simultaneos. El valor predeterminado es 7.

Sintaxis

xcp resume -id <catalog name> -parallel <n>
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Muestra el ejemplo
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[root@localhost linux]#

XCp:

Index:

{source:

./xcp resume -id ID001 -parallel 3

<IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'IDOO1':
xcp: diff 'IDOO1':
progress

19,399 reviewed,

1s.
XCp:

directories.

XCp:
XCp:
XCp:

KOS

-parallel:

XCcp:
resume
39,610
MiB/s),
MiB/s),
39,610
MiB/s),
MiB/s),
48,111
MiB/s),
MiB/s),
55,412
MiB/s),
MiB/s),
59,639
MiB/s),
MiB/s),
69,520
MiB/s),
MiB/s),
78,596
MiB/s),
MiB/s),
79,673
MiB/s),
MiB/s),
84,600

resume

resume
resume
resume

resume

resume

3}

scanned¥*,

5s
scanned¥*,
134 MiB out
10s
scanned¥®,
212 MiB out
15s
scanned¥®,
304 MiB out
21s
scanned¥®,
377 MiB out
268
scanned¥®,
423 MiB out
31s
scanned¥®,
476 MiB out
36s
scanned¥®,
593 MiB out
41s
scanned¥®,

1.28 MiB in
'ID001"':
'"IDO01"':
'"ID001"':
'IDOO01"':
'"IDO01"':

'IDOO01"':

23,
45.8 MiB out
28,
34,
40,
40,
55,
62,

68,

74,

Reviewing the incomplete index...

Found 2,347 completed directories and 149 in

(659 KiB/s), 9.77 KiB out (4.93 KiB/s),
Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command: copy {-newid: u'ID001'}
Current options: {-id: 'ID0OO1l', -parallel: 3}
Merged options: {-id: 'IDOOl1', -newid: u'IDOO1',

Values marked with a * include operations before

642 copied*, 19,399 indexed*, 56.3 MiB in (11.2
(9.15

980 copied*, 19,399 indexed*, 145 MiB in (17.6
(17.6

782 copied*, 34,042 indexed*, 223 MiB in (15.8
(15.7

468 copied*, 34,042 indexed*, 317 MiB in (18.4
(18.1

980 copied*, 39,032 indexed*, 390 MiB in (14.6
(14.5

251 copied*, 49,006 indexed*, 438 MiB in (9.59
(9.21

054 copied*, 59,001 indexed*, 492 MiB in (10.7
(10.6

163 copied*, 59,001 indexed*, 610 MiB in (23.5
(23.5

238 copied*, 64,150 indexed*, 723 MiB in (22.5



MiB/s),
MiB/s), 46s
94,525 scanned¥*,
MiB/s),
MiB/s), 51s
94,525 scanned¥*,
MiB/s),
MiB/s), 56s
09,514 scanned~®,
MiB/s),
MiB/s),
111,953
MiB/s),
MiB/s),
114,605
MiB/s),
MiB/s),
124,531
MiB/s),
(29.4 MiB/s),
129,694 scanned*,
MiB/s),
(33.1 MiB/s),
131,753 scanned¥*,
MiB/s),
(25.9 MiB/s),
134,630 scanned¥*,
MiB/s),
(11.2 MiB/s),
Xcp command
134,630 scanned*,

item,

Imls

scanned*™,

lm6s

scanned¥®,

Imlls

scanned*™,

0 error
Speed
Total Time
STATUS PASSED

resume -preserve-atime

705 MiB out

80,754 copied™,
788 MiB out

85,119 copied~,
988 MiB out

93,474 copied¥*,

1.06 GiB out

1.16 GiB out

1.34 GiB out

2.02 GiB in
1m35s.

(22.3

74,157 indexed*,
(16.4

74,157 indexed¥*,
(39.9

89,192 indexed~®,
(20.2

100,639 copied~,
(19.2

94,248 indexed¥®,

105,958 copied*,
(36.6

94,248 indexed¥*,

112,340 copied*, 104,275 indexed*,

1.48 GiB out
Iml6s

117,218 copied*, 109,236 indexed*,

1.65 GiB out
Im21s

123,850 copied*, 114,358 indexed*,

1.77 GiB out
1m26s

130,829 copied*, 124,437 indexed*,

1.83 GiBout
1m31s
xcp resume -id ID0O1

-parallel 3
134,630 copiedx,

(21.6 MiB/s), 2.00 GiB out

807 MiB in

i

0 modification, O

(21.3

1007 MiB in

08 GiB in

(16.7

(39.9

(20.7

1.18 GiB in

1.36 GiB in

GiB

GiB

GiB

GiB

new item,

MiB/s)

(19.3
(36.8
in (29.8
in (33.2
in (25.9
in (11.2
0 delete

Utilice la -preserve-atime con el resume comando para restaurar todos los archivos a la fecha de ultimo

acceso en el origen.

La -preserve-atime El parametro restablece el tiempo de acceso al valor original establecido antes de la

operacion de lectura XCP.
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Sintaxis

xcp resume -id <catalog name> -preserve-atime

Muestra el ejemplo

root@
30 14

XCp:
30 14
XCp:

10.10
XCcp:

30 14
nothi
0 in

Xcp c
30 14
Stats
Speed
Total
Migra
Job I
30 14
Log P
30 14
30 14
STATU

clientl linux]# ./xcp resume -preserve-atime -id XCP_copy 2022-06-
.22.53.742272

Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
.37.07.746208 resume

Index: {source: 101.10.10.12:/source vol, target:
2.102.70:/dest_vol}

Tune: Previous operation on id 'XCP_copy 2022-06-
.22.53.742272"' already completed;

ng to resume

(0/s), 0 out (0/s), 6s

ommand : Xcp resume -preserve-atime -id XCP_copy 2022-06-
.22.53.742272

0 in (0/s), 0 out (0/s)

Time : 6s.
tion ID: XCP copy 2022-06-30 14.22.53.742272
D : Job XCP_copy 2022-06-30 14.22.53.742272 2022-06-
.37.07.746208 resume
ath : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
.22.53.742272 2022-06-

.37.07.746208 resume.log
S : PASSED

reanudar -s3.insecure

Utilice la -s3.insecure con el resume Comando que se utiliza HTTP en lugar de HTTPS para la
comunicacion del bloque S3.

®

Sintaxis

Sila -s3.insecure el parametro se utiliza con el copy comando, se ignora al reanudar. Debe
especificar -s3. insecure de nuevo para utilizar la opcién en la reanudacion.

xcp resume -s3.insecure -id <catalog name>
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Muestra el ejemplo

root@clientl linux]# ./xcp resume -s3.insecure -id XCP copy 2023-06-
08 10.31.47.381883

Job ID: Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Index: {source: 1 hdfs:///user/demo, target: s3://bucketl/}
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

4,009 reviewed, 88.7 KiB in (76.1 KiB/s), 332 out (285/s), 1s.
4,009 reviewed, 90.9 KiB in (77.6 KiB/s), 2.44 KiB out (2.08 KiB/s),
1s.

Starting second pass for the in-progress directories...

4,009 reviewed, 4,009 re-reviewed, 179 KiB in (130 KiB/s), 2.72 KiB out
(1.98 KiB/s), 1s.

9,008 scanned*, 4,540 copied*, 4,009 indexed*, 534 KiB
s3.data.uploaded, 534

s3.copied.single.key.file, 534 s3.copied.file, 2.28 MiB in (464 KiB/s),
631 KiB out (126 KiB/s),

5s

9,008 scanned*, 5,551 copied*, 4,009 indexed*, 1.51 MiB
s3.data.uploaded, 1,544

s3.copied.single.key.file, 1,544 s3.copied.file, 3.38 MiB in (222
KiB/s), 1.74 MiB out (226

KiB/s), 10s

9,008 scanned*, 6,596 copied*, 4,009 indexed*, 2.53 MiB
s3.data.uploaded, 2,595

s3.copied.single.key.file, 2,595 s3.copied.file, 4.55 MiB in (235
KiB/s), 2.91 MiB out (236

KiB/s), 15s

9,008 scanned*, 7,658 copied*, 4,009 indexed*, 3.57 MiB
s3.data.uploaded, 3,652

s3.copied.single.key.file, 3,652 s3.copied.file, 5.71 MiB in (234
KiB/s), 4.09 MiB out (238

KiB/s), 20s

9,008 scanned*, 8,711 copied*, 4,009 indexed*, 4.60 MiB
s3.data.uploaded, 4,706

s3.copied.single.key.file, 4,706 s3.copied.file, 6.88 MiB in (235
KiB/s), 5.26 MiB out (236

KiB/s), 25s

Xcp command : xXcp resume -s3.insecure -id XCP copy 2023-06-

08 10.31.47.381883

Stats : 9,008 scanned*, 9,006 copied*, 9,009 indexed*, 4.88 MiB
s3.data.uploaded, 4,996

s3.copied.single.key.file, 4,996 s3.copied.file
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Speed : 7.10 MiB in (270 KiB/s), 5.76 MiB out (219 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-08 10.31.47.381883

Job ID : Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume.log

STATUS : PASSED

resume -s3.endpoint <s3_endpoint_url>

Utilice la -s3.endpoint <s3 endpoint url> con el resume Comando para sustituir la URL de punto final
de AWS predeterminada con la URL especificada para la comunicacion del bloque S3.

De forma predeterminada, resume utiliza el perfil S3 y el punto final S3 especificados durante la
operacion de copia. Sin embargo, si especifica un nuevo punto final S3 y un perfil S3 en el
curriculum, sustituye el valor predeterminado utilizado con el copy comando.

Sintaxis

xcp resume -s3.profile <profile name> -s3.endpoint https://<endpoint url>:

-1id <catalog name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp resume -id XCP copy 2023-06-
13 11.48.59.454327

Job ID: Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Index: {source: hdfs:///user/demo, target: s3://xcp-testing/}
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (2.47 KiB/s), 188 out (102/s), 1s.

9 reviewed, 6.81 KiB in (3.70 KiB/s), 2.30 KiB out (1.25 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (5.65 KiB/s), 2.44 KiB out (1.26
KiB/s), 1s.

15,008 scanned*, 1,532 copied*, 9 indexed*, 1.50 MiB s3.data.uploaded,
1,539

s3.copied.single.key.file, 1,539 s3.copied.file, 4.64 MiB in (946
KiB/s), 1.77 MiB out (360

KiB/s), 6s

15,008 scanned*, 4,764 copied*, 9 indexed*, 4.67 MiB s3.data.uploaded,
4,784

s3.copied.single.key.file, 4,784 s3.copied.file, 8.21 MiB in (727
KiB/s), 5.38 MiB out (736

KiB/s), 1lls

15,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

5,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

s3.copied.single.key.file, 7,935 s3.copied.file, 11.7 MiB in (703
KiB/s), 8.89 MiB out (708

KiB/s), 16s

15,008 scanned*, 10,863 copied*, 9 indexed*, 10.6 MiB s3.data.uploaded,
10,864

s3.copied.single.key.file, 10,864 s3.copied.file, 14.9 MiB in (660
KiB/s), 12.2 MiB out (664

KiB/s), 21s

15,008 scanned*, 14,060 copied*, 9 indexed*, 13.7 MiB s3.data.uploaded,
14,076

s3.copied.single.key.file, 14,076 s3.copied.file, 18.5 MiB in (716
KiB/s), 15.7 MiB out (725

KiB/s), 26s

Xcp command : xcp resume -id XCP copy 2023-06-13 11.48.59.454327

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
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Speed : 19.2 MiB in (708 KiB/s), 17.1 MiB out (631 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.48.59.454327

Job ID : Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume.log

STATUS : PASSED

reanudar s3.profile <profile_name>

Utilice la -s3.profile <profile name> con el resume Comando para especificar un perfil del archivo de
credenciales de AWS para la comunicacion del bloque S3.

De forma predeterminada, resume utiliza el perfil S3 y el punto final S3 especificados durante la
operacion de copia. Sin embargo, si especifica un nuevo punto final S3 y un perfil S3 en el
curriculum, sustituye el valor predeterminado utilizado con el copy comando.

Sintaxis

xcp resume -s3.profile <name> -s3.endpoint -id <catalog name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp resume -s3.profile sg -s3.endpoint

https://<endpoint url>: -id
XCP_copy 2023-06-08 10.40.42.519258

Job ID: Job XCP copy 2023-06-08 10.40.42.519258 2023-06-
08 10.52.18.453982 resume

Index: {source: hdfs:///user/demo target: s3://xxx-bucket/
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.03 KiB/s), 188 out (126/s), 1ls.

9 reviewed, 6.81 KiB in (4.52 KiB/s), 2.30 KiB out (1.53 KiB/s), 1s.

Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (6.76 KiB/s), 2.44 KiB out

KiB/s), 1s.
15,008 scanned*, 1,660 copied*, 9 indexed*, 1.64 MiB s3.data
1,675

s3.copied.single.key.file, 1,675 s3.copied.file, 4.75 MiB in
KiB/s), 1.92 MiB out (392

KiB/s), b5s
15,008 scanned*, 3,453 copied*, 9 indexed*, 3.39 MiB s3.data
3,467

s3.copied.single.key.file, 3,467 s3.copied.file, 6.79 MiB in
KiB/s), 3.91 MiB out (403

KiB/s), 10s

15,008 scanned*, 6,296 copied*, 9 indexed*, 6.16 MiB s3.data
6,305

s3.copied.single.key.file, 6,305 s3.copied.file, 9.86 MiB in
KiB/s), 7.08 MiB out (637

KiB/s), 15s

15,008 scanned*, 9,527 copied*, 9 indexed*, 9.33 MiB s3.data
9,554

s3.copied.single.key.file, 9,554 s3.copied.file, 13.4 MiB in
KiB/s), 10.7 MiB out (726

KiB/s), 20s

15,008 scanned*, 12,656 copied*, 9 indexed*, 12.4 MiB s3.data.uploaded,

12,648

s3.copied.single.key.file, 12,648 s3.copied.file, 16.9 MiB in

KiB/s), 14.1 MiB out (706

KiB/s), 25s

Xcp command : xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id XCP_copy 2023-

06-08 10.40.42.519258

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.

s3.data.uploaded,

.uploaded,

(971

.uploaded,

(412

.uploaded,

(619

.uploaded,

(717

(715

6 MiB

(1.51
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14,996 s3.copied.single.key.file, 14,996 s3.copied.file

Speed : 19.2 MiB in (661 KiB/s), 17.1 MiB out (590 KiB/s)

Total Time : 29s.

Migration ID: XCP copy 2023-06-08 10.40.42.519258

Job ID : Job XCP copy 2023-06-08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume.log

STATUS : PASSED

reanudar -s3.noverify

Utilice la -s3.noverify con el resume Comando para anular la verificacién predeterminada de la
certificacion SSL para la comunicacion del bloque S3.

Sintaxis

xcp resume -s3.noverify -id <catalog name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp resume -s3.noverify -id XCP copy 2023-06-
13 11.32.47.743708

Job ID: Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Index: {source: hdfs:///user/demo, target: s3://bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.70 KiB/s), 188 out (153/s), 1s.

9 reviewed, 6.81 KiB in (5.52 KiB/s), 2.30 KiB out (1.87 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (8.19 KiB/s), 2.44 KiB out (1.83
KiB/s), 1s.

15,008 scanned*, 1,643 copied*, 9 indexed*, 1.62 MiB s3.data.uploaded,
1,662

s3.copied.single.key.file, 1,662 s3.copied.file, 4.78 MiB in (969
KiB/s), 1.90 MiB out (385

KiB/s), 5s

15,008 scanned*, 4,897 copied*, 9 indexed*, 4.78 MiB s3.data.uploaded,
4,892

s3.copied.single.key.file, 4,892 s3.copied.file, 8.38 MiB in (735
KiB/s), 5.50 MiB out (737

KiB/s), 10s

15,008 scanned*, 8,034 copied*, 9 indexed*, 7.86 MiB s3.data.uploaded,
8,048

s3.copied.single.key.file, 8,048 s3.copied.file, 11.8 MiB in (696
KiB/s), 9.02 MiB out (708

KiB/s), 15s

15,008 scanned*, 11,243 copied*, 9 indexed*, 11.0 MiB s3.data.uploaded,
11,258

s3.copied.single.key.file, 11,258 s3.copied.file, 15.3 MiB in (709
KiB/s), 12.6 MiB out (724

KiB/s), 20s

15,008 scanned*, 14,185 copied*, 9 indexed*, 13.9 MiB s3.data.uploaded,
14,195

s3.copied.single.key.file, 14,195 s3.copied.file, 18.6 MiB in (662
KiB/s), 15.9 MiB out (660

KiB/s), 25s

Xcp command : xcp resume -s3.noverify -id XCP copy 2023-06-

13 11.32.47.743708

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file

Speed : 19.2 MiB in (736 KiB/s), 17.1 MiB out (657 KiB/s)
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Total Time : 26s.

Migration ID: XCP_ copy 2023-06-13 11.32.47.743708

Job ID : Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume.log

STATUS : PASSED

verificacion

La verify el comando utiliza la comparacion completa de datos byte por byte entre los
directorios de origen y de destino después de una operacion de copia sin utilizar un
numero de indice de catalogo. El comando comprueba las horas de modificacion y otros
atributos de archivo o directorio, incluidos los permisos. EI comando también lee los
archivos en ambos lados y compara los datos.

Sintaxis

xcp verify <source NFS export path> <destination NFS exportpath>
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp verify <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xXcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

04 23.54.40.893449

32,493 scanned, 11,303 found, 7,100 compared, 7,100 same data, 374 MiB
in (74.7 MiB/s), 4.74 MiB

out (971 KiB/s), b5s

40,109 scanned, 24,208 found, 18,866 compared, 18,866 same data, 834
MiB in (91.5 MiB/s), 10.5

MiB out (1.14 MiB/s), 10s

56,030 scanned, 14,623 indexed, 33,338 found, 27,624 compared, 27,624
same data, 1.31 GiB in

(101 MiB/s), 15.9 MiB out (1.07 MiB/s), 15s

73,938 scanned, 34,717 indexed, 45,583 found, 38,909 compared, 38,909
same data, 1.73 GiB in

(86.3 MiB/s), 22.8 MiB out (1.38 MiB/s), 20s

76,308 scanned, 39,719 indexed, 61,810 found, 54,885 compared, 54,885
same data, 2.04 GiB in

(62.8 MiB/s), 30.2 MiB out (1.48 MiB/s), 25s

103,852 scanned, 64,606 indexed, 77,823 found, 68,301 compared, 68,301
same data, 2.31 GiB in

(56.0 MiB/s), 38.2 MiB out (1.60 MiB/s), 30s

110,047 scanned, 69,579 indexed, 89,082 found, 78,794 compared, 78,794
same data, 2.73 GiB in

(85.6 MiB/s), 43.6 MiB out (1.06 MiB/s), 35s

113,871 scanned, 79,650 indexed, 99,657 found, 89,093 compared, 89,093
same data, 3.23 GiB in

(103 MiB/s), 49.3 MiB out (1.14 MiB/s), 40s

125,092 scanned, 94,616 indexed, 110,406 found, 98,369 compared, 98,369
same data, 3.74 GiB in

(103 MiB/s), 55.0 MiB out (1.15 MiB/s), 45s

134,630 scanned, 104,764 indexed, 120,506 found, 106,732 compared,
106,732 same data, 4.23 GiB

in (99.9 MiB/s), 60.4 MiB out (1.05 MiB/s), 50s

134,630 scanned, 114,823 indexed, 129,832 found, 116,198 compared,
116,198 same data, 4.71 GiB

in (97.2 MiB/s), 65.5 MiB out (1.04 MiB/s), 55s

Xcp command : xcp verify <IP address of NFS server>:/source vol <IP
address of destination NF'S

server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (86.4 MiB/s),
Total Time : 58s.
STATUS PASSED

69.2 MiB out (1.18 MiB/s)

En la siguiente tabla, se muestra el verify parametros y su descripcion.

Parametro

verifique -stats

verifique -csv

verifique -nodata
verifique -noattrs
verifique -nomods

verifique -mtimewindow

verifique -v

verifique -

verifique -nonames

verificar -coincidir

<<nfs_verify_bs,verificar -bs [k]>

verificar -paralelo

<<nfs_verify_dircount,verifique -dircount [k]>

Verifique -noid

verifique -preserve-atime

compruebe -s3.insecure

<<nfs_verify_s3_endpoint,verificar -s3.punto final

verificar -s3.profile
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Descripcion

Analiza los arboles de origen y destino en paralelo y
compara las estadisticas de arbol.

Analiza los arboles de origen y destino en paralelo y
compara las estadisticas de arbol.

No comprueba los datos.
No comprueba los atributos.
No comprueba las horas de modificacion del archivo.

Especifica la diferencia de tiempo de modificacion
aceptable para la verificacion.

Recupera formatos de salida para mostrar las
diferencias encontradas.

Recupera formatos de salida para mostrar las
diferencias encontradas.

Excluye nombres de usuarios y grupos de listados de
archivos o informes.

Sélo procesa archivos y directorios que coincidan con
el formato.

Especifica el tamaio del bloque de lectura/escritura
(valor predeterminado: 64K).

Especifica el Num. Maximo de procesos por lotes
simultaneos (valor por defecto: 7).

Especifica el tamafo de solicitud al leer directorios.

Desactiva la creacion de un indice por defecto (valor
por defecto: False).

Restaura todos los archivos a la fecha de ultimo
acceso en el origen.

Proporciona la opcién de utilizar HTTP en lugar de
HTTPS para la comunicacién del bloque S3.

Reemplaza la URL de punto final predeterminada de
Amazon Web Services (AWS) con la URL
especificada para la comunicacion del bloque S3.

Especifica un perfil del archivo de credenciales de
AWS para la comunicacién del bloque S3.



Parametro Descripcion

compruebe -s3.noverify Anula la verificacion predeterminada de la
certificacion SSL para la comunicacion del bloque S3.

verifique -stats y verifique -csv

Utilice la —stats y.. —csv parametros con el verify comando para explorar los arboles de origen y destino
en paralelo y comparar estadisticas de arbol.

Sintaxis

cp verify -stats <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

170

[root@Rlocalhost linux]# ./xcp verify -stats

<source ip address>:/source vol <destination ip address>:/dest vol

228,609 scanned, 49.7 MiB in (9.93 MiB/s),
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

235 73,916 43,070 4,020 129 15
same same same same same same
== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
47,120

same

79,772

same

7,608

same

130

same

== Modified ==

3.06 MiB out

(625 KiB/s),

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15

same 116,121

same 5,249

same

Total count: 134,630 / same

Directories: 13,108 / same

Regular files: 121,385 / same

Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files:

None / same

Xcp command : xcp verify -stats <source ip address>:/source vol

<<destination ip address>:/dest vol

5s



269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.44 MiB/s), 3.94 MiB out (506 KiB/s)
Total Time : 7s.

STATUS : PASSED

Sintaxis

xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

172

[root@Rlocalhost linux]# ./xcp verify -csv

<source ip address>:/source vol <destination ip address>:/dest vol

222,028 scanned, 48.2 MiB in (9.63 MiB/s),

== Number of files ==
empty

235

same <8KiB 73,916
same 8-64KiB
43,070

same 64KiB-1MiB
4,020

same 1-10MiB

129

same 10-100MiB >100MiB
15

same

== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K
3

same 10,300

same 2,727

same 67

same 11

same

== Depth ==

0-5

6-10

11-15

16-20

21-100

>100

47,120

same 79,772

same 7,608

same 130

same

== Modified ==

>1 year >1 month
1-31 days

1-24 hrs

<1 hour

<15 mins

future

>10K

2.95 MiB out

(603 KiB/s),

5s



15
same 121,370

same

Total count: 134,630 / same Directories: 13,108 / same Regular files:

121,385 / same Symbolic links: 137 / same Special files: None / same
Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.53 MiB/s), 3.94 MiB out (512 KiB/s) Total Time
7s.
STATUS : PASSED
Sintaxis

xcp verify -stats -csv <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo
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[root@Rlocalhost linux]# ./xcp verify -stats -csv <IP address of source

NFS server>:/source vol <IP

address of destination NFS server>:/dest vol

224,618 scanned, 48.7 MiB in (9.54 MiB/s),
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

235 73,916 43,070 4,020 129 15
same same same same same same
== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
47,120

same

79,772

same

7,608

same

130

same

== Modified ==

2.98 MiB out

(597 KiB/s),

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15

same 121,370

same

Total count: 134,630 / same

Directories: 13,108 / same

Regular files: 121,385 / same

Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files:

None / same

Xcp command : xcp verify -stats -csv <IP address of source NFS

server>:/source vol <IP

5s



address of destination NFS server>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.49 MiB/s), 3.94 MiB out (509 KiB/s)
Total Time : 7s.

STATUS : PASSED

verifique -nodata
Utilice la -nodata con el verify comando para especificar no comprobar datos.

Sintaxis

xcp verify -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Muestra el ejemplo

[root@localhost linux]# ./xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.18.01.159115

70,052 scanned, 29,795 indexed, 43,246 found, 25.8 MiB in (5.14 MiB/s),
9.39 MiB out

(1.87 MiB/s), 5s

117,136 scanned, 94,723 indexed, 101,434 found, 50.3 MiB in (4.90
MiB/s), 22.4 MiB out (2.60

MiB/s), 10s

Xcp command : xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (attrs, mods), O

different item, 0 error

Speed : 62.7 MiB in (4.65 MiB/s), 30.2 MiB out (2.24MiB/s)

Total Time : 13s.

STATUS : PASSED

verifique -noattrs

Utilice la -noattrs con el verify comando para especificar no comprobar los atributos.
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Sintaxis

xcp verify -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address
of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-05 02.19.14.011569

40,397 scanned, 9,917 found, 4,249 compared, 4,249 same data, 211 MiB
in (41.6 MiB/s), 3.78 MiB

out (764 KiB/s), 5s

40,397 scanned, 14,533 found, 8,867 compared, 8,867 same data, 475 MiB
in (52.9 MiB/s), 6.06 MiB

out (466 KiB/s), 10s

40,397 scanned, 20,724 found, 15,038 compared, 15,038 same data, 811
MiB in (67.0 MiB/s), 9.13

MiB out (628 KiB/s), 15s

40,397 scanned, 25,659 found, 19,928 compared, 19,928 same data, 1.02
GiB in (46.6 MiB/s), 11.5

MiB out (477 KiB/s), 20s

40,397 scanned, 30,535 found, 24,803 compared, 24,803 same data, 1.32
GiB in (62.0 MiB/s), 14.0

MiB out (513 KiB/s), 25s

75,179 scanned, 34,656 indexed, 39,727 found, 32,595 compared, 32,595
same data, 1.58 GiB in

(53.4 MiB/s), 20.1 MiB out (1.22 MiB/s), 30s

75,179 scanned, 34,656 indexed, 47,680 found, 40,371 compared, 40,371
same data, 1.74 GiB in

(32.3 MiB/s), 23.6 MiB out (717 KiB/s), 35s

75,179 scanned, 34,656 indexed, 58,669 found, 51,524 compared, 51,524
same data, 1.93 GiB in

(37.9 MiB/s), 28.4 MiB out (989 KiB/s), 40s

78,097 scanned, 39,772 indexed, 69,343 found, 61,858 compared, 61,858
same data, 2.12 GiB in

(39.0 MiB/s), 33.4 MiB out (1015 KiB/s), 45s

110,213 scanned, 69,593 indexed, 80,049 found, 69,565 compared, 69,565
same data, 2.37 GiB in

(51.3 MiB/s), 39.3 MiB out (1.18 MiB/s), 50s

110,213 scanned, 69,593 indexed, 86,233 found, 75,727 compared, 75,727
same data, 2.65 GiB in

(57.8 MiB/s), 42.3 MiB out (612 KiB/s), 55s

110,213 scanned, 69,593 indexed, 93,710 found, 83,218 compared, 83,218
same data, 2.93 GiB in

(56.1 MiB/s), 45.8 MiB out (705 KiB/s), 1mOs

110,213 scanned, 69,593 indexed, 99,700 found, 89,364 compared, 89,364
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same data, 3.20 GiB in

(56.9 MiB/s), 48.7 MiB out (593 KiB/s), 1mbs

124,888 scanned, 94,661 indexed, 107,509 found, 95,304 compared, 95,304
same data, 3.54 GiB in

(68.6 MiB/s), 53.5 MiB out (1000 KiB/s), 1mlO0s

134,630 scanned, 104,739 indexed, 116,494 found, 102,792 compared,
102,792 same data, 3.94 GiB

in (81.7 MiB/s), 58.2 MiB out (949 KiB/s), 1ml5s

134,630 scanned, 104,739 indexed, 123,475 found, 109,601 compared,
109,601 same data, 4.28 GiB

in (70.0 MiB/s), 61.7 MiB out (711 KiB/s), 1m20s

134,630 scanned, 104,739 indexed, 129,354 found, 115,295 compared,
115,295 same data, 4.55 GiB

in (55.3 MiB/s), 64.5 MiB out (572 KiB/s), 1m25s

Xcp command : xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, mods), O

different item, 0 error

Speed : 4.95 GiB in (56.5 MiB/s), 69.2 MiB out (789 KiB/s)

Total Time : 1m29s.

STATUS : PASSED

verifique -nomods

Utilice la -nomods con el verify comando para especificar que no se comprueben las horas de modificacion
del archivo.

Sintaxis

xcp verify -nomods <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp verify -nomods <IP address of NFS
server>:/source vol <IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.22.33.738593

40,371 scanned, 10,859 found, 5,401 compared, 5,401 same data, 296 MiB
in (59.1 MiB/s), 4.29 MiB

out (876 KiB/s), b5s

40,371 scanned, 22,542 found, 17,167 compared, 17,167 same data, 743
MiB in (88.9 MiB/s), 9.67

MiB out (1.07 MiB/s), 10s

43,521 scanned, 4,706 indexed, 32,166 found, 26,676 compared, 26,676
same data, 1.17 GiB in

(91.3 MiB/s), 14.5 MiB out (996 KiB/s), 15s

70,260 scanned, 29,715 indexed, 43,680 found, 37,146 compared, 37,146
same data, 1.64 GiB in

(96.0 MiB/s), 21.5 MiB out (1.38 MiB/s), 20s

75,160 scanned, 34,722 indexed, 60,079 found, 52,820 compared, 52,820
same data, 2.01 GiB in

(74.4 MiB/s), 29.1 MiB out (1.51 MiB/s), 25s

102,874 scanned, 69,594 indexed, 77,322 found, 67,907 compared, 67,907
same data, 2.36 GiB in

(71.2 MiB/s), 38.3 MiB out (1.85 MiB/s), 30s

110,284 scanned, 69,594 indexed, 89,143 found, 78,952 compared, 78,952
same data, 2.82 GiB in

(92.8 MiB/s), 43.9 MiB out (1.08 MiB/s), 35s

112,108 scanned, 79,575 indexed, 100,228 found, 89,856 compared, 89,856
same data, 3.25 GiB in

(89.3 MiB/s), 49.6 MiB out (1.15 MiB/s), 40s

128,122 scanned, 99,743 indexed, 111,358 found, 98,663 compared, 98,663
same data, 3.80 GiB in

(112 MiB/s), 55.8 MiB out (1.24 MiB/s), 45s

134,630 scanned, 104,738 indexed, 123,253 found, 109,472 compared,
109,472 same data, 4.36 GiB

in (114 MiB/s), 61.7 MiB out (1.16 MiB/s), 50s

134,630 scanned, 119,809 indexed, 133,569 found, 120,008 compared,
120,008 same data, 4.94 GiB

in (115 MiB/s), 67.8 MiB out (1.20 MiB/s), 55s]

Xcp command : xcp verify -nomods <IP address of NFS server>:/source vol

<IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

179



verified (data, attrs), O

different item, 0 error

Speed : 4.95 GiB in (90.5 MiB/s), 69.2 MiB out (1.24 MiB/s)
Total Time : 56s.

STATUS : PASSED

verifique -mtimewindow <s>

Utilice la -mtimewindow <s> con el verify comando para especificar la diferencia de tiempo de
modificacién aceptable para la verificacion.

Sintaxis

xcp verify -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp verify -mtimewindow 2 <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xXcp: WARNING: No index name has been specified, creating one with name:

autoname verify 2020-03-

06 02.26.03.797492

27,630 scanned, 9,430 found, 5,630 compared, 5,630 same data, 322 MiB
in (64.1 MiB/s), 3.91 MiB

out (798 KiB/s), b5s

38,478 scanned, 19,840 found, 14,776 compared, 14,776 same data, 811
MiB in (97.8 MiB/s), 8.86

MiB out (1012 KiB/s), 10s

55,304 scanned, 14,660 indexed, 29,893 found, 23,904 compared, 23,904
same data, 1.33 GiB in

(109 MiB/s), 14.6 MiB out (1.14 MiB/s), 15s

64,758 scanned, 24,700 indexed, 43,133 found, 36,532 compared, 36,532
same data, 1.65 GiB in

(65.3 MiB/s), 21.0 MiB out (1.28 MiB/s), 20s

75,317 scanned, 34,655 indexed, 56,020 found, 48,942 compared, 48,942
same data, 2.01 GiB in

(72.5 MiB/s), 27.4 MiB out (1.25 MiB/s), 25s

95,024 scanned, 54,533 indexed, 70,675 found, 61,886 compared, 61,886
same data, 2.41 GiB in

(81.3 MiB/s), 34.9 MiB out (1.49 MiB/s), 30s

102,407 scanned, 64,598 indexed, 85,539 found, 76,158 compared, 76,158

same data, 2.74 GiB in
(67.3 MiB/s), 42.0 MiB out (1.42 MiB/s), 35s

113,209 scanned, 74,661 indexed, 97,126 found, 86,525 compared, 86,525

same data, 3.09 GiB in
(72.6 MiB/s), 48.0 MiB out (1.19 MiB/s), 40s

125,040 scanned, 84,710 indexed, 108,480 found, 96,253 compared, 96,253

same data, 3.51 GiB in

(84.0 MiB/s), 53.6 MiB out (1.10 MiB/s), 45s

132,726 scanned, 99,775 indexed, 117,252 found, 103,740 compared,
103,740 same data, 4.04 GiB in

(108 MiB/s), 58.4 MiB out (986 KiB/s), 50s

134,633 scanned, 109,756 indexed, 126,700 found, 112,978 compared,
112,978 same data, 4.52 GiB

in (97.6 MiB/s), 63.6 MiB out (1.03 MiB/s), 55s

134,633 scanned, 129,807 indexed, 134,302 found, 120,779 compared,
120,779 same data, 4.95 GiB

in (86.5 MiB/s), 68.8 MiB out (1.02 MiB/s), 1mOs

Xcp command : xcp verify -mtimewindow 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
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134,633 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (83.6 MiB/s), 69.2 MiB out (1.14 MiB/s)
Total Time : 1mOs.

STATUS : PASSED

verifique -v y verifique -I.

Utilice la -v y.. 1 parametros con el verify comando para recuperar formatos de salida y enumerar las
diferencias encontradas.

Sintaxis

xcp verify -v <source ip address>:/source vol

<destination ip address>:/dest vol
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Muestra el ejemplo
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[root@Rlocalhost linux]# ./xcp verify -v <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.26.30.055115

32,349 scanned, 10,211 found, 5,946 compared, 5,946 same data, 351 MiB
in (70.1 MiB/s), 4.27 MiB

out (872 KiB/s), 5s

40,301 scanned, 21,943 found, 16,619 compared, 16,619 same data, 874
MiB in (104 MiB/s), 9.74

MiB out (1.09 MiB/s), 10s

52,201 scanned, 14,512 indexed, 33,173 found, 27,622 compared, 27,622
same data, 1.35 GiB in

(102 MiB/s), 16.0 MiB out (1.24 MiB/s), 15s

70,886 scanned, 34,689 indexed, 46,699 found, 40,243 compared, 40,243
same data, 1.77 GiB in

(86.2 MiB/s), 23.3 MiB out (1.47 MiB/s), 20s

80,072 scanned, 39,708 indexed, 63,333 found, 55,743 compared, 55,743
same data, 2.04 GiB in

(55.4 MiB/s), 31.0 MiB out (1.54 MiB/s), 25s

100,034 scanned, 59,615 indexed, 76,848 found, 67,738 compared, 67,738
same data, 2.35 GiB in

(61.6 MiB/s), 37.6 MiB out (1.31 MiB/s), 30s

110,290 scanned, 69,597 indexed, 88,493 found, 78,203 compared, 78,203
same data, 2.75 GiB in

(81.7 MiB/s), 43.4 MiB out (1.14 MiB/s), 35s

116,829 scanned, 79,603 indexed, 102,105 found, 90,998 compared, 90,998
same data, 3.32 GiB in

(117 MiB/s), 50.3 MiB out (1.38 MiB/s), 40s

59

128,954 scanned, 94,650 indexed, 114,340 found, 101,563 compared,
101,563 same data, 3.91 GiB in

(121 MiB/s), 56.8 MiB out (1.30 MiB/s), 45s

134,630 scanned, 109,858 indexed, 125,760 found, 112,077 compared,
112,077 same data, 4.41 GiB

in (99.9 MiB/s), 63.0 MiB out (1.22 MiB/s), 50s

Xcp command : xcp verify -v <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (91.7 MiB/s), 69.2 MiB out (1.25 MiB/s)

Total Time : 55s.

STATUS : PASSED



Sintaxis

xcp verify -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo
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[root@Rlocalhost linux]# ./xcp verify -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xXcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.27.58.969228

32,044 scanned, 11,565 found, 7,305 compared, 7,305 same data, 419 MiB
in (83.7 MiB/s), 4.93 MiB

out (1008 KiB/s), bs

40,111 scanned, 21,352 found, 16,008 compared, 16,008 same data, 942
MiB in (104 MiB/s), 9.64

MiB out (962 KiB/s), 10s

53,486 scanned, 14,677 indexed, 30,840 found, 25,162 compared, 25,162
same data, 1.34 GiB in

(86.4 MiB/s), 15.0 MiB out (1.07 MiB/s), 15s

71,202 scanned, 34,646 indexed, 45,082 found, 38,555 compared, 38,555
same data, 1.72 GiB in

(76.7 MiB/s), 22.5 MiB out (1.51 MiB/s), 20s

75,264 scanned, 34,646 indexed, 60,039 found, 53,099 compared, 53,099
same data, 2.00 GiB in

(58.5 MiB/s), 29.1 MiB out (1.30 MiB/s), 25s

95,205 scanned, 54,684 indexed, 76,004 found, 67,054 compared, 67,054
same data, 2.34 GiB in

(67.5 MiB/s), 37.0 MiB out (1.57 MiB/s), 30s

110,239 scanned, 69,664 indexed, 87,892 found, 77,631 compared, 77,631
same data, 2.78 GiB in

(89.7 MiB/s), 43.2 MiB out (1.23 MiB/s), 35s

115,192 scanned, 79,627 indexed, 100,246 found, 89,450 compared, 89,450
same data, 3.22 GiB in

(90.0 MiB/s), 49.4 MiB out (1.24 MiB/s), 40s

122,694 scanned, 89,740 indexed, 109,158 found, 97,422 compared, 97,422
same data, 3.65 GiB in

(89.4 MiB/s), 54.2 MiB out (978 KiB/s), 45s

134,630 scanned, 104,695 indexed, 119,683 found, 106,036 compared,
106,036 same data, 4.17 GiB

in (105 MiB/s), 59.9 MiB out (1.11 MiB/s), 50s

134,630 scanned, 109,813 indexed, 129,117 found, 115,432 compared,
115,432 same data, 4.59 GiB

in (86.1 MiB/s), 64.7 MiB out (979 KiB/s), 55s

Xcp command : xcp verify -1 <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error



Speed : 4.95 GiB in (84.9 MiB/s), 69.2 MiB out (1.16 MiB/s)
Total Time : 59s.
STATUS : PASSED

Sintaxis

xcp verify -v -1 <source ip address>:/source vol
<destination ip address>:/dest vol

187



Muestra el ejemplo

[root@Rlocalhost linux]# ./xcp verify -v -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xXcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.30.00.952454

24,806 scanned, 8,299 found, 4,817 compared, 4,817 same data, 296 MiB
in (59.1 MiB/s), 3.44 MiB

out (704 KiB/s), b5s

39,720 scanned, 20,219 found, 14,923 compared, 14,923 same data, 716
MiB in (84.0 MiB/s), 8.78

MiB out (1.07 MiB/s), 10s

44,395 scanned, 9,648 indexed, 29,851 found, 24,286 compared, 24,286
same data, 1.20 GiB in (102

MiB/s), 14.0 MiB out (1.05 MiB/s), 15s

62,763 scanned, 24,725 indexed, 40,946 found, 34,760 compared, 34,760
same data, 1.69 GiB in

(101 MiB/s), 20.2 MiB out (1.24 MiB/s), 20s

76,181 scanned, 39,708 indexed, 57,566 found, 50,595 compared, 50,595
same data, 1.98 GiB in

(58.7 MiB/s), 28.3 MiB out (1.61 MiB/s), 25s

90,411 scanned, 49,594 indexed, 73,357 found, 64,912 compared, 64,912
same data, 2.37 GiB in

(79.0 MiB/s), 35.8 MiB out (1.48 MiB/s), 30s

110,222 scanned, 69,593 indexed, 87,733 found, 77,466 compared, 77,466
same data, 2.77 GiB in

(80.5 MiB/s), 43.1 MiB out (1.45 MiB/s), 35s

116,417 scanned, 79,693 indexed, 100,053 found, 89,258 compared, 89,258
same data, 3.23 GiB in

(94.3 MiB/s), 49.4 MiB out (1.26 MiB/s), 40s

122,224 scanned, 89,730 indexed, 111,684 found, 100,059 compared,
100,059 same data, 3.83 GiB in

(123 MiB/s), 55.5 MiB out (1.22 MiB/s), 45s

134,630 scanned, 109,758 indexed, 121,744 found, 108,152 compared,
108,152 same data, 4.36 GiB

in (107 MiB/s), 61.3 MiB out (1.14 MiB/s), 50s

134,630 scanned, 119,849 indexed, 131,678 found, 118,015 compared,
118,015 same data, 4.79 GiB

in (87.2 MiB/s), 66.7 MiB out (1.08 MiB/s), 55s

Xcp command : xcp verify -v -1 <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (87.6 MiB/s), 69.2 MiB out (1.20 MiB/s)
Total Time : 57s.
STATUS : PASSED

verifique -nonames

Utilice la -nonames con el verify comando para excluir nombres de usuarios y grupos de listados de
archivos o informes

Sintaxis

xcp verify -nonames <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nonames <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.03.58.173082

30,728 scanned, 9,242 found, 5,248 compared, 5,248 same data, 363 MiB
in (72.6 MiB/s), 3.93 MiB

out (805 KiB/s), 5s

40,031 scanned, 20,748 found, 15,406 compared, 15,406 same data, 837
MiB in (94.5 MiB/s), 9.19

MiB out (1.05 MiB/s), 10s

50,859 scanned, 9,668 indexed, 32,410 found, 26,305 compared, 26,305
same data, 1.30 GiB in

(99.5 MiB/s), 15.2 MiB out (1.20 MiB/s), 15s

73,631 scanned, 34,712 indexed, 45,362 found, 38,567 compared, 38,567
same data, 1.75 GiB in

(92.2 MiB/s), 22.6 MiB out (1.49 MiB/s), 20s

82,931 scanned, 44,618 indexed, 59,988 found, 52,270 compared, 52,270
same data, 2.08 GiB in

(66.7 MiB/s), 29.6 MiB out (1.39 MiB/s), 25s

96,691 scanned, 59,630 indexed, 77,567 found, 68,573 compared, 68,573
same data, 2.50 GiB in

(85.2 MiB/s), 38.2 MiB out (1.73 MiB/s), 30s

110,763 scanned, 74,678 indexed, 92,246 found, 82,010 compared, 82,010
same data, 2.93 GiB in

(88.8 MiB/s), 45.5 MiB out (1.45 MiB/s), 35s

120,101 scanned, 79,664 indexed, 105,420 found, 94,046 compared, 94,046
same data, 3.47 GiB in

(110 MiB/s), 51.9 MiB out (1.27 MiB/s), 40s

131,659 scanned, 99,780 indexed, 116,418 found, 103,109 compared,
103,109 same data, 4.05 GiB in

(120 MiB/s), 58.1 MiB out (1.25 MiB/s), 45s

134,630 scanned, 114,770 indexed, 127,154 found, 113,483 compared,
113,483 same data, 4.54 GiB

in (100 MiB/s), 64.1 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -nonames <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (92.5 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED
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verifique -match <filter>

Utilice la -match <filter> con el verify comando para procesar solo los archivos y directorios que
coinciden con el filtro.

Sintaxis

xcp verify -match bin <source ip address>:/source vol
<destination ip address>:/dest vol

192



Muestra el ejemplo

193



194

[root@localhost linux]# ./xcp verify -match bin <IP address of NFS
server>:/source_vol <IP address
of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.16.46.005121

32,245 scanned, 25,000 matched, 10,657 found, 6,465 compared, 6,465
same data, 347 MiB in (69.4

MiB/s), 4.44 MiB out (908 KiB/s), 5s

40,306 scanned, 35,000 matched, 21,311 found, 15,969 compared, 15,969
same data, 850 MiB in (101

MiB/s), 9.44 MiB out (1024 KiB/s), 10s

55,582 scanned, 45,000 matched, 14,686 indexed, 31,098 found, 25,293
compared, 25,293 same data,

1.33 GiB in (102 MiB/s), 15.1 MiB out (1.12 MiB/s), 15s

75,199 scanned, 65,000 matched, 34,726 indexed, 45,587 found, 38,738
compared, 38,738 same data,

1.72 GiB in (77.9 MiB/s), 22.7 MiB out (1.52 MiB/s), 20s

78,304 scanned, 70,000 matched, 39,710 indexed, 61,398 found, 54,232
compared, 54,232 same data,

2.08 GiB in (75.0 MiB/s), 30.0 MiB out (1.45 MiB/s), 25s

102,960 scanned, 95,000 matched, 69,682 indexed, 78,351 found, 69,034
compared, 69,034 same

data, 2.43 GiB in (71.9 MiB/s), 38.8 MiB out (1.76 MiB/s), 30s
110,344 scanned, 105,000 matched, 69,682 indexed, 93,873 found, 83,637
compared, 83,637 same

data, 2.85 GiB in (84.2 MiB/s), 45.6 MiB out (1.36 MiB/s), 35s
121,459 scanned, 120,000 matched, 84,800 indexed, 107,012 found, 95,357
compared, 95,357 same

data, 3.30 GiB in (92.8 MiB/s), 52.3 MiB out (1.33 MiB/s), 40s
130,006 scanned, 125,000 matched, 94,879 indexed, 115,077 found,
102,104 compared, 102,104 same

data, 3.97 GiB in (136 MiB/s), 57.2 MiB out (1001 KiB/s), 45s

134,630 scanned, 134,630 matched, 109,867 indexed, 125,755 found,
112,025 compared, 112,025 same

data, 4.53 GiB in (115 MiB/s), 63.2 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -match bin <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 134,630 matched, 100% found (121,150 have data), 100%
verified (data, attrs,

mods), O different item, 0 error

Speed : 4.95 GiB in (92.2 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED



verifique la <n> -bs

Utilice la -bs <n> con el verify comando para especificar el tamafo del bloque de lectura/escritura. El valor
predeterminado es 64Kk.

Sintaxis

xcp verify -bs 32k <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@Rlocalhost linux]# ./xcp verify -bs 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xXcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.20.19.266399

29,742 scanned, 9,939 found, 5,820 compared, 5,820 same data, 312 MiB
in (62.3 MiB/s), 4.58 MiB

out (938 KiB/s), b5s

40,156 scanned, 20,828 found, 15,525 compared, 15,525 same data, 742
MiB in (85.0 MiB/s), 10.2

MiB out (1.10 MiB/s), 10s

41,906 scanned, 9,846 indexed, 30,731 found, 25,425 compared, 25,425
same data, 1.14 GiB in

(85.6 MiB/s), 16.1 MiB out (1.18 MiB/s), 15s

66,303 scanned, 29,712 indexed, 42,861 found, 36,708 compared, 36,708
same data, 1.61 GiB in

(94.9 MiB/s), 23.7 MiB out (1.53 MiB/s), 20s

70,552 scanned, 34,721 indexed, 58,157 found, 51,528 compared, 51,528
same data, 1.96 GiB in

(73.0 MiB/s), 31.4 MiB out (1.53 MiB/s), 25s

100,135 scanned, 59,611 indexed, 76,047 found, 66,811 compared, 66,811
same data, 2.29 GiB in

(66.3 MiB/s), 40.7 MiB out (1.82 MiB/s), 30s

105,951 scanned, 69,665 indexed, 90,022 found, 80,330 compared, 80,330
same data, 2.71 GiB in

(85.3 MiB/s), 48.1 MiB out (1.49 MiB/s), 35s

113,440 scanned, 89,486 indexed, 101,634 found, 91,152 compared, 91,152
same data, 3.19 GiB in

(97.8 MiB/s), 55.4 MiB out (1.45 MiB/s), 40s

128,693 scanned, 94,484 indexed, 109,999 found, 97,319 compared, 97,319
same data, 3.59 GiB in

(82.6 MiB/s), 60.2 MiB out (985 KiB/s), 45s

134,630 scanned, 94,484 indexed, 119,203 found, 105,402 compared,
105,402 same data, 3.98 GiB in

(78.3 MiB/s), 65.1 MiB out (986 KiB/s), 50s

134,630 scanned, 104,656 indexed, 127,458 found, 113,774 compared,
113,774 same data, 4.49 GiB

in (103 MiB/s), 70.8 MiB out (1.15 MiB/s), 55s

Xcp command : xcp verify -bs 32k <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error



Speed : 4.96 GiB in (84.5 MiB/s), 77.5 MiB out (1.29 MiB/s)
Total Time : 1mOs.
STATUS : PASSED

verifique la <n> paralela

Utilice la -parallel <n> con el verify comando para especificar el nUm. maximo de procesos por lotes
simultaneos.

Sintaxis

xcp verify -parallel <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xXcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.35.10.356405

15,021 scanned, 6,946 found, 4,869 compared, 4,869 same data, 378 MiB
in (74.5 MiB/s), 3.24 MiB

out (654 KiB/s), b5s

25,165 scanned, 9,671 indexed, 15,945 found, 12,743 compared, 12,743
same data, 706 MiB in (65.4

MiB/s), 7.81 MiB out (934 KiB/s), 10s

35,367 scanned, 19,747 indexed, 24,036 found, 19,671 compared, 19,671
same data, 933 MiB in

(45.3 MiB/s), 11.9 MiB out (827 KiB/s), 15s

45,267 scanned, 29,761 indexed, 32,186 found, 26,909 compared, 26,909
same data, 1.38 GiB in

(94.6 MiB/s), 16.5 MiB out (943 KiB/s), 20s

55,690 scanned, 39,709 indexed, 40,413 found, 34,805 compared, 34,805
same data, 1.69 GiB in

(62.8 MiB/s), 20.9 MiB out (874 KiB/s), 25s

55,690 scanned, 39,709 indexed, 48,325 found, 42,690 compared, 42,690
same data, 1.88 GiB in

(38.1 MiB/s), 24.3 MiB out (703 KiB/s), 3ls

65,002 scanned, 49,670 indexed, 57,872 found, 51,891 compared, 51,891
same data, 2.04 GiB in

(33.2 MiB/s), 29.0 MiB out (967 KiB/s), 36s

75,001 scanned, 59,688 indexed, 66,789 found, 60,291 compared, 60,291
same data, 2.11 GiB in

(14.8 MiB/s), 33.4 MiB out (883 KiB/s), 4ls

85,122 scanned, 69,690 indexed, 75,009 found, 67,337 compared, 67,337
same data, 2.42 GiB in

(62.3 MiB/s), 37.6 MiB out (862 KiB/s), 46s

91,260 scanned, 79,686 indexed, 82,097 found, 73,854 compared, 73,854
same data, 2.69 GiB in

(55.0 MiB/s), 41.4 MiB out (770 KiB/s), 5ls

95,002 scanned, 79,686 indexed, 88,238 found, 79,707 compared, 79,707
same data, 2.99 GiB in

(60.7 MiB/s), 44.4 MiB out (608 KiB/s), 56s

105,002 scanned, 89,787 indexed, 96,059 found, 86,745 compared, 86,745
same data, 3.19 GiB in

(41.3 MiB/s), 48.4 MiB out (810 KiB/s), 1lmls

110,239 scanned, 99,872 indexed, 104,757 found, 94,652 compared, 94,652
same data, 3.47 GiB in



(57.0 MiB/s), 52.7 MiB out (879 KiB/s), 1lmés
120,151 scanned, 104,848 indexed, 111,491 found,

100,317 same data, 3.95 GiB
in (97.2 MiB/s), 56.3 MiB out (733 KiB/s),

Imlls

130,068 scanned, 114,860 indexed, 119,867 found,

107,260 same data, 4.25 GiB
in (60.5 MiB/s), 60.6 MiB out (871 KiB/s),

1ml6s

134,028 scanned, 119,955 indexed, 125,210 found,

111,886 same data, 4.65 GiB
in (83.2 MiB/s), 63.7 MiB out (647 KiB/s),

1m21s

134,630 scanned, 129,929 indexed, 132,679 found,

119,193 same data, 4.93 GiB
in (56.8 MiB/s), 67.9 MiB out (846 KiB/s),

1m26s

100,317

107,260

111,886

119,193

Xcp command : xcp verify -parallel 2 <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

compared,

compared,

compared,

compared,

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O
different item, 0 error

verifique -dircount <n[k]>

Utilice la -dircount <n[k]> con el verify comando para especificar el tamafo de solicitud al leer

directorios. El valor predeterminado es 64k.

Sintaxis

xcp verify -dircount <nlk]> <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@Rlocalhost linux]# ./xcp verify -dircount 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xXcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.28.58.235953

32,221 scanned, 10,130 found, 5,955 compared, 5,955 same data, 312 MiB
in (62.1 MiB/s), 4.15 MiB

out (848 KiB/s), b5s

40,089 scanned, 21,965 found, 16,651 compared, 16,651 same data, 801
MiB in (97.5 MiB/s), 9.55

MiB out (1.07 MiB/s), 10s

51,723 scanned, 14,544 indexed, 33,019 found, 27,288 compared, 27,288
same data, 1.24 GiB in

(93.8 MiB/s), 15.6 MiB out (1.22 MiB/s), 15s

67,360 scanned, 34,733 indexed, 45,615 found, 39,341 compared, 39,341
same data, 1.73 GiB in

(100 MiB/s), 22.8 MiB out (1.43 MiB/s), 20s

82,314 scanned, 44,629 indexed, 63,276 found, 55,559 compared, 55,559
same data, 2.05 GiB in

(64.7 MiB/s), 31.0 MiB out (1.63 MiB/s), 25s

100,085 scanned, 59,585 indexed, 79,799 found, 70,618 compared, 70,618
same data, 2.43 GiB in

(77.2 MiB/s), 38.9 MiB out (1.57 MiB/s), 30s

110,158 scanned, 69,651 indexed, 93,005 found, 82,654 compared, 82,654
same data, 2.87 GiB in

(89.1 MiB/s), 45.4 MiB out (1.28 MiB/s), 35s

120,047 scanned, 79,641 indexed, 104,539 found, 93,226 compared, 93,226
same data, 3.40 GiB in

(108 MiB/s), 51.4 MiB out (1.20 MiB/s), 40s

130,362 scanned, 94,662 indexed, 114,193 found, 101,230 compared,
101,230 same data, 3.87 GiB in

(97.3 MiB/s), 56.7 MiB out (1.06 MiB/s), 45s

134,630 scanned, 104,789 indexed, 124,272 found, 110,547 compared,
110,547 same data, 4.33 GiB

in (94.2 MiB/s), 62.3 MiB out (1.12 MiB/s), 50s

134,630 scanned, 129,879 indexed, 133,227 found, 119,717 compared,
119,717 same data, 4.93 GiB

in (119 MiB/s), 68.2 MiB out (1.17 MiB/s), 55s

Xcp command : xcp verify -dircount 32k <IP address of NFS
server>:/source vol <IP address ofdestination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O



different item, 0 error

Speed : 4.95 GiB in (89.3 MiB/s), 69.2 MiB out (1.22 MiB/s)
Total Time : 56s.

STATUS : PASSED

Verifique -noid

Utilice la -noId con el verify comando para desactivar la creacién de un indice por defecto. El valor

predeterminado es FALSE.

Sintaxis

xcp verify -nold <source ip address>:/source vol
<destination ip address>:/dest vol

Muestra el ejemplo

[root@localhost linux]# ./xcp verify -noid <IP address of source NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

Job ID: Job 2024-04-22 07.19.41.825308 verify

49,216 scanned, 10,163 found, 9,816 compared, 9.59 KiB same data,

GiB in (234 MiB/s), 5.67 MiB out (1.13 MiB/s), 6s

49,615 scanned, 4,958 indexed, 27,018 found, 26,534 compared, 25.9 KiB
same data, 3.08 GiB in (390 MiB/s), 15.1 MiB out (1.86 MiB/s), 1lls

73,401 scanned, 34,884 indexed, 46,365 found, 45,882 compared,

KiB same data, 5.31 GiB in (420 MiB/s), 26.6 MiB out (2.12 MiB/s),

80,867 scanned, 44,880 indexed, 63,171 found, 62,704 compared,

KiB same data, 7.23 GiB in (377 MiB/s), 36.2 MiB out (1.83 MiB/s),

83,102 scanned, 69,906 indexed, 79,587 found, 79,246 compared,

KiB same data, 9.13 GiB in (387 MiB/s), 46.0 MiB out (1.95 MiB/s),

Xcp command : xcp verify 10.235.122.70:/source vol
10.235.122.86:/dest _vol

Stats : 83,102 scanned, 83,102 indexed, 100% found (82,980 have
data), 82,980 compared, 100% verified (data, attrs, mods)

Speed : 9.55 GiB in (347 MiB/s), 48.4 MiB out (1.72 MiB/s)
Total Time : 28s.

Job ID : Job 2024-04-22 07.19.41.825308 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2024-04-

22 07.19.41.825308 verify.log

STATUS : PASSED
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verifique -preserve-atime

Utilice la -preserve-atime con el verify comando para restaurar todos los archivos a la fecha de ultimo
acceso en el origen. La -preserve-atime El parametro restablece el tiempo de acceso al valor original
establecido antes de la operacion de lectura XCP.

Sintaxis

xcp verify -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

Muestra el ejemplo

[root@clientl linux]# ./xcp verify -preserve-atime
<IP address>:/source vol <destination IP address>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2022-06-

30 15.29.03.686503

xcp: Job ID: Job 2022-06-30 15.29.03.723260 verify

Xcp command : xcp verify -preserve-atime <IP address>:/source vol
<destination IP address>:/dest vol Stats

110 scanned, 110 indexed, 100% found (96 have data), 96 compared, 100%
verified (data, attrs,

mods)

Speed : 4.87 MiB in (3.02 MiB/s), 160 KiB out (99.4 KiB/s) Total Time
1s.

Job ID : Job 2022-06-30 15.29.03.723260 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 15.29.03.723260 verify.log STATUS

PASSED

compruebe -s3.insecure

Utilice la -s3.insecure con el verify Comando que se utiliza HTTP en lugar de HTTPS para la
comunicacion del bloque S3.

Sintaxis

xcp verify -s3.insecure hdfs:///user/test s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.insecure hdfs://<HDFS source>
s3://<s3-bucket>

xXcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

08 09.04.33.301709

Job ID: Job 2023-06-08 09.04.33.301709 verify

Xcp command : xcp verify -s3.insecure hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (8.20 KiB/s), 90.8 KiB out (34.9 KiB/s)

Total Time : 2s.

Job ID : Job 2023-06-08 09.04.33.301709 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.04.33.301709 verify.log

STATUS : PASSED

verifique -s3.endpoint <s3_endpoint_url>

Utilice la -s3.endpoint <s3 endpoint url> con el verify Comando para sustituir la URL de punto final
de AWS predeterminada con una URL especificada para la comunicacion del bloque S3.

Sintaxis

xcp verify -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

xXcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

13 11.20.48.203492

Job ID: Job 2023-06-13 11.20.48.203492 verify

2 scanned, 2 found, 9.55 KiB in (1.90 KiB/s), 12.5 KiB out (2.50
KiB/s), 5s

Xcp command : xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (2.28 KiB/s), 91.1 KiB out (9.72 KiB/s)

Total Time : 9s.

Job ID : Job 2023-06-13 11.20.48.203492 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.20.48.203492 verify.log

STATUS : PASSED

verifique -s3.profile <name>

Utilice la s3.profile con el verify Comando para especificar un perfil del archivo de credenciales de AWS
para la comunicacion del bloque S3.

Sintaxis

xcp verify -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xXcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

08 09.05.22.412914

Job ID: Job 2023-06-08 09.05.22.412914 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (6.52 KiB/s), 91.2 KiB out (27.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-08 09.05.22.412914 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.05.22.412914 verify.log

STATUS : PASSED

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

08 09.20.53.763772

Job ID: Job 2023-06-08 09.20.53.763772 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 25.3 KiB in (14.5 KiB/s), 93.7 KiB out (53.8 KiB/s)

Total Time : 1s.

Job ID : Job 2023-06-08 09.20.53.763772 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.20.53.763772 verify.log

STATUS : PASSED

compruebe -s3.noverify

Utilice la -s3.noverify con el verify Comando para anular la verificacion predeterminada de la
certificacion SSL para la comunicacion del bloque S3.
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Sintaxis

xcp verify -s3.noverify s3://<bucket name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp verify -s3.noverify hdfs://<HDFS source>
s3://<s3-bucket>

xXcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

13 10.59.01.817044

Job ID: Job 2023-06-13 10.59.01.817044 verify

Xcp command : xcp verify -s3.noverify hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (5.84 KiB/s), 90.8 KiB out (24.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-13 10.59.01.817044 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.59.01.817044 verify.log

STATUS : PASSED

./xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 11.29.00.543286

Job ID: Job 2023-06-13 11.29.00.543286 verify

15,009 scanned, 9 indexed, 1,194 found, 908 compared, 908 same data,
4.87 MiB in (980 KiB/s), 199 KiB

out (39.1 KiB/s), bs

15,009 scanned, 9 indexed, 2,952 found, 2,702 compared, 2.64 KiB same
data, 8.56 MiB in (745 KiB/s),

446 KiB out (48.7 KiB/s), 10s

15,009 scanned, 9 indexed, 4,963 found, 4,841 compared, 4.73 KiB same
data, 12.9 MiB in (873 KiB/s),

729 KiB out (55.9 KiB/s), 15s

15,009 scanned, 9 indexed, 6,871 found, 6,774 compared, 6.62 KiB same
data, 16.9 MiB in (813 KiB/s),

997 KiB out (53.4 KiB/s), 20s

15,009 scanned, 9 indexed, 8,653 found, 8,552 compared, 8.35 KiB same
data, 20.6 MiB in (745 KiB/s),

1.22 MiB out (49.3 KiB/s), 25s

15,009 scanned, 9 indexed, 10,436 found, 10,333 compared, 10.1 KiB same
data, 24.3 MiB in (754

KiB/s), 1.46 MiB out (49.8 KiB/s), 31s

15,009 scanned, 9 indexed, 12,226 found, 12,114 compared, 11.8 KiB same
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data, 28.0 MiB in (751

KiB/s), 1.71 MiB out (49.7 KiB/s), 36s

15,009 scanned, 9 indexed, 14,005 found, 13,895 compared, 13.6 KiB same
data, 31.7 MiB in (756

KiB/s), 1.95 MiB out (50.0 KiB/s), 41s

15,009 scanned, 9 indexed, 14,229 found, 14,067 compared, 13.7 KiB same
data, 32.2 MiB in (102

KiB/s), 1.98 MiB out (6.25 KiB/s), 46s

Xcp command : xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> <HDFS source> s3://<s3-bucket>

Stats : 15,009 scanned, 15,009 indexed, 100% found (15,005 have data),
15,005 compared, 100%

verified (data)

Speed : 33.9 MiB in (724 KiB/s), 2.50 MiB out (53.5 KiB/s)

Total Time : 47s.

Job ID : Job 2023-06-13 11.29.00.543286 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.29.00.543286 verify.log

STATUS : PASSED

chmod

EI NFS de XCP chmod el comando escanea y cambia el permiso de archivo de todos los
archivos para la estructura de directorios dada. EI comando ‘chmod' requiere MODE o
REFERENCE, NFS SHARE o POSIX PATH como variable. El XCP chmod el comando
cambia recursivamente los permisos para una ruta determinada. El resultado del
comando muestra el total de archivos escaneados y los permisos modificados en la
salida.

Sintaxis

xcp chmod -mode <value> <source NFS export path>
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Muestra el ejemplo

[root@user-1 linux]# ./xcp chmod -mode <IP address>:/source vol

Xcp command : xcp chmod -mode <IP address>://source vol
Stats : 6 scanned, 4 changed mode

Speed : 1.96 KiB in (2.13 KiB/s), 812 out (882/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux] #

En la siguiente tabla, se muestra el chmod parametros y su descripcion.

Parametro Descripcion

chmod -exclude Excluye los archivos y directorios que coinciden con
el filtro.

chmod -match Solo procesa los archivos y directorios que coinciden
con el filtro.

chmod -reference Especifica el archivo o punto de directorio al que se

hace referencia.

chmod -v Informa de la salida de cada objeto procesado.

chmod -excluir <filter>

Utilice la —exclude <filter> con el chmod comando para excluir los archivos y directorios que coinciden
con el filtro.

Sintaxis

xcp chmod -exclude <filter> -mode <value> <source NFS export path>
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Muestra el ejemplo

[root@user-1 linux]# ./xcp chmod -exclude "fnm('3.img')" -mode 770
101.11.10.10:/s _v1/D3/

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chmod -exclude fnm('3.img') -mode 770
101.11.10.10:/s_v1/D3/
Stats : 5 scanned, 1 excluded, 5 changed mode

Speed : 2.10 KiB in (7.55 KiB/s), 976 out (3.43 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -match <filter>

Utilice la -match <filter> con el chmod comando para procesar solo los archivos y directorios que
coinciden con el filtro.

Sintaxis

xcp chmod -match <filter> -mode <value> <source NFS export path>

Muestra el ejemplo

[root@user-1 linux]# ./xcp chmod -match "fnm('2.img')" -mode 777
101.11.10.10:/S_V1/D2/

Filtered: 1 matched, 5 did not match

Xcp command : xcp chmod -match fnm('2.img') -mode
101.11.10.10:/s_v1/D2/
Stats : 6 scanned, 1 matched, 2 changed mode

Speed : 1.67 KiB in (1.99 KiB/s), 484 out (578/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]

chmod -reference <reference>

Utilice la —-reference <reference> con el chmod comando para especificar el archivo o punto de
directorio al que se hace referencia.
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Sintaxis

xcp chmod -reference <reference> <source NFS export path>

Muestra el ejemplo

[root@Quser-1 linux]# ./xcp chmod -reference 101.11.10.10:/s v1/D1l/1.txt
102.21.10.10:/s_v1/D2/

Xcp command : xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt
102.21.10.10:/s _v1/D2/

Stats : 6 scanned, 6 changed mode

Speed : 3.11 KiB in (3.15 KiB/s), 1.98 KiB out (2.00 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -v
Utilice la -v con el chmod comando para informar de la salida de cada objeto procesado.

Sintaxis

chmod -mode <value> -v <source NFS export path>
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Muestra el ejemplo

[root@user-1 linux]# ./xcp chmod -mode 111 -v file:///mnt/s v1/D1l/

mode of 'file:///mnt/s v1/Dl' changed from 0777 to 0111

mode of 'file:///mnt/s v1/D1l/1.txt' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/softlink 1l.img' changed from 0777 to 0111
mode of 'file:///mnt/s v1/Dl/softlink to hardlink 1.img' changed from
0777 to 0111 mode

of 'file:///mnt/s v1/D1/1.img' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/hardlink 1.img' changed from 0777 to 0111
mode of

'file:///mnt/s v1/D1/1.imgl' changed from 0777 to 0111

Xcp command : xcp chmod -mode 111 -v file:///mnt/s v1/Dl1/ Stats : 7
scanned, 7

changed mode

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chown

EI NFS de XCP chown command escanea y cambia la propiedad de todos los archivos
para la estructura de directorios dada. La chown El comando requiere un recurso
compartido NFS o la ruta POSIX como variable. XCP chown cambia recursivamente la
propiedad de una ruta determinada. La chown El comando muestra el ID de usuario
(UID) cambiado para un archivo.

Sintaxis

xcp chown -user/-group <user-name/group-name> <source NFS export path>
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Muestra el ejemplo

[root@user-1 linux]# ./xcp chown -user user2 -v
101.101.10.110:/s_v1l/smaple set/Dl

Sat Apr 2 23:06:05 2022

changed ownership of 101.101.10.

1004:0

changed ownership of 101.

1001:0 to 1004:0

changed ownership of 101.

from 1001:0 to 1004:0

changed ownership of 101.

1001:0 to 1004:0

changed ownership of 101.

from 1001:0 to 1004:0
changed ownership of

101.

101.

101.

101.

10.

10.

10.

10.

110:

110:

110:

110

110:

/s _vl/smaple set/Dl1 from 1001:0 to
/s_vl/smaple set/D1/1.txt from

/s _vl/smaple set/Dl/softlink 1.img

:/s_vl/smaple set/D1/1.img from

/s_vl/smaple set/Dl/hardlink 1.img

101.101.10.110:/s _vl/smaple set/Dl/softlink to hardlink 1l.img from

1001:0 to
1004:0

Xcp command : xcp chown -user user2 -v
101.101.10.110:/s_v1l/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.82 KiB/s),

Total Time : 1s.
STATUS : PASSED
[root@user-1 linux]#

1,

11 KiB out (923/s)

En la siguiente tabla, se muestra el chown parametros y su descripcion.

Parametro

chown -excluir

chown -match

chown -group

chown -user
chown -user-from
chown -group-from

chown -reference

Descripcion

Excluye los archivos y directorios que coinciden con
el filtro.

Solo procesa los archivos y directorios que coinciden
con el filtro.

Establece el identificador de grupo de Linux (GID) en
el origen.

Establece el UID de Linux en el origen.
Cambia el UID.
Cambia el GID.

Especifica el archivo o punto de directorio al que se
hace referencia.
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Parametro Descripcion

chown -v Informa de la salida de cada objeto procesado.

chown - excluir <filter>

Utilice la —exclude <filter> con el chown comando para excluir los archivos y directorios que coinciden
con el filtro.

Sintaxis

xcp chown -exclude <filter> -user <user name> <source NFS export path>

Muestra el ejemplo

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

chown -match <filter>

Utilice la -match <filter> con el chown comando para procesar solo los archivos y directorios que
coinciden con el filtro.

Sintaxis

xcp chown -match <filter> -user <user name> <source NFS export path>
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Muestra el ejemplo

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.
STATUS : PASSED

[root@user-1 linux]#

chown - grupo <group>
Utilice la -group <group> con el chown Comando para definir el GID de Linux en el origen.

Sintaxis

xcp chown -match <filter> -user <user name> <source NFS export path>

Muestra el ejemplo

[root@Quser-1 linux]# ./xcp chown -group groupl
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xXcp chown -group groupl
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.92 KiB/s), 1.11 KiB out (974/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

chown - <user> de usuario
Utilice la —user <user> con el chown Comando para establecer el UID de Linux en el origen.

Sintaxis

xcp chown -user -user <user name> <source NFS export path>
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Muestra el ejemplo

[root@user-1 linux]# ./xcp chown -user userl
102.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user userl 102.101.10.210:/s vl/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (3.12 KiB/s), 1.11 KiB out (1.55 KiB/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chown -user-de <user_from>
Utilice la ~user-from <user from> con el chown Comando para cambiar el UID.

Sintaxis

xcp chown -user-from userl -user <user name> <source NFS export path>

Muestra el ejemplo

[root@user-1 linux]# ./xcp chown -user-from userl -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user-from userl -user user?
102.108.10.210:/s_vl/smaple set/D1l

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.44 KiB/s), 1.11 KiB out (1.21 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chown -grupo-de <group_from>
Utilice la ~group-from <group_ from> con el chown Comando para cambiar el GID.

Sintaxis

Xcp chown -group-from <group name> -group <group name> <source NFS export
path>
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Muestra el ejemplo

[root@user-1 linux]# ./xcp chown —-group-from groupl -group group?2

101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -group-from groupl -group group?2

101.101.10.210:/s_v1l/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (4.99 KiB/s), 1.11 KiB out (2.47 KiB/s)

Total Time : Os.
STATUS : PASSED
[root@user-1 linux]#

chown -referencia <reference>

Utilice la -reference <reference> con el chown comando para especificar el archivo o punto de

directorio al que se hace referencia.

Sintaxis

xcp chown -reference <reference> <source NFS export path>

Muestra el ejemplo

[root@user-1 linux]# ./xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_vl/smaple set/Dl

Xcp command : xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 3.11 KiB in (6.25 KiB/s), 2.01 KiB out (4.05 KiB/s)

Total Time : Os.
STATUS : PASSED
[root@user-1 linux]#

chown -v

Utilice la —v con el chown comando para informar de la salida de cada objeto procesado.
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Sintaxis

xcp chown -user-from <user name> -v -user <user name> <source NFS export
path>

Muestra el ejemplo

[root@user-1 linux]# ./xcp chown -user-from user2 -v -user userl
101.101.10.210:/s_v1l/smaple set/Dl

changed ownership of 101.101.10.210:/s _vl/smaple set/Dl1 from 1004:1003
to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl1/1l.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/D1/1.txt from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/softlink 1.img
from 1004:1003 to

1001:1003

changed ownership of
101.101.10.210:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s _vl/smaple set/Dl/hardlink 1.img
from 1004:1003 to

1001:1003

Xcp command : xcp chown -user-from user?2 -v -user userl
101.101.10.210:/s_vl/smaple set/D1l

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.02 KiB/s), 1.11 KiB out (1.00 KiB/s)

Total Time : 1s.

STATUS : PASSED
[root@user-1]

volcado de registros

EI NFS 1ogdump ElI comando filtra los registros segun el ID de migracion o el ID de
trabajo y vuelca esos registros en un . zip en el directorio actual. La . zip El archivo
tiene el mismo nombre que la migracion o el ID de trabajo que se utiliza con el comando.
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Sintaxis

xcp logdump -m <migration ID>
xcp logdump -j <job ID>
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Muestra el ejemplo

[root@clientl xcp nfs]l# xcp logdump -3j Job 2022-06-
14 21.49.28.060943 scan

xcp: Job ID: Job 2022-06-14 21.52.48.744198 logdump

Xcp command : xXcp logdump -j Job 2022-06-14 21.49.28.060943 scan
Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.52.48.744198 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.52.48.744198 logdump.log

STATUS : PASSED

[root@client xcp nfs]# 1ls Job 2022-06-14 21.49.28.060943 scan
Job 2022-06-14 21.49.28.060943 scan.log supplementary
[root@clientl xcp nfsl# 1ls Job 2022-06-

14 21.49.28.060943 scan/supplementary/

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job idx 2022-06
14 21.48.00.085869 sync.log

[root@clientl xcp nfs]#

[root@clientl xcp nfs]# ./xcp logdump -m idx

xcp: Job ID: Job 2022-06-14 21.56.04.218977 logdump

Xcp command : xcp logdump -m idx

Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.56.04.218977 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.56.04.218977 logdump.log

STATUS : PASSED

[root@clientl xcp nfs]# 1ls idx

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp_history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job idx 2022-06-
14 21.48.00.085869 sync.log
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eliminar
El NFS de XCP delete el comando elimina todo en una ruta dada.

Sintaxis

xcp delete <NFS export path>
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Muestra el ejemplo

[root@Rlocalhost ]# /xcp/linux/xcp delete <IP address of destination
NFSserver>:/dest vol

WARNING: You have selected <IP address of destination NFS
server>:/dest vol for

removing data.Data in this path /dest vol will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in <IP address of destination NFS
server>:/dest vol

31,996 scanned, 5,786 removes, 3 rmdirs, 8.27 MiB in (1.65 MiB/s), 1.52
MiB out (312

KiB/s), 5s

40,324 scanned, 19,829 removes, 22 rmdirs, 12.2 MiB in (799 KiB/s),
3.89 MiB out

(485 KiB/s),10s

54,281 scanned, 32,194 removes, 2,365 rmdirs, 17.0 MiB in (991 KiB/s),
6.15 MiB out

(463 KiB/s),15s

75,869 scanned, 44,903 removes, 4,420 rmdirs, 23.4 MiB in (1.29 MiB/s),
8.60

MiB out (501KiB/s), 20s

85,400 scanned, 59,728 removes, 5,178 rmdirs, 27.8 MiB in (881 KiB/s),
11.1 MiB out

(511 KiB/s),25s

106,391 scanned, 76,229 removes, 6,298 rmdirs, 34.7 MiB in (1.39
MiB/s), 14.0

MiB out (590KiB/s), 30s

122,107 scanned, 93,203 removes, 7,448 rmdirs, 40.9 MiB in (1.24
MiB/s), 16.9

MiB out (606KiB/s), 35s

134,633 scanned, 109,815 removes, 9,011 rmdirs, 46.5 MiB in (1.12
MiB/s), 20.0

MiB out (622KiB/s), 40s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (288
KiB/s), 21.4

MiB out (296KiB/s), 45s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (0/s), 21.4
MiB out (0/s), 50s

134,633 scanned, 121,524 removes, 9,307 rmdirs, 48.2 MiB in (51.7
KiB/s), 21.7

MiB out (49.5KiB/s), 55s

Xcp command : xcp delete <IP address of destination NFS

server>:/dest voll34,633 scanned, 0 matched, 134,632 delete

items, 0 error
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Speed : 48.7 MiB in (869 KiB/s),

(396 KiB/s)Total Time : 57s.
STATUS : PASSED

22.2 MiB out

En la siguiente tabla, se muestra el delete parametros y su descripcion.

Parametro

eliminar -coincidir

eliminar -force

delete -removetopdir

eliminar -excluir

eliminar -paralelo

delete -preserve-atime

eliminar -loglevel

eliminar -s3.insecure

<<nfs_delete_endpoint,eliminar -s3.punto final

eliminar -s3.profile

eliminar -s3.noverify

elimine -match <filter>

Descripcion

Sélo procesa los archivos y directorios que coinciden
con el filtro.

Elimina sin confirmacion.

Elimina el directorio, incluidos los directorios
secundarios.

Excluye los archivos y directorios que coinciden con
el filtro.

Especifica el nUmero maximo de procesos por lotes
simultaneos (valor por defecto: 7).

Conserva la hora de acceso del archivo o directorio
(valor por defecto: False).

Establece el nivel de log; los niveles disponibles son
INFO, DEBUG (por defecto: INFO).

Proporciona la opcién de utilizar HTTP en lugar de
HTTPS para la comunicacién del bloque S3.

Reemplaza la URL de punto final predeterminada de
Amazon Web Services (AWS) con la URL
especificada para la comunicacion del bloque S3.

Especifica un perfil del archivo de credenciales de
AWS para la comunicacién del bloque S3.

Anula la verificacion predeterminada de la
certificacion SSL para la comunicacién del bloque S3.

Utilice la -match <filter> con el delete comando para procesar solo los archivos y directorios que

coinciden con el filtro.

Sintaxis

xcp delete -match <filter> <NFS export path>
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Muestra el ejemplo

[root@clientl linux]# ./xcp delete -match "fnm('XCP copy 2023-04-
25 05.51.28.315997")" 10.101.10.101:/xcp catalog

Job ID: Job 2023-04-25 06.10.29.637371 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path

/xcp catalog will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in 10.101.10.101:/xcp catalog
Xcp command : xcp delete -match fnm('XCP copy 2023-04-

25 05.51.28.315997")

10.101.10.101:/xcp_catalog

Stats : 209 scanned, 14 matched, 12 removes, 2 rmdirs
Speed : 58.9 KiB in (18.6 KiB/s), 8.25 KiB out (2.60 KiB/s)
Total Time : 3s.

Job ID : Job 2023-04-25 06.10.29.637371 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.10.29.637371 delete.log

STATUS : PASSED

eliminar -force

Utilice la —-force con el delete comando para eliminar sin confirmacion.

Sintaxis

xcp delete -force <NFS export path>
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Muestra el ejemplo

[root@clientl linux]# ./xcp delete -force
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Job ID: Job 2023-04-25 06.11.30.584440 delete

WARNING: You have selected
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910 for removing data. Data in this path

/xcp catalog/catalog/indexes/XCP copy 2023-04-25 05.53.58.273910 will
be deleted.

Recursively removing data in

10.101.10.101:/xcp catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Xcp command : xcp delete -force
110.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Stats : 14 scanned, 12 removes, 1 rmdir

Speed : 6.44 KiB in (4.73 KiB/s), 3.59 KiB out (2.64 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 06.11.30.584440 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.11.30.584440 delete.log

STATUS : PASSED

[root@client-1 linux] #

delete -removetopdir

Utilice la —removetopdir con el delete comando para eliminar el directorio, incluidos los directorios
secundarios.

Sintaxis

xcp delete -force -loglevel <name> -removetopdir <NFS export path>
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Muestra el ejemplo

[root@clientl linux]#
10.101.10.101:/temp7/user9

Job ID:

Job 2023-04-25 08.03.38.

./xcp delete -force -loglevel DEBUG -removetopdir

218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for removing

data. Data in this path
/temp7/user9 will be deleted.

Recursively removing data in 10.

50,500 scanned,
(547 KiB/s), 5s
85,595 scanned,
(806 KiB/s), 10s

16,838 removes,

43,016 removes,

1.01M scanned, 999,771 removes,
153 MiB out (922
KiB/s), 3mé6s

Xcp command xcp delete -force
10.101.10.101:/temp7/user9
Stats 1.01M scanned,
Speed 326 MiB in
Total Time 3m8s.
Job ID
Log Path
25 08.03.38.218893 delete.log
STATUS PASSED

[root@clientl linux]#

eliminar -excluir <filter>

1.01M removes,
(1.73 MiB/s),

101.10.101:/temp7/user9
11.5 MiB in (2.27 MiB/s), 2.70 MiB out

21.5 MiB in (1.97 MiB/s), 6.70 MiB out

1,925 rmdirs, 324 MiB in (1.42 MiB/s),

-loglevel DEBUG -removetopdir

2,041 rmdirs

155 MiB out (842 KiB/s)

Job_2023-04-25_08.03.38.218893 delete
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

Utilice la —exclude <filter> con el delete comando para excluir los archivos y directorios que coinciden
con el filtro.

Sintaxis

xcp delete -force -exclude <filter>
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Muestra el ejemplo

[root@Rclientl linux]# ./xcp delete -force -exclude "fnm('USER5')"

10.101.10.101:/temp7/user2/

Job ID: Job 2023-04-25 07.54.25.241216 delete

WARNING: You have selected 10.101.10.101:/temp7/user?2 for removing

data. Data in this path
/temp7/user2 will be deleted.
Recursively removing data in 10.101.10.101:/temp7/user2

29,946 scanned, 1 excluded, 6,492 removes, 977 rmdirs, 7.42 MiB in

(1.48 MiB/s), 1.54 MiB out

(316 KiB/s), 5s

Xcp command : xcp delete -force -exclude fnm('USER5')
10.101.10.101:/temp7/user2/

Stats : 29,946 scanned, 1 excluded, 28,160 removes, 1,785 rmdirs

Speed : 10.6 MiB in (1.18 MiB/s), 5.03 MiB out (574 KiB/s)
Total Time : 8s.

Job ID : Job 2023-04-25 07.54.25.241216 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 07.54.25.241216 _delete.log

STATUS : PASSED

[root@clientl linux]#

elimine la <n> paralela

Utilice la -parallel <n> con el delete comando para especificar el nUm. maximo de procesos por lotes

simultaneos. El valor predeterminado es 7.

Sintaxis

xcp delete -force -parallel <n> -match <filter> <NFS export path>
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Muestra el ejemplo

[root@clientl linux]# ./xcp delete -force -parallel 8 -match
"fnm('2023-04-25 05.49.26.733160*")" 10.101.10.101:/xcp catalog/

Job ID: Job 2023-04-25 06.15.27.024987 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path /xcp catalog will be deleted.
Recursively removing data in 10.101.10.101:/xcp catalog

Xcp command : xcp delete -force -parallel 8 -match fnm('2023-04-
25 05.49.26.733160*")

10.101.10.101:/xcp _catalog/

Stats : 182 scanned, 1 matched, 1 remove

Speed : 50.0 KiB in (115 KiB/s), 5.45 KiB out (12.5 KiB/s)

Total Time : Os.

Job ID : Job 2023-04-25 06.15.27.024987 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.15.27.024987 delete.log

STATUS : PASSED

[root@clientl linux]#

delete -preserve-atime

Utilice la -preserve-atime <preserve-atime> con el delete comando para conservar la hora de
acceso de un archivo o directorio. El valor predeterminado es FALSE.

Sintaxis

xcp delete -force -preserve-atime <NFS export path>
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Muestra el ejemplo

[root@clientl linux]# ./xcp delete -force -preserve-atime
<IP address>:/temp7/user2/

Job ID: Job 2023-04-25 07.55.30.972162 delete

WARNING: You have selected <IP address>:/temp7/user2 for removing data.

Data in this path

/temp7/user2 will be deleted.

Recursively removing data in <IP address>:/temp7/user?2
Xcp command : xcp delete -force -preserve-atime

<IP address>:/temp7/user2/

Stats : 256 scanned, 255 rmdirs

Speed : 199 KiB in (108 KiB/s), 75.7 KiB out (41.1 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 07.55.30.972162 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 07.55.30.972162 delete.log

STATUS : PASSED

[root@client-1 linux]#

delete -loglevel <name>

Utilice la -1oglevel <name> con el delete Comando para definir el nivel de log; los niveles disponibles

son INFO y DEBUG. El nivel predeterminado es INFO.

Sintaxis

xcp delete -force -loglevel DEBUG -removetopdir <NFS export path>
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Muestra el ejemplo

[root@clientl linux]# ./xcp delete -force -loglevel DEBUG -removetopdir

10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for removing

data. Data in this

path /temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9

50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s), 2.70
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s), 6.70
(806 KiB/s),

10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in (1.42
153 MiB out

(922 KiB/s), 3m6s

Xcp command : xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user?9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs

Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 08.03.38.218893 delete.log

STATUS : PASSED

[root@client-1 linux]#

eliminar -s3.insecure

MiB out

MiB out

MiB/s),

Utilice la -s3.insecure con el delete Comando que se utiliza HTTP en lugar de HTTPS para la
comunicacion del bloque S3.

Sintaxis

xcp delete -s3.insecure s3://bucketl
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Muestra el ejemplo

[root@clientl linux]# ./xcp delete -s3.insecure s3:// bucketl

Job ID: Job 2023-06-08 08.51.40.849991 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucketl

Xcp command : xcp delete —-s3.insecure s3://bucketl
Stats : 8 scanned, 6 s3.objects, 6 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : b5s.

Job ID : Job 2023-06-08 08.51.40.849991 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.51.40.849991 delete.log

STATUS : PASSED

elimine -s3.endpoint <s3_endpoint_url>

Utilice la -s3.endpoint <s3 endpoint url> con el delete Comando para sustituir la URL de punto final
de AWS predeterminada con una URL especificada para la comunicacion del bloque S3.

Sintaxis

xcp delete -s3.endpoint https://<endpoint url>: s3://bucket
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Muestra el ejemplo

[root@clientl linux]# ./xcp delete -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.39.33.042545 delete

WARNING: You have selected s3://xcp-testing for removing data. Data in
this path //xcp-testing

will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://xcp-testing

Xcp command : xcp delete -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 4s.

Job ID : Job 2023-06-13 11.39.33.042545 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.39.33.042545 delete.log

STATUS : PASSED

eliminar -s3.profile <name>

Utilice la s3.profile con el delete Comando para especificar un perfil del archivo de credenciales de AWS
para la comunicacion del bloque S3.

Sintaxis

xcp delete -s3.profile sg -s3.endpoint https://<endpoint url>:
s3://bucket
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Muestra el ejemplo

[root@clientl linux]# ./xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucket

Job ID: Job 2023-06-08 08.53.19.059745 delete

WARNING: You have selected s3://bucket for removing data. Data in this
path //bucket will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://bucket

1 scanned, 0 in (0/s), 0 out (0/s), 5s

Xcp command : xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3:/ bucket
Stats : 7 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 9s.

Job ID : Job 2023-06-08 08.53.19.059745 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.53.19.059745 delete.log

STATUS : PASSED

eliminar -s3.noverify

Utilice la -s3.noverify con el delete Comando para anular la verificacion predeterminada de la
certificacion SSL para la comunicacion del bloque S3.

Sintaxis

xcp delete -s3.noverify s3://bucket
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Muestra el ejemplo

[root@client-1 linux]# ./xcp delete -s3.noverify s3://bucketl

Job ID: Job 2023-06-13 10.56.19.319076 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://bucketl

2,771 scanned, 0 in (0/s), 0 out (0/s), 5s

9,009 scanned, 9,005 s3.objects, 2,000 s3.removed, 0 in (0/s), 0 out
(0/s), 10s

Xcp command : xcp delete -s3.noverify s3://bucketl

Stats : 9,009 scanned, 9,005 s3.objects, 9,005 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 15s.

Job ID : Job 2023-06-13 10.56.19.319076 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.56.19.319076 delete.log

STATUS : PASSED

estimacion

EI NFS de XCP estimate el comando se utiliza para estimar el tiempo necesario para
completar una copia de referencia del origen al destino. Calcula el tiempo estimado para
completar una copia de referencia utilizando todos los recursos del sistema disponibles
actualmente, como CPU, RAM, Red y otros parametros. Puede utilizar el -target
opcidn para iniciar una operacion de copia de muestra y obtener el tiempo de estimacion.

Sintaxis

xcp estimate -id <name>
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Muestra el ejemplo

[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.10.10:/temp8

xXcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.10.10:/tempd"' to

'10.101.10.10:/temp8'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.10:/temp8’'

based on a 1m40s live test:
5.3s

Xcp command : xcp estimate -t 100 -id estimate0l -target

10.101.12.10:/temp8
Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED
[root@client-01linux]#

En la siguiente tabla, se muestra el estimate parametros y su descripcion.

Parametro

estim -id

estime -gbit

estime -target

<<nfs_estimate_t,estime -t /s/m/h]>

<<nfs_estimate_ bs,estime -bs [k]>

<<nfs_estimate_dircount,estime -dircount [K]>

estime -preserve-atime

Descripcion

Especifica el nombre del catalogo de una copia
anterior o un indice de exploracion.

Utiliza gigabits de ancho de banda para estimar el
tiempo de mejor caso (valor predeterminado: 1).

Especifica el destino que se utilizara para la copia de
prueba activa.

Especifica la duracion de la copia de prueba en
tiempo real (valor predeterminado: 5m).

Especifica el tamafo del bloque de lectura/escritura
(valor predeterminado: 64K).

Especifica el tamafo de solicitud para leer directorios
(valor por defecto: 64K).

Conserva la hora de acceso del archivo o directorio
(valor por defecto: False).
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Parametro Descripcion

estime -loglevel Establece el nivel de log; los niveles disponibles son
INFO, DEBUG (por defecto: INFO)

estim -id <name>

Utilice la -id <name> con el estimate comando para excluir los archivos y directorios que coinciden con el
filtro.

Sintaxis

xcp estimate -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xcp estimate -id csdataOll

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

Job ID: Job 2023-04-20 12.59.31.260914 estimate

== Best-case estimate to copy ‘data-set:/userlgiven 1 gigabit of
bandwidth ==

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id csdataOl

Estimated Time : 10d13h

Job ID : Job 2023-04-20 12.59.31.260914 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 12.59.31.260914 estimate.log

STATUS : PASSED

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

[root@clientl linux]#

estimacion - <n> de gbit

Utilice la -gbit <n> con el estimate comando para estimar el tiempo de mejor caso (valor predeterminado:
1). Esta opcion no se puede utilizar con el -target opcion.

Sintaxis

xcp estimate -gbit <n> -id <name>
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Muestra el ejemplo

[root@client-01 linux]# ./xcp estimate -gbit 10 -id estimateOl

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.12.28.453735 estimate

== Best-case estimate to copy '10.101.12.11:/temp4' given 10 gigabits
of bandwidth ==

0 of data at max 1.25 GiB/s: at least 0.0s

Xcp command : xcp estimate -gbit 10 -id estimateOl

Estimated Time : 0.0s

Job ID : Job 2023-04-12 08.12.28.453735 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.12.28.453735 estimate.log

STATUS : PASSED

[root@client-01linux]#

estimate -target <path>

Utilice la ~target <path> con el estimate comando para especificar el destino que se utilizara para la
copia de prueba activa.

Sintaxis

xcp estimate -t 100 -id <name> -target <path>
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Muestra el ejemplo

[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.12.11:/temp8

xXcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/temp4' to '10.101.12.11:/temp8'...

estimate regular file copy task completed before the 1m40s duration
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

estimacién -t <n[s|m|h]>

Utilice la -t <n[s|m|h]> con el estimate comando para especificar la duracion de la copia de prueba en
funcionamiento. El valor predeterminado es 5m.

Sintaxis

xCcp estimate -t <n[s|m|h]> -id <name> -target <path>
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Muestra el ejemplo

[root@client-01 linux]# ./xcp estimate -t 100 -id estimateOl -target
10.101.12.12:/temp8

xXcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/tempd’' to

'10.101.12.12:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), b5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.12:/temp8’
based on a 1m40s live

test: 5.3s

Xcp command : xcp estimate -t 100 -id estimatell -target
10.101.12.11:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

estime -bs <n[k]>

Utilice la -bs <n[k]> con el estimate comando para especificar el tamafio del bloque de lectura/escritura.
El valor predeterminado es 64k.

Sintaxis

xcp estimate -id <name> -bs <n[k]>
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Muestra el ejemplo

[root@clientl linux]# ./xcp estimate -id estimate0l -bs 128k

xcp: WARNING: your license will expire in less than 7 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-24 08.44.12.564441 estimate

63.2 KiB in (12.5 KiB/s), 2.38 KiB out (484/s), 5s

== Best-case estimate to copy 'xxx' given 1 gigabit of bandwidth ==
112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id estimateO0l -bs 128k

Estimated Time : 10d13h

Job ID : Job 2023-04-24 08.44.12.564441 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

24 08.44.12.564441 estimate.log

STATUS : PASSED

[root@clientl linux]#

estime -dircount <n[k]>

Utilice la -dircount <n[k]> con el estimate comando para especificar el tamafno solicitado para la
lectura de directorios. El valor predeterminado es 64k.

Sintaxis

xcp estimate -id <name> -dircount <n[k]> -t <n> -target <path>

240



Muestra el ejemplo

[root@clientl linux]#
-target <path>

xXcp: WARNING: your license will expire in less than 11 days!

renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space:
6l1.6 MiB free space.

Job ID: Job 2023-04-20 13.03.46.820673 estimate
Starting live test for 5mOs to estimate time to
to “<path>"...

CcCopy

./xcp estimate -id csdata0l -dircount 128k -t 300

You can

99.99% used,

‘data-set:/userl

1,909 scanned, 126 copied, 2 giants, 580 MiB in (115 MiB/s), 451 MiB
out (89.5 MiB/s), 5s

1,909 scanned, 134 copied, 2 giants, 1.23 GiB in (136 MiB/s), 1015 MiB
out (112 MiB/s), 10s

1,909 scanned, 143 copied, 2 giants, 1.88 GiB in (131 MiB/s), 1.54 GiB
out (113 MiB/s), 15s

7,136 scanned, 2,140 copied, 4 linked, 8 giants, 33.6 GiB in (110

MiB/s), 32.4 GiB out
MiB/s), 4mb57s

Sample test copy completed for, 300.03s
(-7215675436.180/s), 0 out (-6951487617.036/s),
610 KiB in (121 KiB/s), 76.9 KiB out
‘data-set:/userlto

(110

0 in
2,186 scanned,
Estimated time to copy
on a 5m0Os live test:
7d6h

Xcp command
10.101.12.11:/maprll

Estimated Time 7d6h

Job ID Job 2023-04-20 13.03.46.820673 estimate

Log Path /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
20 13.03.46.820673 estimate.log

STATUS PASSED

xcp: WARNING: XCP catalog volume is low on disk space:
61.6 MiB free space.

[root@clientl linux]#

5m2s
(15.3 KiB/s),
'10.01.12.11:

5m7s
/maprll' based

xcp estimate -id csdatalOl -dircount 128k -t 300 -target

99.99% used,
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estimacion - <n> paralelo

Utilice la -parallel <n> con el estimate comando para especificar el nUm. maximo de procesos por lotes
simultaneos. El valor predeterminado es 7.

Sintaxis

xcp estimate -loglevel <name> -parallel <n> -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

estime -preserve-atime

Utilice la —-preserve-atime con el estimate comando para conservar la hora de acceso del archivo o
directorio. El valor predeterminado es FALSE.

Sintaxis

xcp estimate -loglevel <name> -preserve-atime -id <name>
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Muestra el ejemplo

root@clientl linux]# ./xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

xXcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.19.04.050516 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.19.04.050516 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.19.04.050516_estimate.log

STATUS : PASSED

[root@clientl linux]#

estim -loglevel <name>

Utilice la -1oglevel <name> con el estimate Comando para definir el nivel de log; los niveles disponibles
son INFO y DEBUG. El nivel predeterminado es INFO.

Sintaxis

xcp estimate -loglevel <name> -id <name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id

estimatel

xXcp: WARNING: your license will expire in less than 11 days! You can

renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt"'
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

indexdelete
EINFS indexdelete el comando suprime los indices de catalogo.

Sintaxis

xcp indexdelete
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Muestra el ejemplo

[root@clientl linux]# ./xcp indexdelete

Job ID: Job 2023-11-16 02.41.20.260166 indexdelete

isync _tcl retry copy 996 KiB 15-Nov-2023 15-Nov-2023

isync_est isync isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP _verify 2023-11-15 05.56.17.522428 verify 1016 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 06.04.31.693517 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

isync _tcl retryl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.02.46.973624 verify 988 KiB 15-Nov-2023 15-
Nov-2023

est001 isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.37.24.179634 verify 0 15-Nov-2023 15-Nov-2023
albatch errorl copy 368 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 09.45.53.104055 verify 360 KiB 15-Nov-2023 15-
Nov-2023

albatch error2 isync 376 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.48.05.000473 verify 372 KiB 15-Nov-2023 15-
Nov-2023

blbatch errorl copy 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 12.00.29.214479 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

blbatch error2 isync 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.40.536687 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 12.27.08.055501 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 12.27.39.797020 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.52.29.408766 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.53.01.870109 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP _verify 2023-11-15 22.54.11.081944 verify 976 KiB 15-Nov-2023 15-
Nov-2023

clbatch error2 isync 1020 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 23.19.44.158263 verify 1.00 MiB 15-Nov-2023 15-
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Nov-2023

XCP_verify 2023-11-15 23.44.01.274732 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl32576 copy 992 KiB 16-Nov-2023 16-Nov-2023

clbatch error227998 isync 1004 KiB 16-Nov-2023 16-Nov-2023

XCP verify 2023-11-16 01.07.45.824516 verify 1012 KiB 16-Nov-2023 16-
Nov-2023

S3 index copy 52.5 KiB 16-Nov-2023 16-Nov-2023

S3 indexl copy 52.5 KiB 16-Nov-2023 16-Nov-2023

clbatch errorl4383 copy 728 KiB 16-Nov-2023 16-Nov-2023

32 scanned, 941 KiB in (1.04 MiB/s), 48.8 KiB out (55.4 KiB/s), Os.
WARNING: 31 indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete

Stats : 466 scanned, 31 index deleted

Speed : 1.09 MiB in (216 KiB/s), 133 KiB out (25.8 KiB/s)

Total Time : 5s.

Job ID : Job 2023-11-16 02.41.20.260166 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.41.20.260166_ indexdelete.log

STATUS : PASSED

[root@clientl linux]#

En la siguiente tabla, se muestra el indexdelete parametros y su descripcion.

Parametro Descripcion

indexdelete -match Solo procesa los archivos y directorios que coinciden
con el filtro.

indexdelete -loglevel Establece el nivel de log; los niveles disponibles son

INFO, DEBUG (por defecto: INFO).

indexdelete -match <filter>

Utilice la -match <filter> con el indexdelete comando para procesar soélo los archivos y directorios que
coinciden con el filtro.

Sintaxis

xcp indexdelete -match <filter>
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Muestra el ejemplo

[root@clientl linux]# ./xcp indexdelete -match "fnm('S3 index12')"

S3 indexl12 copy 52.5 KiB 16-Nov-2023 16-Nov-2023

5 scanned, 1 matched, 141 KiB in (121 KiB/s), 6.05 KiB out (5.20
KiB/s), 1s.

WARNING: 1 matched index will be deleted permanently.

Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete -match fnm('S3 indexl12')
Stats : 19 scanned, 1 matched, 1 index deleted

Speed : 146 KiB in (29.3 KiB/s), 8.59 KiB out (1.72 KiB/s)
Total Time : 4s.

Job ID : Job 2023-11-16 02.44.39.862423 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.44.39.862423 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

indexdelete -loglevel <name>

Utilice la -1oglevel <name> con el indexdelete Comando para definir el nivel de log; los niveles
disponibles son INFO y DEBUG. El nivel predeterminado es INFO.

Sintaxis

xcp indexdelete -loglevel <name> -match <filter>
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Muestra el ejemplo

root@clientl linux]# ./xcp indexdelete -loglevel DEBUG -match
"fom('test*')"

Job ID: Job 2023-11-16 03.39.36.814557 indexdelete

testing scan 24.5 KiB 16-Nov-2023 16-Nov-2023
testingisync isync 12.5 KiB 16-Nov-2023 16-Nov-2023
5 scanned, 2 matched, 65.1 KiB in (61.1 KiB/s), 6.24 KiB out (5.85

KiB/s), 1s.
WARNING: 2 matched indexes will be deleted permanently.
Are you sure you want to delete (yes/no): yes

6 scanned, 2 matched, 65.1 KiB in (10.5 KiB/s), 6.39 KiB out (1.03
KiB/s), 7s

Xcp command : xcp indexdelete -loglevel DEBUG -match fnm('test*')
Stats : 32 scanned, 2 matched, 2 index deleted

Speed : 75.5 KiB in (10.3 KiB/s), 11.1 KiB out (1.52 KiB/s)

Total Time : 7s.

Job ID : Job 2023-11-16 03.39.36.814557 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 03.39.36.814557 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

isync

Vea las descripciones, los parametros y los ejemplos del XCP isync comando, incluido
cuando el isync el comando se utiliza con el estimate opcidn

isync

EI NFS de XCP isync el comando compara el origen y el destino y sincroniza las diferencias en el destino sin
utilizar el indice de catalogo.

Sintaxis

xcp 1isync <source ip address>:/src <destination ip address>:/dest
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync <source ip address>:/src

<destination ip address>:/dest

Job ID: Job 2023-11-20 04.11.03.128824 isync
41,030 scanned, 935 MiB in (162 MiB/s), 4.23 MiB out (752 KiB/s), 6s
57,915 scanned, 2.10 GiB in (239 MiB/s), 10.00 MiB out (1.13 MiB/s),

11s

57,915 scanned, 3.20 GiB in (210 MiB/s), 14.6 MiB out (879 KiB/s), 1l6s
92,042 scanned, 4.35 GiB in (196 MiB/s), 21.6 MiB out (1.17 MiB/s), 22s
123,977 scanned, 5.70 GiB in (257 MiB/s), 29.6 MiB out (1.49 MiB/s),

27s

137,341 scanned, 6.75 GiB in (212 MiB/s), 36.0 MiB out (1.25 MiB/s),

32s

154,503 scanned, 8.00 GiB in (226 MiB/s), 43.0 MiB out (1.24 MiB/s),

38s

181,578 scanned, 36 copied, 8.68 GiB in (132 MiB/s), 49.7 MiB out (1.26

MiB/s), 43s

target scan completed: 181,656 scanned, 1,477 copied, 1 removed, 8.76
GiB in (200 MiB/s), 123 MiB

out (2.75 MiB/s), 44s.

181,907 scanned, 10,013 copied, 1 removed, 9.17 GiB in (95.3 MiB/s),

545 MiB out
Xcp command

(95.2 MiB/s), 49s
xcp isync <source ip address>:/src

<destination ip address>:/dest
Stats : 1 removed, 181,907 scanned, 10,263 copied
Speed : 9.17 GiB in (190 MiB/s), 548 MiB out (11.1 MiB/s)

Total Time

49s.

Job ID : Job 2023-11-20 04.11.03.128824 isync

Log Path

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.11.03.128824 isync.log
STATUS : PASSED
[root@clientl linux]

En la siguiente tabla, se muestra el isync parametros y su descripcion.

Parametro
isync -nodata
isync -noattrs
isync -nomods

isync -mtimewindow

Descripcion

No comprueba los datos.

No comprueba los atributos.

No comprueba las horas de modificacion del archivo.

Especifica la diferencia de tiempo de modificacion
aceptable para la verificacion.
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Parametro

isync -match

<<nfs_isync_bs,isync -bs [k]>

isync -paralelo

<<nfs_isync_dircount,isync -dircount [k]>

isync -excluir

isync -newid

isync -loglevel

isync -preserve-atime

isync -s3.insecure

isync -s3.endpoint

isync -s3.profile

isync -s3.noverify

isync -nodata

Descripcion

Solo procesa los archivos y directorios que coinciden
con el filtro.

Especifica el tamafo del bloque de lectura/escritura
(valor predeterminado: 64K).

Especifica el Num. Maximo de procesos por lotes
simultaneos (valor por defecto: 7).

Especifica el tamafo de solicitud al leer directorios
(valor por defecto 64k).

Excluye los archivos y directorios que coinciden con
el filtro.

Especifica el nombre del catalogo para un nuevo
catalogo de indice.

Establece el nivel de log; los niveles disponibles son
INFO, DEBUG (por defecto: INFO).

Restaura todos los archivos a la fecha de ultimo
acceso en el origen.

Proporciona la opcién de utilizar HTTP en lugar de
HTTPS para la comunicacion del bloque S3.

Reemplaza la URL de punto final predeterminada de
Amazon Web Services (AWS) con la URL
especificada para la comunicacion del bloque S3.

Especifica un perfil del archivo de credenciales de
AWS para la comunicacioén del bloque S3.

Anula la verificacion predeterminada de la
certificacion SSL para la comunicacién del bloque S3.

Utilice el -nodata con el isync comando para especificar no comprobar datos.

Sintaxis

xcp isync -nodata <source ip address>:/source vol

<destination ip address>:/dest vol
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Muestra el ejemplo

root@clientl linux]# ./xcp isync -nodata
<source ip address>:/source vol<destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.47.20.930900 isync

11,301 scanned, 3.26 MiB in (414 KiB/s), 479 KiB out (59.5 KiB/s),
28,644 scanned, 437 copied, 33.7 MiB in (5.39 MiB/s), 27.2 MiB out
(4.75 MiB/s), 13s

29,086 scanned, 1,001 copied, 58.2 MiB in (3.54 MiB/s), 51.8 MiB out

(3.55 MiB/s), 20s

29,490 scanned, 1,001 copied, 597 removed, 61.1 MiB in (592 KiB/s),

53.7 MiB out (375 KiB/s),
25s
98

43,391 scanned, 1,063 copied, 1,001 removed, 2.49 GiB in (115 MiB/s),

2.48 GiB out (115 MiB/s),
Iml7s

43,391 scanned, 1,082 copied, 1,001 removed, 3.08 GiB in (119 MiB/s),

3.07 GiB out (119 MiB/s),
1m23s

43,391 scanned, 1,088 copied, 1,001 removed, 3.68 GiB in (122 MiB/s),

3.67 GiB out (122 MiB/s),

1Im28s

Xcp command : xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,001 removed, 43,391 scanned, 1,108 copied

Speed : 4.19 GiB in (46.7 MiB/s), 4.18 GiB out (46.5 MiB/s)
Total Time : 1m3ls.

Job ID : Job 2023-11-16 22.47.20.930800 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 22.47.20.930900 isync.error

STATUS : PASSED

isync -noattrs

Utilice el -noattrs con el isync comando para especificar no comprobar los atributos.
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Sintaxis

xcp isync -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol

Muestra el ejemplo

[root@clientl linux]# ./xcp isync -noattrs

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.49.22.056646 isync

18,036 scanned, 940 MiB in (168 MiB/s), 2.67 MiB out (488 KiB/s), b5s
30,617 scanned, 285 removed, 4.23 GiB in (666 MiB/s), 12.0 MiB out
(1.82 MiB/s), 10s

32,975 scanned, 746 removed, 6.71 GiB in (505 MiB/s), 18.3 MiB out
(1.25 MiB/s), 15s

34,354 scanned, 1,000 removed, 9.39 GiB in (543 MiB/s), 24.9 MiB out
(1.32 MiB/s), 20s

34,594 scanned, 1,000 removed, 12.1 GiB in (540 MiB/s), 31.2 MiB out
(1.24 MiB/s), 26s

36,142 scanned, 722 copied, 1,000 removed, 14.9 GiB in (540 MiB/s),
73.7 MiB out (7.93 MiB/s),

31s

42,496 scanned, 1,000 copied, 1,000 removed, 234 GiB in (716 MiB/s),
582 MiB out (1.55 MiB/s),

Tm22s

Xcp command : xcp isync -noattrs <<source ip address>>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied

Speed : 234 GiB in (542 MiB/s), 583 MiB out (1.32 MiB/s)

Total Time : 7m22s.

Job ID : Job 2023-11-16 22.49.22.056646_ isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.49.22.056646 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.49.22.056646 isync.error

STATUS : PASSED

isync -nomods

Utilice el -nomods con el i sync comando para especificar que no se comprueben las horas de modificacion
del archivo.
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Sintaxis

isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Muestra el ejemplo

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), b5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1ls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

6m42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

om4d7s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6m50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

isync -mtimewindow <s>

Utilice el -mtimewindow <s> con el isync comando para especificar la diferencia de tiempo de
modificacion aceptable para la verificacion.
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Sintaxis

xcp isync -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

[root@clientl linux]#

Job ID: Job 2023-11-16 23.03.41.

./xcp isync -mtimewindow 10
10.101.101.101:/source vol 10.101.101.101:/dest vol

617300 isync

23,154 scanned, 146 removed, 1.26 GiB in (247
(882 KiB/s), 5s

29,587 scanned, 485 removed, 4.51 GiB in (659
(1L.77 MiB/s), 10s

29,587 scanned, 485 removed, 7.40 GiB in (590
(1.32 MiB/s), 1l6s

32,712 scanned, 485 removed, 10.3 GiB in (592
(1.34 MiB/s), 21s

33,712 scanned, 485 removed, 13.2 GiB in (578
(1.33 MiB/s), 26s

33,712 scanned, 961 copied, 485 removed, 15.5

MiB out (9.89 MiB/s),

42,496 scanned,
581 MiB out (1.43 MiB

Xcp command

31ls

1,000 copied,

/s),

1,000 removed,
Tmlls

233 GiB 1in

MiB/s), 4.50 MiB

MiB/s), 13.4 MiB

MiB/s), 20.0 MiB

MiB/s), 26.9 MiB

MiB/s), 33.6 MiB

GiB in

xcp isync -mtimewindow 10 -loglevel DEBUG

10.101.101.101:/source vol 10.101.101.101:/dest vol

Stats 1,000 removed, 42,496 scanned, 1,000 copied
Speed 234 GiB in (554 MiB/s), 583 MiB out (1.35 MiB/s)
Total Time Tml2s.

Job ID

Job 2023-11-16 23.03.41.617300 isync

out

out

out

out

out

(445 MiB/s),

86.

(655 MiB/s),

6
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Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.error

STATUS : PASSED

isync - coincidencia <filter>

Utilice la -match <filter> con el isync comando para procesar solo los archivos y directorios que
coinciden con el filtro.

Sintaxis

Xcp isync -match <filter> -id <name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.03.734323 isync

24,006 scanned, 570 matched, 32.5 MiB in (5.31 MiB/s), 221 KiB out
(36.2 KiB/s), 6s

33,012 scanned, 570 matched, 34.2 MiB in (223 KiB/s), 237 KiB out (2.06
KiB/s), 1l4s

33,149 scanned, 572 matched, 275 MiB in (38.3 MiB/s), 781 KiB out (86.6
KiB/s), 20s

39,965 scanned, 572 matched, 276 MiB in (214 KiB/s), 812 KiB out (4.95
KiB/s), 27s

40,542 scanned, 572 matched, 276 MiB in (15.4 KiB/s), 818 KiB out (1.00
KiB/s), 32s

40,765 scanned, 1,024 matched, 1.88 GiB in (297 MiB/s), 4.51 MiB out
(682 KiB/s), 38s

target scan completed: 41,125 scanned, 1,055 matched, 1.88 GiB in (48.9
MiB/s), 4.51 MiB out

(117 KiB/s), 39s.

42,372 scanned, 1,206 matched, 4.26 GiB in (445 MiB/s), 9.92 MiB out
(1013 KiB/s), 43s

Filtered: 1206 matched, 41290 did not match

Xcp command : Xcp isync -match fnm("FILE USERS*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,496 scanned, 1,206 matched

Speed : 6.70 GiB in (145 MiB/s), 15.4 MiB out (332 KiB/s)

Total Time : 47s.

Job ID : Job 2023-11-16 23.25.03.734323 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.03.734323 isync.log

STATUS : PASSED

isync -bs <n[k]>

Utilice el -bs <n[k]> con el isync comando para especificar el tamafo del bloque de lectura/escritura. El
tamano de bloque predeterminado es de 64k KB.

Sintaxis

xcp isync -loglevel DEBUG -bs <n[k]> <source ip address>:/source vol

<destination ip address>:/dest vol
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Muestra el ejemplo

root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync -loglevel DEBUG -bs 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

[root@clientl linux]#

isync -paralelo

Utilice el -parallel <n> con el isync comando para especificar el nim. maximo de procesos por lotes
simultaneos. El valor predeterminado es 7.

Sintaxis

xcp isync -parallel <n> <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

[root@clientl linux]# xcp isync -parallel 16
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.57.058655 isync

21,279 scanned, 765 MiB in (104 MiB/s), 2.43 MiB out (337 KiB/s), 7s
30,208 scanned, 126 removed, 3.00 GiB in (461 MiB/s), 9.11 MiB out
(1.33 MiB/s), 12s

35,062 scanned, 592 removed, 6.01 GiB in (615 MiB/s), 17.2 MiB out
(1.61 MiB/s), 17s

35,062 scanned, 592 removed, 7.35 GiB in (272 MiB/s), 20.3 MiB out (642
KiB/s), 22s

42,496 scanned, 1,027 copied, 1,027 removed, 231 GiB in (602 MiB/s),
576 MiB out (1.31 MiB/s),

Tm40s

Xcp command : xcp isync -parallel 16 <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,027 removed, 42,496 scanned, 1,027 copied

Speed : 234 GiB in (515 MiB/s), 584 MiB out (1.26 MiB/s)

Total Time : 7m45s.

Job ID : Job 2023-11-16 23.25.57.058655 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.error

STATUS : PASSED

isync -dircount <n[k]>

Utilice el —-dircount <n[k]> con el isync comando para especificar el tamafio de solicitud al leer
directorios. El valor predeterminado es 64k.

Sintaxis

xcp isync -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

root@clientl linux]# ./xcp isync -dircount 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.33.45.854686 isync

16,086 scanned, 824 MiB in (164 MiB/s), 2.75 MiB out (558 KiB/s), b5s
24,916 scanned, 4.42 GiB in (727 MiB/s), 12.5 MiB out (1.91 MiB/s), 1lls
31,633 scanned, 237 removed, 7.19 GiB in (567 MiB/s), 19.0 MiB out
(1.30 MiB/s), 16s

31,633 scanned, 237 removed, 9.74 GiB in (512 MiB/s), 24.7 MiB out
(1.13 MiB/s), 21s

33,434 scanned, 237 removed, 11.6 GiB in (385 MiB/s), 29.3 MiB out (935
KiB/s), 26s

33,434 scanned, 499 copied, 237 removed, 13.1 GiB in (298 MiB/s), 57.7
MiB out (5.66 MiB/s), 31ls

42,496 scanned, 1,000 copied, 1,000 removed, 229 GiB in (609 MiB/s),
572 MiB out (1.34 MiB/s),

Tm3s

42,496 scanned, 1,000 copied, 1,000 removed, 232 GiB in (549 MiB/s),
578 MiB out (1.20 MiB/s),

Tm8s

Xcp command : xcp isync -dircount 32k <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied

Speed : 234 GiB in (555 MiB/s), 583 MiB out (1.35 MiB/s)

Total Time : 7mlls.

Job ID : Job 2023-11-16 23.33.45.854686 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.33.45.854686 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.33.45.854686 isync.error

STATUS : PASSED

isync: excluir <filter>

Utilice el —exclude <filter> con el isync comando para excluir los archivos y directorios que coinciden
con el filtro.
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Sintaxis

xcp isync -exclude <filter> <source ip address>:/source vol
<destination ip address>:/dest vol

Muestra el ejemplo

[root@clientl linux]# ./xcp isync -exclude fnm("FILE USER5*")

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.41.00.713151 isync

14,514 scanned, 570 excluded, 675 MiB in (133 MiB/s), 2.03 MiB out (411
KiB/s), 5s

24,211 scanned, 570 excluded, 4.17 GiB in (713 MiB/s), 11.0 MiB out
(1.79 MiB/s), 10s

30,786 scanned, 574 excluded, 116 removed, 7.07 GiB in (589 MiB/s),
17.7 MiB out (1.32

MiB/s), 15s

30,786 scanned, 574 excluded, 116 removed, 10.1 GiB in (629 MiB/s),
24.7 MiB out (1.40

MiB/s), 20s

31,106 scanned, 222 copied, 574 excluded, 116 removed, 12.8 GiB in (510
MiB/s), 42.3 MiB out

(3.33 MiB/s), 26s

41,316 scanned, 1,000 copied, 1,206 excluded, 1,000 removed, 225 GiB in
(616 MiB/s), 563 MiB

out (1.36 MiB/s), 6m35s

Excluded: 1206 excluded, 0 did not match exclude criteria

Xcp command : xcp isync -exclude fnm("FILE USER5*")

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 1,000 removed, 41,316 scanned, 1,000 copied, 1,206 excluded
Speed : 227 GiB in (584 MiB/s), 568 MiB out (1.42 MiB/s)

Total Time : 6m38s.

Job ID : Job 2023-11-16 23.41.00.713151 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.error

STATUS : PASSED
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isync -newid <name>

Utilice el -newid <name> con el isync comando para especificar el nombre del catalogo para un nuevo
catalogo de indice.

Sintaxis

xcp isync -newid <name> -s3.endpoint <S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

Muestra el ejemplo

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint
<83 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7

KiB out (20.9 KiB/s), 3s.

Xcp command : Xcp isync -newid testing -s3.endpoint S3 endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

isync - <name> de nivel de registro

Utilice el -1oglevel <name> con el isync Comando para definir el nivel de log; los niveles disponibles son
INFO y DEBUG. El valor predeterminado es INFO.

Sintaxis

xcp isync -loglevel <name> -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync -loglevel DEBUG -bs 32k

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

isync -preserve-atime

Utilice el -preserve-atime con el isync comando para restaurar todos los archivos a la fecha de ultimo
acceso en el origen.

Sintaxis

xcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync -preserve-atime
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 01.31.26.077154 isync

21,649 scanned, 1.41 GiB in (260 MiB/s), 5.63 MiB out (1.01 MiB/s), 5s
32,034 scanned, 10.9 GiB in (400 MiB/s), 29.3 MiB out (925 KiB/s), 30s
33,950 scanned, 1 copied, 12.9 GiB in (399 MiB/s), 35.5 MiB out (1.24
MiB/s), 35s

33,950 scanned, 1 copied, 14.7 GiB in (361 MiB/s), 39.6 MiB out (830
KiB/s), 41s

42,499 scanned, 1 copied, 229 GiB in (623 MiB/s), 529 MiB out (1.37
MiB/s), 7ml6s

42,499 scanned, 1 copied, 233 GiB in (719 MiB/s), 536 MiB out (1.56
MiB/s), 7m2ls

Xcp command : xcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,499 scanned, 1 copied

Speed : 234 GiB in (541 MiB/s), 540 MiB out (1.22 MiB/s)

Total Time : 7m23s.

Job ID : Job 2023-11-17 01.31.26.077154 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.error

STATUS : PASSED

isync -s3.insecure

Utilice la -s3. insecure con el isync Comando que se utiliza HTTP en lugar de HTTPS para la
comunicacion del bloque S3.

Sintaxis

xcp isync -newid <name> -s3.insecure -s3.endpoint <S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync -newid testing2 -s3.insecure
-s3.endpoint <S3 endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.09.28.579606 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (47.6
KiB/s), 50.8 KiB out (20.5

KiB/s), 2s.

Xcp command : xcp isync -newid testing2 -s3.insecure -s3.endpoint
<83 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/
Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.5 KiB/s), 63.8 KiB out (20.7 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.09.28.579606 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.09.28.579606 isync.log

STATUS : PASSED

[root@clientl linux]#

isync -s3.endpoint <s3_endpoint_url>

Utilice la -s3.endpoint <s3 endpoint url>con el isync Comando para sustituir la URL de punto final
de AWS predeterminada con una URL especificada para la comunicacion del bloque S3.

Sintaxis

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/
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Muestra el ejemplo

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint <S3-
endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7 KiB

out (20.9 KiB/s), 3s.

Xcp command : Xcp isync -newid testing -s3.endpoint S3-endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

isync -s3.profile <name>

Utilice la s3.profile con el isync Comando para especificar un perfil del archivo de credenciales de AWS
para la comunicacion del bloque S3.

Sintaxis

xcp isync -s3.profile <name> -s3.endpoint <S3-endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate
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Muestra el ejemplo

[root@clientl linux]# /xcp/linux/xcp isync -s3.profile s3 profile
-s3.endpoint <S3-endpoint url> <source ip address>:/src/USER4
s3://isyncestimate

Job ID: Job 2023-11-16 05.29.21.279709 isync

target scan completed: 502 scanned, 250 s3.objects, 108 KiB in (46.5

KiB/s), 38.4 KiB out (16.5
KiB/s), 2s.

Xcp command : xcp isync -s3.profile s3 profile -s3. <S3-endpoint url>

<source_ ip address>:/src/USER4 s3://isyncestimate

Stats : 502 scanned, 250 s3.objects

Speed : 108 KiB in (34.2 KiB/s), 38.4 KiB out (12.1 KiB/s)
Total Time : 3s.

Job ID : Job 2023-11-16 05.29.21.279709 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.29.21.279709 isync.log

STATUS : PASSED

[root@clientl linux]#

isync -s3.noverify

Utilice la -s3.noverify con el isync Comando para anular la verificacion predeterminada de la certificacion

SSL para la comunicacion del bloque S3.

Sintaxis

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/
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Muestra el ejemplo

root@clientl linux]# ./xcp isync -newid testing5 -s3.noverify
-s3.endpoint <endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.11.12.803441 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (40.8
KiB/s), 50.8 KiB out (17.6

KiB/s), 2s.

Xcp command : xcp isync -newid testing5 -s3.noverify -s3.endpoint
<endpoint url>

<source ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (34.7 KiB/s), 63.8 KiB out (18.6 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.11.12.803441 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.11.12.803441 isync.log

STATUS : PASSED

[root@clientl linux]#

estimacioén de isync

La isync el comando se puede utilizar con el estimate opcion para estimar el tiempo que tarda en isync
comando para sincronizar cambios incrementales. La -id el pardmetro especifica el nombre del catalogo de
una operacion de copia anterior.

Sintaxis

XCcp 1isync estimate -id <name>

@ La -id el parametro es necesario con el isync estimate opcion de comando.
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Muestra el ejemplo

[root@clientl linux]#

./xcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: aalbatch errorl {source: <source ip address>:/src, target:

<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s
Xcp command xXcp isync estimate -id <name>

Estimated Time 45.1s

Job ID
Log Path

Job 2023-11-20 04.08.18.967541 isync_estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.log

Error Path

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync_estimate.error

STATUS PASSED

En la siguiente tabla, se muestra el isync estimate parametros y su descripcion.

Parametro

estimacién de isync - nodata
estimacioén de isync -noattrs
isync estimacion -nomods

estimacién de isync -mtimewindow

estimacién de isync -coincidencia
<<nfs_isync_estimate_bs,estimacion de isync -bs [k]>
estimacion de isync -paralelo
<<nfs_isync_estimate_dircount,estimacion de isync

-dircount [k]>

estimacioén de isync -excluir

Descripcion

No comprueba los datos.

No comprueba los atributos.

No comprueba las horas de modificacion del archivo.

Especifica la diferencia de tiempo de modificacion
aceptable para la verificacion.

Solo procesa los archivos y directorios que coinciden
con el filtro.

Especifica el tamafo del bloque de lectura/escritura
(valor predeterminado: 64K).

Especifica el Num. Maximo de procesos por lotes
simulténeos (valor por defecto: 7).

Especifica el tamafo de solicitud al leer directorios
(valor por defecto 64k).

Excluye los archivos y directorios que coinciden con
el filtro.
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Parametro

isync estimacion -id

estimacioén de isync -loglevel

estimacion de isync -preserve-atime

estimacion de isync -s3.insecure

<<nfs_isync_estimate_endpoint,estimacion de isync
-s3.punto final

isync -s3.profile

estimacion de isync -s3.noverify

estimacion de isync - nodata

Descripcion

Especifica el nombre del catalogo para una operacion
de copia anterior.

Establece el nivel de log; los niveles disponibles son
INFO, DEBUG (por defecto: INFO).

Restaura todos los archivos a la fecha de ultimo
acceso en el origen.

Proporciona la opcién de utilizar HTTP en lugar de
HTTPS para la comunicacion del bloque S3.

Reemplaza la URL de punto final predeterminada de
Amazon Web Services (AWS) con la URL
especificada para la comunicacion del bloque S3.

Especifica un perfil del archivo de credenciales de
AWS para la comunicacion del bloque S3.

Anula la verificacion predeterminada de la
certificacion SSL para la comunicacién del bloque S3.

Utilice el -nodata parametro con isync estimate para especificar que no se comprueben los datos.

Sintaxis

XCp isync estimate -nodata -id <name>

Muestra el ejemplo

[root@clientl linux]#

./xcp isync estimate -nodata -id <name>

Job ID: Job 2023-11-23 23.19.45.648691 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:

<destination ip address>:/fv}
Xcp command

Estimated Time 0.6s
Job ID

Log Path

XCp isync estimate -nodata -id <name>

Job 2023-11-23 23.19.45.648691 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.19.45.648691 isync estimate.log

STATUS PASSED

estimacion de isync -noattrs

Utilice el -noattrs parametro con isync estimate para especificar no comprobar atributos.
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Sintaxis

XCp isync estimate -noattrs -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xXcp isync estimate -noattrs -id <name>

Job ID: Job 2023-11-23 23.20.25.042500 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<target ip address>:/fv}

Xcp command : xcp isync estimate -noattrs -id <name>
Estimated Time : 2.4s

Job ID : Job 2023-11-23 23.20.25.042500 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.20.25.042500 isync_estimate.log

STATUS : PASSED

isync estimacion -nomods

Utilice el -nomods parametro con isync estimate para especificar que no se comprueben las horas de
modificacion del archivo.

Sintaxis

XCp 1sync estimate -nomods -id <name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), b5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1ls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

6m42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

6m4d7s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6m50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

isync estimate -mtimewindow <s>

Utilice el -mtimewindow <s> parametro con isync estimate para especificar la diferencia de tiempo de
modificacion aceptable para la verificacion.

Sintaxis

XCp isync estimate -mtimewindow <s> -id <name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -mtimewindow 10 -id <name>

Job ID: Job 2023-11-16 01.47.05.139847 isync estimate
Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -mtimewindow 10 -id <name>
Estimated Time : 2m42s

Job ID : Job 2023-11-16 01.47.05.139847 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync_estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.error

STATUS : PASSED

estimacion de isync - coincidencia <filter>

Utilice la -match <filter> parametro con isync estimate para procesar solo los archivos y directorios
que coincidan con el filtro.

Sintaxis

xCcp isync estimate -match <filter> -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -match <filter> -id <name>

Job ID: Job 2023-11-16 02.13.34.904794 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Filtered: 0 matched, 6 did not match

Xcp command : xXcp isync estimate -match fnm('FILE *') -id <name>
Estimated Time : 0.8s

Job ID : Job 2023-11-16 02.13.34.904794 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.13.34.904794 isync estimate.log

STATUS : PASSED

isync estimacion -bs <n[k]>

Utilice el -bs <n[k]> parametro con isync estimate para especificar el tamafio del bloque de

273



lectura/escritura. El tamano de bloque predeterminado es de 64k KB.

Sintaxis

xcp isync estimate -bs <n[k]> -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -bs 128k -id <name>

Job ID: Job 2023-11-16 02.14.21.263618 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -bs 128k -id <name>

Estimated Time : 6m48s

Job ID : Job 2023-11-16 02.14.21.263618 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.14.21.263618 isync estimate.log

STATUS : PASSED

estimacion de isync: paralela

Utilice el -parallel <n> parametro con isync estimate para especificar el niUm. maximo de procesos
por lotes simultaneos. El valor predeterminado es 7.

Sintaxis

xcp isync estimate -parallel <n> -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -parallel 10 -id <name>

Job ID: Job 2023-11-16 02.15.25.109554 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -parallel 10 -id <name>
Estimated Time : 8m3s

Job ID : Job 2023-11-16 02.15.25.109554 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.25.109554 isync estimate.log

STATUS : PASSED
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isync estimacion -dircount <n[k]>

Utilice el -dircount <n[k]> parametro con isync estimate para especificar el tamafio de solicitud al
leer directorios. El valor predeterminado es 64k.

Sintaxis

XCcp isync estimate -dircount <n[k]> -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xXcp isync estimate -dircount 128k -id <name>

Job ID: Job 2023-11-16 02.15.56.200697 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -dircount 128k -id <name>
Estimated Time : 8mé6s

Job ID : Job 2023-11-16 02.15.56.200697 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.56.200697 isync estimate.log

STATUS : PASSED

estimacion de isync: excluir <filter>

Utilice el —exclude <filter> parametro con isync estimate para excluir los archivos y directorios que
coinciden con el filtro.

Sintaxis

xcp isync estimate -exclude <filter> -id <name>
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Muestra el ejemplo

[root@clientl linux]# ./xXcp isync estimate -exclude "fnm('DIR1*')"™ -id
<name>

Job ID: Job 2023-11-16 02.16.30.449378 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Excluded: 60 excluded, 0 did not match exclude criteria

Xcp command : xcp isync estimate -exclude fnm('DIR1*') -id <name>
Estimated Time : 3m29s

Job ID : Job 2023-11-16 02.16.30.449378 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.30.449378 isync estimate.log

STATUS : PASSED

isync estimate -id <name>

Utilice el -id <name> parametro con isync estimate para especificar el nombre del catalogo pf una
operacion de copia anterior.

Sintaxis

XCp isync estimate -id <name>
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Muestra el ejemplo

[root@clientl linux]#

./xcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: <name> {source: <source ip address>:/src, target:

<destination ip address>:/dest}
30,611 786 MiB in
45,958 .92 GiB
53,825 .11 GiB
67,260 .33 GiB
81,328 .57 GiB
85,697 .85 GiB 241
85,697 14 GiB (262
Xcp command XCp 1isync estimate
Estimated Time 45.1s

Job ID Job 2023-11-20 04.08.18.
Log Path

scanned,
in (223
216
in (231

(
(

in (253
(

scanned, 1
scanned, in
scanned,

scanned,

o U1 ™ W

scanned, in

scanned, 8. in

(141 MiB/s)

MiB/s), 8.48
MiB/s), 13.5
MiB/s), 18.

MiB/s), 23.
MiB/s), 29.
MiB/s), 34.
-id <name>

U1 N oo o

967541 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.log

Error Path

20 04.08.18.967541 isync_estimate.error

STATUS PASSED

isync estimacion - <name> de nivel de registro

MiB
MiB
MiB
MiB
MiB
MiB

3.60 MiB out

out
out
out
out
out
out

(661 KiB/s),

5s
10s
16s

939 KiB/s),
912 KiB/s),
961 KiB/s), 22s

1.05 MiB/s), 27s
1005 KiB/s), 32s
1.06 MiB/s), 37s

~ o~ o~ o~ o~ o~

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

Utilice el -1oglevel <name> parametro con isync estimate Para establecer el nivel de log; los niveles
disponibles son INFO y DEBUG. El valor predeterminado es INFO.

Sintaxis

xcp isync estimate -loglevel <name> -id <name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -loglevel DEBUG -id <name>

Job ID: Job 2023-11-16 02.16.58.212518 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -loglevel DEBUG -id <name>
Estimated Time : 8ml8s

Job ID : Job 2023-11-16 02.16.58.212518 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.58.212518 isync estimate.log

STATUS : PASSED

estimacion de isync -preserve-atime

Utilice el -preserve-atime parametro con isync estimate para restaurar todos los archivos a la fecha
de ultimo acceso en el origen.

Sintaxis

xCcp lisync estimate -preserve-atime -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xXcp isync estimate -preserve-atime -id <name>

Job ID: Job 2023-11-16 02.17.32.085754 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp 1lsync estimate -preserve-atime -id <name>
Estimated Time : 8m26s

Job ID : Job 2023-11-16 02.17.32.085754 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.17.32.085754 isync estimate.log

STATUS : PASSED

estimacion de isync -s3.insecure

Utilice la -s3.insecure parametro con isync estimate Se puede utilizar HTTP en lugar de HTTPS para
la comunicacion del bloque S3.
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Sintaxis

XCp isync estimate -s3.insecure -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -s3.insecure -id S3 index

Job ID: Job 2023-11-16 02.22.36.481539 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS, target:

s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (86.1 KiB/s), 5.53 KiB out (1.10 KiB/s),
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : xXcp isync estimate -s3.insecure -id S3 index
Estimated Time : 9.4s

Job ID : Job 2023-11-16 02.22.36.481539 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.22.36.481539 isync estimate.log

STATUS : PASSED

isync estimacion -s3.endpoint <s3_endpoint_url>

Utilice la -s3.endpoint <s3 endpoint url> parametro con isync estimate Para sustituir la URL de

punto final de AWS predeterminada con una URL especificada para la comunicacion del bloque S3.

Sintaxis

XCcp 1sync estimate -s3.endpoint <S3 endpoint url> -id <name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -s3.endpoint
<S3 endpoint url> -id S3 indexl

Job ID: Job 2023-11-16 02.35.49.911194 isync estimate

Index: S3 indexl {source: <source_ip_address>:/source_vol/USERS,
target: s3://isyncestimate/}

2,002 scanned, 432 KiB in (85.6 KiB/s), 5.54 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.54 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.endpoint <S3 endpoint url> -id
S3 indexl

Estimated Time : 13.3s

Job ID : Job 2023-11-16 02.35.49.911194 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.35.49.911194 isync estimate.log

STATUS : PASSED

isync estimacion -s3.profile <name>

Utilice la s3.profile parametro con isync estimate Para especificar un perfil del archivo de
credenciales de AWS para la comunicacion del bloque S3.

Sintaxis

xcp isync estimate -s3.profile s3 profile -id <name>
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Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -s3.profile s3 profile -id
S3 index

Job ID: Job 2023-11-16 02.25.57.045692 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (84.9 KiB/s), 5.53 KiB out (1.09 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.profile s3 profile -id S3 index
Estimated Time : 9.7s

Job ID : Job 2023-11-16 02.25.57.045692 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.25.57.045692 isync estimate.log

STATUS : PASSED

estimacion de isync -s3.noverify

Utilice la -s3.noverify parametro con isync estimate Para anular la verificacion predeterminada de la
certificacion SSL para la comunicacion del bloque S3.

Sintaxis

xcp isync estimate -s3.noverify -id <name>

Muestra el ejemplo

[root@clientl linux]# ./xcp isync estimate -s3.noverify -id S3 index

Job ID: Job 2023-11-16 02.23.36.515890 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (85.7 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.noverify -id S3 index

Estimated Time : 9.3s

Job ID : Job 2023-11-16 02.23.36.515890 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.23.36.515890 isync estimate.log

STATUS : PASSED
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Referencia de comandos del SMB

ayuda

El SMB help command muestra una lista de comandos, parametros de comandos y una
breve descripcion de cada uno. Este comando es muy util para principiantes que son
nuevos en XCP.

Sintaxis

xcp ——help

Muestra el ejemplo

C:\Users\Administrator\Desktop\xcp>xcp --help
usage: xcp [-h] [-version]

{scan, show, listen, configure, copy, sync,verify,license,activate,help}
optional arguments:
-h, --help show this help message and exit

-version show program's version number and exit

XCP commands:
{scan, show, listen,configure,copy,sync,verify,license,activate,help}

scan Read all the files in a file tree

show Request information from host about SMB shares
listen Run xcp service

configure Configure xcp.ini file

copy Recursively copy everything from source to target
sync Sync target with source

verify Verify that the target is the same as the source
license Show xcp license info

activate Activate a license on the current host

help Show help for commands

ayuda a <command>

Utilizar <command> con help para mostrar ejemplos y detalles de opciones para el <command>
especificado.

Sintaxis

xcp help <command>
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El siguiente ejemplo muestra los detalles, el uso, los argumentos y los argumentos opcionales para sync
comando.
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Muestra el ejemplo
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C:\Users\Administrator\Desktop\xcp>xcp help sync

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-preserve-
atime]

[-noatime] [-noctime] [-nomtime] [-noattrs]

[-noownership] [-atimewindow <float>] [-ctimewindow <float>]
[-mtimewindow <float>] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-1]

source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes.

XCP sync will ignore these file attributes.

positional arguments:

source
target
optional arguments:
-h, --help show this help message and exit
-V increase debug verbosity
-parallel <n> number of concurrent processes (default: <cpu-
count>)
-match <filter> only process files and directories that match the
filter
see “xcp help -match® for details)
-preserve-atime restore last accessed date on source
-noatime do not check file access time
-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes
-noownership do not check ownership

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds
-mtimewindow <float> acceptable modification time difference in
seconds
-acl copy security information
-fallback-user FALLBACK USER

a user on the target machine to receive the
permissions of local
(nondomain) source machine users (eg. domain\administrator)
—-fallback-group FALLBACK GROUP

a group on the target machine to receive the
permissions oflocal
(non-domain) source machine groups (eg. domain\administrators)
=1 increase output
-root sync acl for root directory
C:\Users\Administrator\Desktop\xcp>
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mostrar

El SMB show Command consulta los servicios RPC y las exportaciones NFS de uno o
varios servidores de almacenamiento. El comando también enumera los servicios y
exportaciones disponibles con la capacidad usada y libre de cada exportacion, seguido
de los atributos de la raiz de cada exportacion.

Sintaxis

La show El comando requiere el nombre de host o la direccién IP del sistema exportado NFSv3:

xcp show \\<IP address or hostname of SMB server>

286



Muestra el ejemplo

C:\Users\Administrator\Desktop\xcp>xcp show \\<IP address or hostname
of SMB server>

Shares Errors Server

7 0 <IP address or hostname of SMB server>

== SMB Shares ==

Space Space Current

Free Used Connections Share Path Folder Path

0 0 N/A \\<IP address or hostname of SMB server>\IPC$ N/A

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\ETCS$ C:\etc
533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\HOME
C:\vol\vol0\home

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\C$ C:\
972MiB 376KiB 0 \\<IP address or hostname of SMB
server>\testsecureC:\vol\testsecure

12 XCP SMB v1.6 User Guide © 2020 NetApp, Inc. All rights reserved.
47.8GiB 167MiB 1 \\<IP address or hostname of SMB server>\volxcp
C:\vol\volxcp

9.50G1iB 512KiB 1 \\<IP address or hostname of SMB server>\jl C:\vol\jl
== Attributes of SMB Shares ==

Share Types Remark

IPCS$ PRINTQ, IPC, SPECIAL,DEVICE Remote IPC

ETCS SPECIAL Remote Administration

HOME DISKTREE Default Share

C$ SPECIAL Remote Administration

testsecure DISKTREE for secure copy

volxcp DISKTREE for xcpSMB

71 DISKTREE

== Permissions of SMB Shares ==

Share Entity Type

IPCS Everyone Allow/Full Control

ETCS Administrators Allow/FullControl

HOME Everyone Allow/Full Control

C$ Administrators Allow/Full Control

xcp show \\<IP address or hostname of SMB server>
0 errors

Total Time : Os
STATUS : PASSED

En la siguiente tabla, se muestra el show parametros y su descripcion.
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Parametro Descripcion

mostrar -v Imprime detalles detallados sobre los servidores SMB
mediante la direccion IP o el nombre de host.

show -h, --help Muestra informacion detallada sobre como usar el
comando.

licencia

El SMB 1icense Comando Muestra la informacion de licencia de XCP.

Sintaxis

xcp license

Muestra el ejemplo

C:\Users\Administrator\Desktop\xcp>xcp license
xcp license

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Mon Dec 31 00:00:00 yyyy

License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

activar

El SMB activate Comando activa la licencia XCP. Antes de ejecutar este comando,
compruebe que se descargue y copie el archivo de licencia en el directorio
C:\NetApp\XCP en el host XCP o la maquina cliente. La licencia se puede activar en
cualquier numero de hosts.

Sintaxis

xcp activate

288



Muestra el ejemplo

C:\Users\Administrator\Desktop\xcp>xcp activate
XCP activated

escanee

El SMB scan Command explora recursivamente todo el recurso compartido SMB y
enumera todos los archivos al final del scan comando.

Sintaxis

xcp scan \\<SMB share path>

Muestra el ejemplo

C:\Users\Administrator\Desktop\xcp>xcp scan \\<IP address or hostname
of SMB server>\volxcp

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

volxcp\3333.txt

volxcp\SMB. txt

volxcp\SMB1.txt

volxcp\com.txt

volxcp\commands.txt

volxcp\console.txt

volxcp\linux.txt

volxcp\net use.txt

volxcp\newcom. txt

volxcp\notepad.txt

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

60,345 scanned, 0 matched, 0 errors

Total Time : 8s

STATUS : PASSED
C:\Users\Administrator\Desktop\xcp>Parameters

En la siguiente tabla, se muestra el scan parametros y su descripcion.

Parametro Descripcion

scan -h, —help Muestra informacion detallada sobre como utilizar el
comando SCAN.

289



Parametro
explorar -v

explorar -paralelo

buscar -coincidir

explorar -excluir
explorar -preserve-atime
<<smb_scan_depth,profundidad de exploracion;

escanee -stats

escanear -html

escanear -csv

explorar -I.

propiedad de exploracién

explorar -du

explorar -fmt

escanear -anuncios

scan -h, —-help

Descripcion
Aumenta la verbosidad de depuracion.

Especifica el Num. De procesos simultaneos (por
defecto: <cpu-count>).

Sélo procesa archivos y directorios que coincidan con
el filtro.

Sélo excluye archivos y directorios en el filtro.
Restaura la fecha de ultimo acceso en origen.
Limita la profundidad de busqueda a n niveles.

Muestra los archivos en el formato de informe de
estadisticas de arbol.

Muestra los archivos en el formato de informe HTML
de estadisticas de arbol.

Muestra los archivos en el formato de informe CSV de
estadisticas de arbol.

Muestra los archivos en el formato de salida de lista
larga.

Recupera informacion de propiedad de archivos y
directorios en el origen
sistema.

Resume el uso de espacio de cada directorio,
incluidos los subdirectorios.

Formatea la lista de archivos segun la expresion
Python (consulte xcp help -fmt para obtener mas
detalles).

Analiza de forma recursiva todo el recurso compartido
de SMB y enumera todos los archivos y cualquier flujo
de datos alternativo asociado.

Utilice la -h y.. ——help parametros con el scan comando para mostrar informacion detallada sobre cémo

utilizar el comando scan.

Sintaxis

xcp scan —--help
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Muestra el ejemplo

C:\netapp\xcp>xcp scan --help

usage: xcp scan [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime] [-depth
<n>] [-loglevel <name>] [-stats] [-1] [-ownership] [-du]

[-fmt <expression>] [-html] [-csv] [-edupe] [-bs <n>]
[-ads]

source

positional arguments:
source

optional arguments:

-h, --help show this help message and exit

-v increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match
the filter (see “xcp help -match™ for details)

—exclude <filter> Exclude files and directories that match the

filter (see “xcp help -exclude’ for details)

-preserve-atime restore last accessed date on source

—-depth <n> limit the search depth

-loglevel <name> option to set log level filter (default:INFO)
-stats print tree statistics report

=1 detailed file listing output

—-ownership retrieve ownership information

-du summarize space usage of each directory

including subdirectories
-fmt <expression> format file listing according to the python
expression (see “xcp help -fmt  for details)

-html Save HTML statistics report
-Ccsv Save CSV statistics report
—-edupe Include dedupe and sparse data estimate in

reports (see documentation for details)

-bs <n> read/write block size for scans which read data

with -edupe (default: 64k)
—-ads scan NTFS alternate data stream

explorar -v

Utilice la -v con el scan comando para proporcionar informacién de registro detallada para solucionar

problemas o depurar cuando se informa de un error o advertencia.

291



Sintaxis

xcp scan -v \\<IP address or hostname of SMB server>\source share

Muestra el ejemplo

c:\netapp\xcp>xcp scan -v \\<IP address or hostname of SMB
server>\source share

xcp scan -v \\<IP address or hostname of SMB server>\source share
-—--Truncated output----

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source share\CSM.pm

source sharelagnostic\SFXOD.pm

source share\agnostic\Snapmirror.pm

source sharel\agnostic\VolEfficiency.pm

source sharelagnostic\flatfile.txt

source sharel\agnostic

source_ share

xcp scan \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

explorar - <n> paralelo

Utilice la -parallel <n> con el scan Comando para definir un Num. Mayor o menor de procesos
simultaneos XCP.

@ El valor maximo de n es 61.
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Sintaxis

xcp scan -parallel <n> \\<IP address or hostname of SMB

server>\source_ share
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB

server>\cifs share

cifs share\ASUP.pm

cifs share\ASUP REST.pm

cifs share\Allflavors v2.pm

cifs share\Armadillo.pm

cifs share\AsupExtractor.pm

cifs share\BTS Config.pm

cifs share\Backup.pm

cifs share\Aggregate.pm

cifs sharelagnostic\CifsAccess.pm

cifs sharelagnostic\DU Cmode.pm

cifs sharelagnostic\Flexclone.pm

cifs sharelagnostic\HyA Clone Utils.pm
cifs sharelagnostic\Fileclone.pm

cifs sharelagnostic\Jobs.pm

cifs sharelagnostic\License.pm

cifs sharelagnostic\Panamax Clone Utils.pm
cifs sharelagnostic\LunCmds.pm

cifs sharelagnostic\ProtocolAccess.pm
cifs sharelagnostic\Qtree.pm

cifs sharelagnostic\Quota.pm

cifs sharelagnostic\RbacCmdFetcher.pm
cifs sharelagnostic\RbacCmdFetcher ReadMe
cifs sharelagnostic\SFXOD.pm

cifs sharelagnostic\Snapmirror.pm

cifs sharelagnostic\VolEfficiency.pm
cifs sharelagnostic\flatfile.txt

cifs sharelagnostic

cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

buscar -coincidir <filter>

Utilice la -match <filter> con el scan comando para procesar solo archivos y directorios que coincidan
con el filtro.
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Sintaxis

xcp scan -—-match <filter> \\<IP address or hostname of SMB

server>\source_ share

En el siguiente ejemplo: scan -match escanea todos los archivos que han cambiado entre un mes y un afio
e imprime una linea en la consola para cada archivo encontrado. Se devuelve el formato ISO de su ultima
hora de modificacion, un tamafio legible por el usuario del archivo, su tipo y su ruta relativa para cada archivo.

Muestra el ejemplo

c:\netapp\xcp>xcp scan -match "l*month < modified < 1l*year" -fmt

"Y1 {:>15} {:>7}{}

{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match "l*month < modified < l*year" —-fmt "'{:>15} {:>7} {}
{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP

address or hostname of SMB server>\source share

xcp scan -match 1*month < modified < l*year -fmt '{:>15} {:>7} {}
{}'.format (iso (mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

En el siguiente ejemplo: scan -match Enumera los archivos que no se han modificado durante mas de 3
meses y tienen un tamafio mayor que 4MB.
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -match "modified > 3*month and size > 4194304"

-fmt "' {},{},

{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB

server>\source share

xcp scan -—-match "modified > 3*month and size > 4194304" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB server>\source share

xcp scan -match modified > 3*month and size > 4194304 -fmt '{}, {1},
{}'.format (iso(mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

El primero de los dos ejemplos siguientes solo coincide con los directorios y el formato agrega una coma entre

"«

las variables “mtime”, “ruta relativa” y “profundidad”.
El segundo ejemplo redirige el mismo resultado a «<name.csv».

Muestra el ejemplo

c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))" \\<IP address or
hostname of SMB server>\source share

XCcp scan -match "type is directory”" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share

2013-03-07_15:41:40.376072, source_sharel\agnostic,1
2020-03-05 04:15:07.769268, source_share, 0

xcp scan -match type is directory -fmt ','.join (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB server>\source_share
317 scanned, 2 matched, 0 errors

Total Time : Os

STATUS : PASSED
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share > name.csv

XCcp scan -match "type is directory”" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source_share > name.csv

En el siguiente ejemplo se imprime la ruta completa y la RAW mt ime valor de todos los archivos que no son
directorios. La mt ime el valor se rellena con 70 caracteres para facilitar un informe de consola legible.
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Muestra el ejemplo

298

c:\netapp\xcp>xcp scan -match "type is not directory" -fmt

"' {}{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB
server>\source share

xCcp scan -match "type is not directory" -fmt "'{}

{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB

server>\source share

—-—truncated output--

\\<IP address or hostname of SMB server>\source share\ASUP.pm
1362688899.238098

\\<IP address or hostname of SMB server>\source share\ASUP REST.pm
1362688899.264073

\\<IP address or hostname of SMB server>\source share\Allflavors v2.pm
1362688899.394938

\\<IP address or hostname of SMB server>\source share\Armadillo.pm
1362688899.402936

\\<IP address or hostname of SMB server>\source share\AsupExtractor.pm
1362688899.410922

\\<IP address or hostname of SMB server>\source share\BTS Config.pm
1362688899.443902

\\<IP address or hostname of SMB server>\source share\Backup.pm
1362688899.444905

\\<IP address or hostname of SMB server>\source share\Aggregate.pm
1362688899.322019

\\<IP address or hostname of SMB server>\source share\Burt.pm
1362688899.446889

\\<IP address or hostname of SMB server>\source share\CConfig.pm
1362688899.4479

\\<IP address or hostname of SMB server>\source share\CIFS.pm
1362688899.562795

\\<IP address or hostname of SMB
server>\source_share\agnostic\ProtocolAccess.pm

1362688900.358093

\\<IP address or hostname of SMB server>\source sharelagnostic\Qtree.pm
1362688900.359095

\\<IP address or hostname of SMB server>\source sharel\agnostic\Quota.pm
1362688900.360094

\\<IP address or hostname of SMB

server>\source sharel\agnostic\RbacCmdFetcher.pm

1362688900.3611

\\<IP address or hostname of SMB

server>\source_ share\agnostic\RbacCmdFetcher ReadMe

1362688900.362094

\\<IP address or hostname of SMB server>\source share\agnostic\SFXOD.pm



1362688900.363094

\\<IP address or hostname of SMB
server>\source sharel\agnostic\Snapmirror.pm
1362688900.364092

\\<IP address or hostname of SMB
server>\source sharel\agnostic\VolEfficiency.pm
1362688900.375077

\\<IP address or hostname of SMB
server>\source sharel\agnostic\flatfile.txt
1362688900.376076

xcp scan -match type is not directory -fmt '{} {:>70}'.format (abspath,
mtime) \\<IP address or hostname of SMB server>\source share

317 scanned, 315 matched, 0 errors

Total Time : 0Os

STATUS : PASSED

explorar: excluir <filter>

Utilice la —exclude <filter> con la scan comando para excluir directorios y archivos basados en el patron
en el filtro.

Sintaxis

xcp scan —-exclude <filter> \\<IP address or hostname of SMB

server>\source_ share

En el siguiente ejemplo: scan -exclude excluye cualquier archivo que haya cambiado entre un mes y un
afio, e imprime una linea en la consola para cada archivo que no esté excluido. Los detalles impresos para
cada archivo son el formato ISO de su ultima hora de modificacidn, un tamano legible para el ser humano del
archivo, su tipo y su ruta relativa.
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -exclude "l*month < modified < l*year" -fmt
"'{:>15} {:>7}{}
{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP

address or hostname ofSMB server>\localtest\arch\win32\agnostic

xcp scan -exclude "l*month < modified < 1l*year" -fmt "'{:>15} {:>7}
{}{}'.format (iso (mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
2013-03-07 15:39:22.852698 46 regular agnostic\P4ENV

2013-03-07 15:40:27.093887 8.40KiB regular agnostic\Client outage.thpl
2013-03-07 15:40:38.381870 23.0KiB regular

agnostic\IPv6 RA Configuration Of LLA In SK BSD.thpl

2013-03-07 15:40:38.382876 12.0KiB regular
agnostic\IPv6 RA Default Route changes.thpl
2013-03-07_15:40:38.383870 25.8KiB regular
agnostic\IPv6 RA Port Role Change.thpl

2013-03-07 15:40:38.385863 28.6KiB regular

agnostic\IPv6 RA processing And Default Route Installation.thpl
2013-03-07 15:40:38.386865 21.8KiB regular
agnostic\IPv6 RA processing large No Prefix.thpl

2013-03-07 _15:40:40.323163 225 regular agnostic\Makefile
2013-03-07 15:40:40.324160 165 regular
agnostic\Makefile.template

—-—-——-truncated output ----

2013-03-07 15:45:36.668516 0 directory
agnostic\tools\limits finder\vendor\symfony\src

2013-03-07 15:45:36.668514 0 directory
agnostic\tools\limits finder\vendor\symfony

2013-03-07 15:45:40.782881 0 directory
agnostic\tools\limits finder\vendor

2013-03-07 15:45:40.992685 0 directory
agnostic\tools\limits finder

2013-03-07 15:45:53.242817 0 directory agnostic\tools
2013-03-07 15:46:11.334815 0 directory agnostic

xcp scan -exclude l*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso(mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
140,856 scanned, 1 excluded, 0 errors

Total Time : 46s

STATUS : PASSED

En el siguiente ejemplo: scan -exclude Muestra los archivos no excluidos que no se han modificado
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durante mas de tres meses y tienen un tamafo superior a 5,5 KB. Los detalles que se imprimen para cada
archivo son el formato ISO de su ultima hora de modificacién, un tamano legible para el ser humano del

archivo, su tipo y su ruta relativa.

Muestra el ejemplo

c:\netapp\xcp>xcp scan -exclude "modified > 3*month and size > 5650"
-fmt "'{}, {}, {}'.format(iso(mtime), humanize size(size), relpath)"

\\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

xcp scan -—-exclude "modified > 3*month and size > 5650" -fmt "'({},

{}'.format (iso(mtime), humanize size(size) relpath)" \\<IP address or

hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror

2013-03-07_15:44:53.713279,
2013-03-07 15:44:53.714269,
2013-03-07 15:44:53.715270,
2013-03-07 15:44:53.716268,
2013-03-07 15:44:53.717263,
2013-03-07 15:44:53.718260,
2013-03-07 15:44:53.720256,
2013-03-07 15:44:53.721258,
2013-03-07 15:44:53.72425¢6,
2013-03-07 15:44:53.725254,
2013-03-07 15:44:53.727249,
2013-03-07 15:44:53.729250,

.31KiB, snapmirror\rsm abort.thpl
.80KiB, snapmirror\rsm break.thpl
.99KiB, snapmirror\rsm init.thpl
.41KiB, snapmirror\rsm quiesce.thpl
.70KiB, snapmirror\rsm release.thpl
.06KiB, snapmirror\rsm resume.thpl
.77KiB, snapmirror\rsm resync.thpl
.83KiB, snapmirror\rsm update.thpl
.74KiB, snapmirror\sm quiesce.thpl
.03KiB, snapmirror\sm resync.thpl

O bbb WD NDDND W WD

, snapmirror

xcp scan -exclude modified > 3*month and size > 5650 -fmt '{}, {1},

{}'.format (iso(mtime), humanize size(size), relpath) \\<IP address or

hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror
18 scanned, 6 excluded, 0 errors Total Time : Os
STATUS : PASSED

En este ejemplo siguiente se excluyen los directorios. Enumera los archivos no excluidos con formato que

agrega una coma entre las variables mtime, relpath, y. depth.

.30KiB, snapmirror\sm store complete.thpl
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -exclude "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\localtestl\arch\win32\agnostic\snapmirror
Xcp scan -exclude "type is directory" -fmt "','.Jjoin (map(str,
[iso(mtime), relpath,depth]))"

\\<IP address or hostname of
SMBserver>\localtest\arch\win32\agnostic\snapmirror

2013-03-07 15:44:53.712271, snapmirror\SMutils.pm, 1

2013-03-07 15:44:53.713279, snapmirror\rsm abort.pm,1

2013-03-07 15:44:53.714269, snapmirror\rsm break.pm,1

2013-03-07 15:44:53.715270, snapmirror\rsm init.thpl,1

2013-03-07 15:44:53.716268, snapmirror\rsm quiesce.thpl, 1
2013-03-07 15:44:53.717263, snapmirror\rsm release.thpl,1
2013-03-07 15:44:53.718260, snapmirror\rsm resume.thpl,1
2013-03-07 15:44:53.720256, snapmirror\rsm resync.thpl,1
2013-03-07 15:44:53.721258, snapmirror\rsm update.thpl,1
2013-03-07_15:44:53.722261,snapmirror\sm init.thpl,1

2013-03-07 15:44:53.723257,snapmirror\sm _init complete.thpl,l1
2013-03-07 15:44:53.724256, snapmirror\sm quiesce.thpl,1
2013-03-07 _15:44:53.725254, snapmirror\sm resync.thpl,1
2013-03-07 15:44:53.726250, snapmirror\sm retrieve complete.thpl,l
2013-03-07 15:44:53.727249, snapmirror\sm store complete.thpl,1
2013-03-07 _15:44:53.728256, snapmirror\sm update.thpl,1
2013-03-07 15:44:53.729260, snapmirror\sm update start.thpl,l1

xcp scan -exclude type is directory -fmt ','.join (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

18 scanned, 1 excluded, 0 errors

Total Time : Os

STATUS : PASSED

En este ejemplo se imprime la ruta de acceso completa del archivo y el archivo raw mt imevalue de todos los
archivos que no son directorios. La mtimevalue estd acolchado con 70 caracteres para facilitar un informe
de consola legible.
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -exclude "type is not directory" -fmt "'({}
{:>70}'.format (abspath, mtime)" \\<IP address or hostname of
SMBserver>\source share

xCcp scan -exclude type is not directory -fmt '({}

{:>70}'.format (abspath, mtime) \\<IP address or hostname of SMB
server>\source share

18 scanned, 17 excluded, Oerrors

Total Time : Os

STATUS : PASSED

explorar -preserve-atime

Utilice la -preserve-atime con el scan comando para restaurar la fecha de ultimo acceso de todos los
archivos en el origen y restablecer el atime Al valor original antes de que XCP lea el archivo.

Al analizar un recurso compartido de SMB, la hora de acceso se modifica en los archivos (si el sistema de
almacenamiento esta configurado para modificarlo at ime Al leer) porque XCP esta leyendo los archivos uno

por uno. XCP nunca cambia el atime, solo lee el archivo, lo que activa una actualizaciéon atime.

Sintaxis

xXCcp scan -preserve-atime \\<IP address or hostname of SMB
server>\source_share
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -preserve-atime \\<IP address or hostname of SMB
server>\source share
xCcp scan -preserve-atime \\<IP address or hostname of SMB

server>\source_ share

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source sharelagnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm

source share\agnostic\Quota.pm

source sharelagnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source share\agnostic\SFXOD.pm

source sharelagnostic\Snapmirror.pm
source sharelagnostic\VolEfficiency.pm
source sharel\agnostic\flatfile.txt
source sharelagnostic

source_share

xCcp scan -preserve-atime \\<IP address or hostname of
SMBserver>\source share

317 scanned, 0 matched, 0 errors

Total Time : 1s

STATUS : PASSED

<n> de profundidad de escaneado

Utilice la -depth <n> con el scan Comando para limitar la profundidad de busqueda de directorios dentro de
un recurso compartido de SMB.

@ La —depth La opcion especifica como el XCP profundo puede escanear los archivos en los
subdirectorios.
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Sintaxis

xcp scan -depth <2> \\<IP address or hostname of SMB server>\source share
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Muestra el ejemplo

306

c:\netapp\xcp>xcp scan -depth 2 \\<IP address or hostname of SMB

server>\source_ share

xcp scan —-depth 2 \\<IP address or hostname of SMB

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm
source_share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source sharelagnostic\Fileclone.pm
source_ share\agnostic\Jobs.pm

source sharel\agnostic\License.pm
source_ share\agnostic\Panamax Clone Utils.pm
source_ sharelagnostic\LunCmds.pm

source sharel\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm

source share\agnostic\Quota.pm

source share\agnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source share\agnostic\SFXOD.pm

source sharel\agnostic\Snapmirror.pm
source sharelagnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source_sharelagnostic

source_ share

xcp scan -depth 2 \\<IP address or hostname of SMB
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

server>\source share

server>\source_share



escanee -stats

Utilice la —-stats con el scan comando para mostrar archivos en un formato de informe de estadisticas de
arbol.

La opcion -stats imprime un informe legible para seres humanos en la consola. Otras opciones
@ de formato de informe son -html o -csv. El formato de valores separados por comas (CSV) tiene

valores exactos. Los informes CSV y HTML se guardan automaticamente en el catalogo, si
existe un catalogo.

Sintaxis

xcp scan -stats \\<IP address or hostname of SMB server>\source share
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Muestra el ejemplo

C:\netapp\xcp>xcp scan -stats \\<IP address or hostname of SMB
server>\cifs share

== Maximum Values ==

Size Depth Namelen Dirsize
88.2MiB 3 108 20

== Average Values
Size Depth Namelen Dirsize
4.74M1iB 2 21 9

== Top File Extensions ==

no extension . PDF .exe .html .whl .py
other

22 2 2 2 2 1
9

20.0KiB 1.54MiB 88.4MiB 124KiB 1.47MiB 1.62KiB
98.3MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
2 24 2 7 2 3

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24.0KiB 124KiB 2.87MiB 2.91MiB 184MiB
0
== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K >10K
4 1
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
45
== Modified ==
>1 year 9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-
24 hrs <1
hour <15 mins future <1970 invalid
44
1
190MiB
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== Created ==
>1 year 9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-
24 hrs <1
hour <15 mins future <1970 invalid
45
190MiB
Total count: 45
Directories: 5
Regular files: 40
Symbolic links:
Junctions:
Special files:
Total space for regular files: 190MiB
Total space for directories: 0
Total space used: 190MiB
Dedupe estimate: N/A
Sparse data: N/A
xcp scan -stats \\<IP address or hostname of SMB server>\cifs share
45 scanned, 0 matched, 0 errors
Total Time : Os
STATUS : PASSED

escanear -html

Utilice la -html con el scan Comando para mostrar archivos en un informe de estadisticas HTML.

Los informes XCP (.csv, .html) se guardan en la misma ubicacion que el binario XCP. El nombre
del archivo tiene el formato <xcp_process_id> <time_ stamp>.html. Cuando XCP no puede

(D asignar identificadores de seguridad (SID) a los nombres de los propietarios, utiliza los ultimos
digitos después del “~” final en el SID para representar al propietario. Por ejemplo, cuando XCP
no puede asignar el SID S-1-5-21-1896871423-3211229150-3383017265-4854184 a su
propietario, representa al propietario mediante 4854184.

Sintaxis

XCcp scan -stats -html -preserve-atime -ownership \\<IP address or hostname
of SMB server>\source share
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Muestra el ejemplo

310

Z:\scripts\xcp\windows>xcp scan -stats -html -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source share

1,972 scanned, 0 matched, 0 errors, 7s

4,768 scanned, 0 matched, 0 errors,12s

7,963 scanned, 0 matched, 0 errors,17s

10,532 scanned, 0 matched,
12,866 scanned, 0 matched,
15,770 scanned, 0 matched,
17,676 scanned, 0 matched,

errors,22s
errors,27s

errors, 32s

o O O O

errors, 37s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
Py .rst .html no extension .txt
.png other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB



== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
42 2690 420
== Depth ==
0-5 6-10 11-15 16-20 21-100
>100
3832 12527 1424 6
== Modified ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour
<15 mins future invalid
11718 2961 3110
== Created ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15
mins future invalid
1 17788
== Accessed ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15
mins future invalid
14624
3165

Total count: 17789

Directories: 3152

Regular files: 14637

Symbolic links:

Junctions:

Special files:

Total space for regular files:147MiB
Total space for directories: 0

Total space used: 147MiB

Dedupe estimate: N/A

Sparse data: N/A

xCcp scan -stats -html -preserve-atime -ownership \\<IP address or
hostname ofSMB

server>\source share

17,789 scanned, 0 matched, Oerrors
Total Time : 39s

STATUS : PASSED

escanear -Csv

Utilice la —csv con el scan Comando para mostrar archivos en un informe de estadisticas de arbol CSV.
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Sintaxis

XCp sScan —-stats -csv -preserve-atime -ownership \\<IP address or hostname
of SMB server>\source share
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Muestra el ejemplo

Z:\scripts\xcp\windows>xcp scan -stats -csv -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source share

1,761 scanned, 0 matched, 0 errors, 6s
4,949 scanned, 0 matched, 0 errors,lls
7,500 scanned, 0 matched, 0 errors,1l6s
10,175 scanned, 0 matched,
12,371 scanned, 0 matched,
15,330 scanned, 0 matched,
17,501 scanned, 0 matched,

0 errors,?21ls
0 errors,26s
0 errors,3ls
0 errors, 36s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
Py .rst .html no extension .txt .png
other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB  10-100MiB
>100MiB
168 11466 2709 294

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB 0 0
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== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
42 2690 420
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
3832 12527 1424 6
== Modified ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
11718 2961 3110
== Created ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
17789
== Accessed ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
15754 2035

Total count: 17789

Directories: 3152

Regular files: 14637 Symbolic links:

Junctions:

Special files:

Total space for regular files: 147MiB Total space for directories: 0
Total space used: 147MiB

Dedupe estimate: N/A Sparse data: N/A

XCp scan -stats -csv -preserve-atime -ownership \\<IP address or
hostname of SMB server>\source share

17,789 scanned, 0 matched, 0 errors Total Time : 40s

STATUS : PASSED

explorar -l.
Utilice la -1 con el scan comando para mostrar los archivos en el formato de salida de lista larga.

Sintaxis

xcp scan -1 \\<IP address or hostname of SMB server>\source share
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -1 \\<IP address or hostname of SMB

server>\source share xcp scan -1 \\<IP address or hostname of SMB

server>\source share

£ 195KiB  7y0d
£ 34.7KiB  7y0d
f 4.11KiB  7y0d
£ 38.1KiB  7y0d
f 3.83KiB  7y0d
f 70.1KiB  7y0d
f 2.65KiB  7y0d
f 60.3KiB  7y0d
f 36.9KiB  7y0d
f 8.98KiB  7y0d
£ 19.3KiB  7y0d
f 20.7KiB  7y0d
£ 2.28KiB  7y0d
£ 18.7KiB  7y0d
f 43.0KiB  7y0d
£ 19.7KiB  7y0d
f 33.3KiB  7y0d
f 3.47KiB  7y0d
£ 37.8KiB  7y0d
£ 188KiB  7y0d
f 15.9KiB  7y0d
£ 13.4KiB  7y0d
£ 41.8KiB  7y0d
f 24.0KiB  7y0d
f 34.8KiB  7y0d
f 30.2KiB  7y0d
f 40.9KiB  7y0d
£ 15.7KiB  7y0d
f 29.3KiB  7y0d
£ 13.7KiB  7y0d
f 5.55KiB  7y0d
f 3.92KiB  7y0d
f 35.8KiB  7y0d
£ 40.4KiB  7y0d
f 6.22KiB  7y0d
d 0 7y0d
d 0 19h17m

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm
source_share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source share\CSM.pm

source share\ChangeModel.pm

source share\Checker.pm

source share\Class.pm

source share\Client.pm

source sharel\agnostic\Flexclone.pm
source sharelagnostic\HyA Clone Utils.pm
source sharelagnostic\Fileclone.pm
source share\agnostic\Jobs.pm

source sharelagnostic\License.pm
source_ share\agnostic\Panamax Clone Utils.pm
source_ share\agnostic\LunCmds.pm

source sharelagnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm

source sharel\agnostic\Quota.pm

source sharelagnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source share\agnostic\SFXOD.pm

source sharelagnostic\Snapmirror.pm
source sharel\agnostic\VolEfficiency.pm
source_sharelagnostic\flatfile.txt
source sharelagnostic

source_share

xcp scan -1 \\<IP address or hostname of SMB server>\source share

317 scanned,

0 matched, 0 errors
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Total Time : Os
STATUS : PASSED

propiedad de exploracion

Utilice la —ownership con el scan comando para recuperar la informacion de propiedad de los archivos.

(D Solo puede utilizar —ownership conla -1, -match, -fmt, 0. —stats parametros.
Sintaxis

xcp scan -1 -ownership \\<IP address or hostname of SMB
server>\source share
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Muestra el ejemplo

c:\netapp\xcp>xcp scan -1 -ownership \\<IP address or hostname of SMB
server>\source share xcp scan -1 -ownership \\<IP address or hostname
of SMB server>\source share

f BUILTIN\Administrators 195KiB 7y0d source share\ASUP.pm

f BUILTIN\Administrators 34.7KiB 7y0d source share\ASUP REST.pm
f BUILTIN\Administrators 4.11KiB 7y0d

source share\Allflavors v2.pm

f BUILTIN\Administrators 38.1KiB 7y0d source share\Armadillo.pm
f BUILTIN\Administrators 3.83KiB 7y0d

source share\AsupExtractor.pm

f BUILTIN\Administrators 70.1KiB 7y0d source share\BTS Config.pm
f BUILTIN\Administrators 2.65KiB 7y0d source share\Backup.pm

f BUILTIN\Administrators 60.3KiB 7y0d source share\Aggregate.pm

f BUILTIN\Administrators 36.9KiB 7y0d source share\Burt.pm

f BUILTIN\Administrators 8.98KiB 7y0d source share\CConfig.pm

f BUILTIN\Administrators 19.3KiB 7y0d source share\CIFS.pm

f BUILTIN\Administrators 20.7KiB 7y0d source share\CR.pm

f BUILTIN\Administrators 2.28KiB 7y0d source share\CRC.pm

f BUILTIN\Administrators 18.7KiB 7y0d source share\CSHM.pm

f BUILTIN\Administrators 43.0KiB 7y0d source share\CSM.pm

f BUILTIN\Administrators 19.7KiB 7y0d source share\ChangeModel.pm
f BUILTIN\Administrators 33.3KiB 7y0d source_ share\Checker.pm

f BUILTIN\Administrators 3.47KiB 7y0d source share\Class.pm

f BUILTIN\Administrators 37.8KiB 7y0d source share\Client.pm

f BUILTIN\Administrators 2.44KiB 7y0d source_ share\ClientInfo.pm
f BUILTIN\Administrators 37.2KiB 7y0d source share\ClientMgr.pm

f BUILTIN\Administrators 17.1KiB 7y0d source share\ClientRPC.pm

f BUILTIN\Administrators 9.21KiB 7y0d

source share\ClusterAgent.pm

f BUILTIN\Administrators 15.7KiB 7y0d source sharelagnostic\Qtree.pm
f BUILTIN\Administrators 29.3KiB 7y0d source sharelagnostic\Quota.pm
f BUILTIN\Administrators 13.7KiB 7y0d

source sharelagnostic\RbacCmdFetcher.pm

f BUILTIN\Administrators 5.55KiB 7y0d
source_share\agnostic\RbacCmdFetcher ReadMe

f BUILTIN\Administrators 3.92KiB 7y0d source sharelagnostic\SFXOD.pmn
f BUILTIN\Administrators 35.8KiB 7y0d

source sharel\agnostic\Snapmirror.pm

f BUILTIN\Administrators 40.4KiB 7y0d

source sharel\agnostic\VolEfficiency.pm

f BUILTIN\Administrators 6.22KiB 7y0d

source sharelagnostic\flatfile.txt

d BUILTIN\Administrators 7y0d source sharelagnostic
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d BUILTIN\Administrators

xcp scan -1 -ownership \\<IP address or hostname of SMB
server>\source_ share

317 scanned, 0 matched, 0 errors Total Time : 1s

STATUS : PASSED

explorar -du

Utilice la —du con el scan comando para resumir el uso de espacio de cada directorio, incluidos los
subdirectorios.

Sintaxis

xcp scan —-du \\<IP address or hostname of SMB server>\source share

Muestra el ejemplo

c:\netapp\xcp>xcp scan -du \\<IP address or hostname of SMB
server>\source share xcp scan -du \\<IP address or hostname of SMB
server>\source share

569KiB source sharelagnostic
19.8MiB source_ share

xcp scan -du \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

explorar -fmt <expression>

Utilice la -fmt <expression> con el scan comando para formatear una lista de archivos segun una
expresion definida.

Sintaxis

xcp scan -fmt "', '.Jjoin(map(str, [relpath, name, size, depth]))"
\\<IPaddress or hostname of SMB server>\source share
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Muestra el ejemplo

c:\netapp\xcp>xcp scan —-fmt "', '.join (map(str, [relpath, name, size,
depth]))" \\<IP address or hostname of SMB server>\source share
xcp scan —-fmt "', '.Jjoin(map(str, [relpath, name, size, depth]))"

\\<IP address or hostname of SMB server>\source share

source share\ASUP.pm, ASUP.pm, 199239, 1

source share\ASUP REST.pm, ASUP REST.pm, 35506, 1

source share\Allflavors v2.pm, Allflavors v2.pm, 4204, 1

source share\Armadillo.pm, Armadillo.pm, 39024, 1

source share\AsupExtractor.pm, AsupExtractor.pm, 3924, 1

source share\BTS Config.pm, BTS Config.pm, 71777, 1

source share\Backup.pm, Backup.pm, 2714, 1

source share\Aggregate.pm, Aggregate.pm, 61699, 1

source share\Burt.pm, Burt.pm, 37780, 1

source share\CConfig.pm, CConfig.pm, 9195, 1

source share\CIFS.pm, CIFS.pm, 19779, 1

source share\CR.pm, CR.pm, 21215, 1

source share\CRC.pm, CRC.pm, 2337, 1

source sharelagnostic\LunCmds.pm, LunCmds.pm, 30962, 2

source share\agnostic\ProtocolAccess.pm, ProtocolAccess.pm, 41868, 2
source_share\agnostic\Qtree.pm, Qtree.pm, 16057,2

source sharelagnostic\Quota.pm, Quota.pm, 30018,2

source_ share\agnostic\RbacCmdFetcher.pm, RbacCmdFetcher.pm, 14067, 2
source sharel\agnostic\RbacCmdFetcher ReadMe, RbacCmdFetcher ReadMe,
5685, 2

source_share\agnostic\SFXOD.pm, SFXOD.pm, 4019, 2

source sharelagnostic\Snapmirror.pm, Snapmirror.pm, 36624, 2

source sharelagnostic\VolEfficiency.pm, VolEfficiency.pm, 41344, 2
source sharelagnostic\flatfile.txt, flatfile.txt, 6366, 2

source sharelagnostic, agnostic, 0, 1

source share, , 0, 0

xcp scan —-fmt ', '.Jjoin(map(str, [relpath, name, size, depth])) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

escanear -anuncios

Utilice la —ads parametro de indicador con el scan Comando con para explorar recursivamente todo el
recurso compartido de SMB y enumerar todos los archivos y cualquier flujo de datos alternativo asociado.
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Sintaxis

xcp scan -ads \\<source ip address>\source share\src

Muestra el ejemplo

C:\netapp\xcp>xcp scan -ads \\<source ip address>\source share\src

src\filel.txt:adsl
src\filel.txt:ads filel.txt 1697037934.4154522.txt
src\filel.txt

src\file2.txt:adsl
src\file2.txt:ads file2.txt 1697037934.5873265.txt
src\file2.txt
src\testl.txt:ads testl.txt 1697037934.7435765.txt
src\testl.txt

src\dirl\dfilel.txt:adsl
src\dirl\dfilel.txt:ads dfilel.txt 1697037934.1185782.txt
src\dirl\dfilel.txt:ads xcp.exe
src\dirl\dfilel.txt:ads tar
src\dirl\dfilel.txt:java exe
src\dirl\dfilel.txt:cmdzip
src\dirl\dfilel.txt:adsl 2GB

src\dirl\dfilel.txt

src\dirl:adsl
src\dirl:ads dirl 1697038504.087317.txt

src\dirl

src:ads src 1697038504.7123322.txt

src

xcp scan -ads \\<source ip address>\source share\src
6 scanned, 0 matched, 0 errors, 15 ads scanned

Total Time : 2s

STATUS : PASSED

copiar

La copy El comando analiza y copia toda la estructura del directorio de origen en un
recurso compartido SMB de destino. La copy el comando requiere rutas de origen y
destino como variables. Los archivos escaneados y copiados, el rendimiento/velocidad y
los detalles de tiempo transcurrido se imprimen en la consola una vez cada cinco
segundos.
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@ * El archivo de registro de tiempo de ejecucién se almacena en «C:\NetApp\XCP».

* Este copy El comando copia datos sin una lista de control de acceso (ACL).

Sintaxis

xcp copy \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp copy \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination

server>\dest share

xcp copy \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

317 scanned,
Total Time

STATUS : PASSED

0 matched, 316 copied,

0 errors

En la siguiente tabla, se muestra el copy parametros y su descripcion.

Parametro
copiar -h, --help
copia -v

copiar -paralelo

copiar -coincidir

copiar -excluir
copiar -preserve-atime
copiar -acl

copiar -fallback-user

Descripciéon
Muestra informacion detallada sobre copy comando.
Aumente la verbosidad de la depuracion.

Especifica el Num. De procesos simultaneos (por
defecto: <cpu-count>).

Sdlo procesa archivos y directorios que coincidan con
el filtro (consulte xcp help - match para obtener
mas detalles).

Solo excluye archivos y directorios en el filtro
Restaura la fecha de ultimo acceso en el origen.
Copia informacion de seguridad.

Especifica el usuario de Active Directory o el usuario
local (no de dominio) en la maquina de destino que
recibe los permisos de los usuarios de la maquina de
origen local (no de dominio). Por ejemplo,
dominio\administrador.
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Parametro Descripcion

copiar -fallback-group Especifica el grupo de Active Directory o el grupo
local (no de dominio) en la maquina de destino que
recibe los permisos de grupos de maquinas de origen
locales (no de dominio). Por ejemplo,
dominio\administradores.

copiar -raiz Copia las ACL de un directorio raiz.

copiar -aclverify {yes,no} Proporciona una opcién para omitir o incluir la
verificacion ACL durante la operacién copy -acl.

copiar -nopropiedad No copia la propiedad.

copiar -bs Tamafio de bloque de lectura/escritura

(predeterminado:1M)

copiar -anuncios Copia flujos de datos alternativos NTFS desde el
recurso compartido SMB de origen al recurso
compartido SMB de destino.

copiar -h, --help

Utilice la -h y.. ——help parametros con el copy comando para mostrar informacioén detallada acerca del copy
comando

Sintaxis

xcp copy —help
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Muestra el ejemplo

C:\netapp\xcp>xcp copy —help

usage: xcp copy [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve- atime] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-loglevel <name>] [-root] [-
noownership] [- aclverify {yes,no}] [-bs <n>] [-ads]

source target
positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match the

filter (see "xcp help -match® for details)
-exclude <filter> Exclude files and directories that match the
filter (see "xcp help - exclude’ for details)
-preserve-atime restore last accessed date on source
-acl copy security information
-fallback-user FALLBACK USER

the name of the user on the target machine to
receive the permissions of local (non-domain) source machine users (eg.
domain\administrator)
-fallback-group FALLBACK GROUP

the name of the group on the target machine to
receive the permissions of local (non-domain) source machine groups
(eg. domain\administrators)

-loglevel <name> option to set log level filter (default:INFO)
-root copy acl for root directory
-noownership do not copy ownership
—aclverify {yes,no} choose whether you need to skip acl verification
-bs <n> read/write block size for copy (default: 1IM)
-ads copy NTFS alternate data streams.

copia -v

Utilice la -v con el copy comando para proporcionar informacién detallada de depuracion.
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Sintaxis

xcp copy -v \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp copy -v \\<IP address of SMB destination server>\src
\\<IP address of SMB destination server>\dest\dl

failed to set attributes for "d1": (5, 'CreateDirectory', 'Access is
denied."')

failed to copy "fl.txt": (5, 'CreateFile', 'Access is denied.')
failed to set attributes for "": (5, 'SetFileAttributesW', 'Access is
denied.') error setting timestamps on "": errno (code: 5) Access is
denied.

H:\p 4\xcp latest\xcp cifs\xcp\ main .py copy -v \\<IP address of SMB
destination server>\src \\<IP address of SMB destination
server>\dest\dl

3 scanned, 0 matched, 0 skipped, 1 copied, 0 (0/s), 3 errors

Total Time : 3s

STATUS : FAILED

copiar <n> paralelo

Utilice la -parallel <n> con el copy Comando para definir un Num. Mayor o menor de procesos
simultaneos XCP. El valor predeterminado para -parallel Es igual al nUmero de CPU.

@ El valor maximo de n es 61.

Sintaxis

xcp copy -parallel <n> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp copy -parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy -parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, Oerrors

Total Time : 2s

STATUS : PASSED

copiar -coincidir <filter>

Utilice la -match <filter> con el copy comando para copiar soélo los datos que coinciden con el
argumento transferido.

Sintaxis

xcp copy —-match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp copy -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination

server>\dest share

xCcp copy -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 5 matched, 4 copied, 0 errors

Total Time : 1s

STATUS : PASSED

copiar -excluir <filter>

Utilice la —exclude <filter> con el copy comando para copiar solo los datos excluidos.
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Sintaxis

xcp copy —exclude <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

En el siguiente ejemplo, los archivos y directorios que tienen la cadena “resync” en su nombre se han excluido
para su copia.

Muestra el ejemplo

c:\netapp\xcp>xcp copy -exclude "'resync' in name" \\<IP address or
hostname of SMB server>\source share \\<IP address or hostname of SMB
server>\dest share

xcp copy —exclude 'resync' in name \\<IP address or hostname of SMB
server>\source share \\\\<IP address or hostname of SMB
server>\dest share

18 scanned, 2 excluded, 0 skipped, 15 copied, 122KiB (50.5KiB/s), O
errors

Total Time : 2s

STATUS : PASSED

copiar -preserve-atime

Utilice la -preserve-atime con el copy Comando para restablecer el valor original de «atime» antes de que
XCP lea el archivo.

Sintaxis

XCp copy -preserve-atime \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp copy -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xCcp copy -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, 0 errors

Total Time : 2s

STATUS : PASSED

copy -acl -fallback-user <fallback_user> -fallback-group <fallback_group>

Utilice la —ac1 con el copy Comando para activar la transferencia de los descriptores de seguridad (ACL).

Utilice la —ac1 con el -fallback-user y.. -fallback-group Opciones para especificar un usuario y un
grupo en el equipo de destino o desde Active Directory para recibir los permisos de usuarios o grupos de
maquinas de origen locales (no de dominio). Esto no hace referencia a usuarios no coincidentes de un Active
Directory.

Sintaxis

xcp copy —acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

copiar -aclverify {yes,no}

Utilice la —aclverify {yes,no} con el copy Comando para proporcionar una opcion para omitir o incluir la
verificacion de ACL durante una operacion de copia de ACL.

Debe utilizar el —aclverify {yes,no} conel copy -acl comando. Por defecto, la operacion de copia de
ACL verifica las ACL. Si establece la —aclverify opcion a. no, Puede omitir la verificacion de ACL y el
fallback-user y.. fallback-group las opciones no son necesarias. Si ha configurado -aclverify para
yes, requiere el fallback-user y.. fallback-group opciones, como se muestra en el siguiente ejemplo.

Sintaxis

xcp copy -acl -aclverify yes -fallback-user <fallback user> -fallback
—-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

C:\NetApp\xcp>xcp copy —-acl —-aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 5s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 15s, O
acls copied xcp copy —-acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (634/s), 0 errors,
11 acls copied

Total Time : 16s

STATUS : PASSED

C:\NetApp\xcp>xcp copy —-acl -aclverify no
\\<source IP address>\source share
\\<destination IP address>\dest share

xcp copy -acl -aclverify no \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (5.61KiB/s), 0
errors, 11 acls copied

Total Time : 1s

STATUS : PASSED

copiar -raiz
Utilice la —root con el copy Comando para copiar las ACL del directorio raiz.

Sintaxis

xcp copy —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share
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Muestra el ejemplo

C:\NetApp\XCP>xcp copy -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 200 (108/s), 0 errors, 6
acls copied

Total Time : 1s

STATUS : PASSED

copiar -nopropiedad

Utilice la -noownership con el copy comando para especificar no copiar la propiedad del origen en el
destino. Debe usar -noownership con la —acl opcion y requiere fallback-usery.. fallback-group
como parametros obligatorios.

Sintaxis

xcp.exe copy -acl -—-noownership -fallback-user <fallback user> -fallback
—group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

C:\Netapp\xcp>xcp.exe copy -acl -noownership -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), O errors, 5s, O
acls copied

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), O errors, 10s, O
acls copied

568 scanned, 0 matched, 0 skipped, 135 copied, 4.26MiB (872KiB/s), O
errors, 15s, 137 acls copied xcp.exe copy —-acl -noownership -fallback
-user "DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (1.01MiB/s), O
errors, 567 acls copied

Total Time : 17s

STATUS : PASSED

<n> de copia -bs

Utilice la -bs <n> con el copy comando para proporcionar un tamano de bloque de lectura/escritura. El valor
predeterminado es 1M.

Sintaxis

xcp.exe copy -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\Netapp\xcp>xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (6.75MiB/s), O
errors

Total Time : 2s

STATUS : PASSED
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copiar -anuncios

Utilice la —ads con el copy Comando para copiar flujos de datos alternativos NTFS del recurso compartido
SMB de origen al recurso compartido SMB de destino.

Sintaxis

xcp copy -ads \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp copy -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (2.41/s), 0O errors, 5s,
10 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 10s, 11 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 15s, 12 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 20s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 25s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 30s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 35s, 13 ads copied

0 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 40s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 45s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 2mlbs, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 3mbs, 13 ads copied

xcp copy -ads \\<source IP address>\source share\src
\\<desination IP address>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 26 (0.137/s), 0 errors, 14
ads copied

Total Time : 3m9s

STATUS : PASSED
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sincr

La sync el comando busca cambios y modificaciones en los recursos compartidos de
origen y destino en paralelo y aplica las acciones adecuadas al destino para asegurarse
de que el destino es idéntico al origen. La sync command compara el contenido de los
datos, las marcas de tiempo, los atributos del archivo, la propiedad y la informacion de

seguridad.

Sintaxis

xcp sync \\<source SMB share> \\<IP address of SMB destination server>

Muestra el ejemplo

c:\netapp\xcp>xcp sync \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

634 scanned, 0 copied,

Total Time : 3s
STATUS : PASSED

634 compared,

0 removed, 0 errors

En la siguiente tabla, se muestra el sync parametros y su descripcion.

Parametro
sync -h, --help
sinc. -v

sinc -paralelo

sincronizar -coincidir

sync -exclude
sincronizacién -preserve-atime
sync -noatime
sync -noctime

sync -nomtime
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Descripcion
Muestre este mensaje de ayuda y salga.
Aumente la verbosidad de la depuracion.

Num. De procesos simultaneos (por defecto: <cpu-
count>).

Procese sdlo los archivos y directorios que coincidan
con el filtro (consulte xcp help - match para
obtener mas detalles).

Solo excluya archivos y directorios en el filtro.
Restaurar fecha de ultimo acceso en origen.
No compruebe la hora de acceso al archivo.
No compruebe la hora de creacion del archivo.

No compruebe la hora de modificacion del archivo.
(Esta opcion esta anticuada. Sync continuara
ejecutandose sin esta opcion).



Parametro
sinc. -noattrs
sinc. -nopropiedad

sinc -atimewindow

sinc -ctimewindow

sync -mtimewindow

sincronizacion -acl

sync -fallback-user

sync -fallback-group

sinc -l
sync -root

sync -onlyacl

sync -aclverify{yes,no}

sinc -bs

sincronizar -ads

sync -h, --help

Descripcion
No compruebe los atributos.
No comprobar la propiedad.

Diferencia de tiempo de acceso aceptable, en
segundos.

Diferencia de tiempo de creacién aceptable, en
segundos.

Diferencia de tiempo de modificacién aceptable, en
segundos,

Copiar informacion de seguridad.

Usuario de Active Directory o usuario local (no de
dominio) en el equipo de destino para recibir los
permisos de los usuarios de la maquina de origen
locales (no de dominio) (ejemplo:
Dominio\administrador).

Grupo de Active Directory o grupo local (no de
dominio) en el equipo de destino para recibir los
permisos de grupos de maquinas de origen locales
(no de dominio) (ejemplo: Dominio\administradores).

Aumenta los detalles de salida.
Sincronizar ACL para el directorio raiz.
Copie solo la informacién de seguridad.

Proporcione una opcion para incluir u omitir la
verificacion de ACL durante la operacion de
sincronizacion de ACL.

Read/Write blocksize (valor predeterminado: 1M).

Utilice la sync con el —ads Indicador para buscar
cambios y modificaciones de flujos de datos
alternativos en el recurso compartido SMB de origen y
destino. Si hay cambios, aplica el cambio al destino a.
asegurese de que el destino es idéntico al origen.

Utilice la -h y.. ——help parametros con el sync comando para mostrar informacion detallada acerca del sync

comando

Sintaxis

xcp sync —-—help
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Muestra el ejemplo
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C:\Netapp\xcp>xcp sync —--help

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime] [-noatime] [-noctime] [-nomtime] [-noattrs]
[-atimewindow <float>]

[-ctimewindow <float>] [-mtimewindow <float>] [-acl] [-fallback-user
FALLBACK USER] [-fallback-group FALLBACK GROUP] [-loglevel <name>] [-1]
[-root]

[-noownership] [-onlyacl] [-aclverify {yes,no}] [-bs <n>] [-ads] source
target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes. XCP sync will ignore these file attributes.

positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit
-V increase debug verbosity
-parallel <n> number of concurrent processes (default:

<cpu-count>)

-match <filter> only process files and directories that
match the filter (see "xcp help -match’™ for details)

-exclude <filter> Exclude files and directories that match the
filter (see "xcp help -exclude’ for details)

-preserve-atime restore last accessed date on source

-noatime do not check file access time

-noctime do not check file creation time

—-nomtime do not check file modification time

-noattrs do not check attributes

-—atimewindow <float> acceptable access time difference in seconds

-ctimewindow <float> acceptable creation time difference in
seconds

-mtimewindow <float> acceptable modification time difference in
seconds

-acl copy security information

-fallback-user FALLBACK USER
the name of the user on the target machine
to receive the permissions of local (non-domain) source machine users
(eg. domain\administrator)
-fallback-group FALLBACK GROUP
the name of the group on the target machine

to receive the permissions of local (non-domain) source machine groups



(eg. domain\administrators)

—-loglevel <name> option to set log levelfilter

=1 increase output detail

-root sync acl for root directory

-noownership do not sync ownership

-onlyacl sync only acls

—aclverify {yes,no} choose whether you need to skip acl
verification

-bs <n> read/write block size for sync (default: 1M)

-ads sync ntfs alternate data stream

sinc. -v
Utilice la -v con el sync comando para proporcionar informacion detallada de depuracion.

Sintaxis
xcp sync -v \\<IP address or hostname of SMB

server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxxx
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Muestra el ejemplo
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C:\XCP>xcp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xxxxxx

ERROR failed to remove from target

"assembly\GAC 32\Microsoft.CertificateServices.PKIClient.Cmdlets\v4.0 6
.3.0.0 31bf3856ad364e35\p ki.psdl": [Errno 13] Access is denied:
"\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB tar
shil\\assembly\\GAC 32\\Microsoft.CertificateServices.PKIClient.Cmdlets
\\v4.0 6.3.0.0 31bf3856ad 364e35\\pki.psdl’

ERROR failed to remove from target

"assembly\GAC 64\Microsoft.GroupPolicy.AdmTmplEditor\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.Gro upPolicy.AdmTmplEditor.dl11": [Errno 13]
Access 1s denied: "\\\\?\\UNC\\10.61.

\vol SMB target xxxxxx\\assembly\\GAC 64\\Microsoft.GroupPolicy.AdmTmpl
Editor\\v4.0 6.3.0.0 31bf
3856ad364e35\\Microsoft.GroupPolicy.AdmTmplEditor.dll"'

1,933 scanned, 1,361 compared, 2 errors, 0 skipped, 0 copied, 1,120
removed, 5s ERROR failed to remove from target

"assembly\GAC 64\System.Printing\v4.0 4.0.0.0
31bf3856ad364e35\System.Printing.d11": [Errno 13] Access is denied:
"\\\\?\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
4\\System.Printing\\v4.0 4.0.0.0 31bf3856ad364e35\\System.Printing.dll’
ERROR failed to remove from target

"assembly\GAC MSIL\Microsoft.PowerShell.Workflow.ServiceCore\v4.0 3.0.0
.0 31bf3856ad364e35\Micro soft.PowerShell.Workflow.ServiceCore.dll":
[Errno 13] Access 1s denied: '"\\\\

\\<IP address of SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.PowerShel
1.Workflow.ServiceCore\\v4

.0 .3.0.0.0
31bf3856ad364e35\\Microsoft.PowerShell.Workflow.ServiceCore.dl1l' ERROR
failed to remove from target

"assembly\GAC MSIL\Microsoft.RightsManagementServices.ServerManager.Dep
loymentPlugin\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.RightsManagementServices.ServerManager.Deplo
ymen n.dll": [Errno 13] Access is denied: '"\\\\?\\UNC\\<IP address of
SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.RightsMan
agementServices.ServerMana ger.DeploymentPlugin\\v4.0 6.3.0.0
31bf3856ad364e35\\Mic
.RightsManagementServices.ServerManager.DeploymentPlugin.dll"'

ERROR failed to remove from target

"assembly\GAC MSIL\Microsoft.WSMan.Management\v4.0 3.0.0.0



31bf3856ad364e35\Microsoft.WSMan.Mana gement.dl1": [Errno 13] Access is
denied: '\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB
_xxxxxx\\assembly\\GAC MSIL\\Microsoft.WSMan.Management\\v4.0 3.0.0.0
31bf3856ad364e35\\Microsof t.WSMan.Management.dll'

ERROR failed to remove from target

"assembly\GAC MSIL\PresentationUI\v4.0 4.0.0.0
31bf3856adl364e35\PresentationUI.dl1l": [Errno 13] Access 1is denied:
"\\\\?\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
SIL\\PresentationUI\\v4.0 4.0.0.0 31bf3856ad364e35\\PresentationUI.dll"
ERROR failed to remove from target

"assembly\GAC MSIL\System.IO.Compression.FileSystem\v4.0 4.0.0.0
b77a5c561934e089\System.I0.Comp ression.FileSystem.dl1": [Errno 13]
Access 1is denied: '"\\\\?\\UNC\\10.61.71.5

_SMB target xxxxxx\\assembly\\GAC MSIL\\System.IO.Compression.FileSyste
m\\v4.0 4.0.0.0 b77a5c561
934e089\\System.IO.Compression.FileSystem.dll"

ERROR failed to remove from target

"assembly\GAC MSIL\System.IdentityModel.Selectors\v4.0 4.0.0.0

b77a5¢c561934e089\System.IdentityM odel.Selectors.dll": [Errno 13]
Access is denied: '"\\\\?\\UNC\\<IP address of SMB destination
server>\\v

s _target xxxxxx\\assembly\\GAC MSIL\\System.IdentityModel.Selectors\\v4
.0 4.0.0.0 b77a5¢c561934e0 89\\System.IdentityModel.Selectors.dll"'

2,747 scanned, 2,675 compared, 9 errors, 0 skipped, 0 copied, 2,624
removed, 10s ERROR failed to remove from target

"assembly\GAC MSIL\System.Web.DataVisualization\v4.0 4.0.0.0
31bf3856ad364e35\System.Web.DataVis ualization.dll": [Errno 13] Access
is denied: '"\\\\?\\UNC\\<IP address of SMB destination server>\\vol c
rget xxxxxx\\assembly\\GAC MSIL\\System.Web.DataVisualization\\v4.0 4.0
.0.0 31bf3856ad364e35\\Sy stem.Web.DataVisualization.dll'

cp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target XxxXxx

2,831 scanned, 0 copied, 2,831 compared, 0O removed, 10 errors Total
Time : 10s

STATUS : PASSED

<n> sincronizada en paralelo

Utilice la -parallel <n> con el sync Comando para definir un NUum. Mayor o menor de procesos
simultaneos XCP. La sync -parallel <n> el comando se sincroniza con el nimero de procesos
simultaneos (por defecto: <cpu-count>).

@ El valor maximo de n es 61.
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Sintaxis

xcp sync -parallel <n>> \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

Muestra el ejemplo

C:\xcp>xcp sync -parallel 5 \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

658 scanned, 244 compared, 0 errors, 0 skipped, 0 copied, 0 removed, 5s
658 scanned, 606 compared, 0 errors, 0O skipped, 0 copied, 0O removed,
10s

658 scanned, 658 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

Sending statistics...

sincronizacion - coincidencia <filter>

Utilice la -match <filter> con el sync comando para explorar el arbol de origen y de destino y comparar
solo los archivos o directorios que coinciden con el argumento de filtro. Si hay alguna diferencia, el comando
aplica las acciones necesarias en el destino para mantenerlos sincronizados.

Sintaxis

xcp sync -—-match <filter> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp sync -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -match "'gx' in name" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 10 compared, 0 removed, 0 errors

Total Time : 2s

STATUS : PASSED
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sync -excluir <filter>
Utilice la —exclude <filter> con el sync comando para excluir sélo archivos y directorios en el filtro.

Sintaxis

xcp sync —exclude <filter> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

Muestra el ejemplo

C:\netapp\xcp>xcp sync -exclude "path ('*Exceptions*')" \\<IP address or
hostname of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —-exclude path ('*Exceptions*') \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

451 scanned, 427 excluded, 0 copied, 24 compared, 0 skipped, 0 removed,
0 errors

Total Time : 2s

STATUS : PASSED

sincronizacion -preserve-atime

Utilice la -preserve-atime con el sync Comando para restablecer «atime» al valor original antes de que

XCP lea el archivo.

Sintaxis

xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -preserve-—atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 4s

STATUS : PASSED

sync -noatime

Utilice la -noatime con el sync comando para sincronizar todas las diferencias en el origen con el destino,
excluyendo los archivos que solo tienen diferencias en el tiempo de acceso.

Sintaxis

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp sync -noatime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sync -noctime

Utilice la -noctime con el sync comando para sincronizar todas las diferencias en el origen con el destino,
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excluyendo los archivos que solo tienen diferencias en el tiempo de creacion.

Sintaxis

xcp sync —noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp sync -noctime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sync -nomtime

Utilice la -nomtime con el sync comando para sincronizar todas las diferencias en el origen con el destino,
excluyendo los archivos que solo tienen diferencias en el tiempo de modificacion. (Esta opcidn esta anticuada.
La sync el comando continuara ejecutandose sin esta opcion).

Sintaxis

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp sync -nomtime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync —nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sinc. -noattrs

Utilice la -noattrs con el sync comando para sincronizar todas las diferencias en el origen con el destino,
excluyendo los archivos que solo tienen diferencias en los atributos de archivo. XCP copia un archivo solo
cuando tiene contenido diferente (las ACL se transfieren).

Sintaxis

xcp sync -noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp sync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

XCp sSync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sinc. -nopropiedad

Utilice la -noownership con el sync comando para sincronizar todas las diferencias del origen con el
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destino, excluyendo los archivos que sélo tienen diferencias de propiedad.

Sintaxis

xcp sync -noownership \\<IP address or hostname of SMB

server>\vol SMB source xxxxxx \\<IP address of SMB destination

server>\vol SMB target xXxxxxx

Muestra el ejemplo

>xcp sync -acl -noownership -fallback-user "DOMAIN\User" -fallback
-group "DOMAIN\Group" \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share

Truncated Output

302,909 scanned, 301,365 compared, errors, skipped,
copied, O removed, 9m4d6s

307,632 scanned, 303,530 compared, errors, skipped,
copied, O removed, 9mb5ls

308,434 scanned, 305,462 compared, errors, skipped,
copied, O removed, 9mb56s

310,824 scanned, 307,328 compared, errors, skipped,
copied, O removed, 10mls

313,238 scanned, 310,083 compared, errors, skipped,
copied, O removed, 10mé6s

314,867 scanned, 313,407 compared, errors, skipped,
copied, O removed, 10mlls

318,277 scanned, 315,856 compared, errors, skipped,
copied, O removed, 10ml7s

321,005 scanned, 318,384 compared, errors, skipped,
copied, O removed, 10m22s

322,189 scanned, 321,863 compared, errors, skipped,
copied, O removed, 10m27s

323,906 scanned, 323,906 compared, errors, skipped,
copied, O removed, 10m29s

xcp sync -acl -noownership -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<source IP address>\source share \\<IP address of SMB
destination server>\dest share

323,906 scanned, 0 copied, 323,906 compared, 0O removed, 0 errors

Total Time 10m29s

STATUS PASSED
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sync -atimewindow <float>

Utilice la —atimewindow <float> con el sync comando para especificar la diferencia aceptable, en
segundos, para el atime de un archivo desde el origen hasta el destino. XCP no informa que los archivos sean
diferentes si la diferencia en atime es menor que <value>.

Sintaxis

xcp sync —-atimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

En el siguiente ejemplo, XCP acepta una diferencia en un tiempo de hasta 10 minutos entre los archivos de
origen y de destino, y no actualiza el atime en el destino.

Muestra el ejemplo

c:\netapp\xcp>xcp sync -atimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\source share

xcp sync —-atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\source_ share

xcp sync —atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\source share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

sync -ctimewindow <float>

Utilice la -ctimewindow <float> con el sync comando para especificar la diferencia aceptable, en
segundos, para el ctime de un archivo desde el origen hasta el destino. XCP no informa que los archivos sean
diferentes cuando la diferencia en ctime es inferior a <value>.

Sintaxis

xcp sync —-ctimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

En el siguiente ejemplo, XCP acepta una diferencia en atime durante un maximo de 10 minutos entre los
archivos de origen y de destino, y no actualiza el ctime en el destino.
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Muestra el ejemplo

c:\netapp\xcp>xcp sync -ctimewindow 600 \\<IP address or hostname of

SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

sync -mtimewindow <float>

Utilice la -mtimewindow <float> con el sync comando para especificar la diferencia aceptable, en
segundos, para el mtime de un archivo desde el origen hasta el destino. XCP no informa que los archivos

sean diferentes cuando la diferencia en mtime es inferior a <value>.

Sintaxis

xcp sync -mtimewindow <float> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp sync -mtimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors Total Time
3s

STATUS : PASSED
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sync -acl -fallback-user <fallback_user> -fallback-group <fallback_group>

Utilice la —acl, -fallback-usery.. -fallback—-group parametros con el sync comando para comparar
los datos y la informacion de seguridad del origen con el destino y aplicar las acciones necesarias en el
destino. La -fallback-usery.. -fallback-group Las opciones son un usuario o grupo en el equipo de
destino o en Active Directory que recibe los permisos de los usuarios o grupos de origen locales (no de
dominio).

(D No puede utilizar el —ac1l sinla -fallback-user y.. -fallback-group opciones.
Sintaxis

xcp sync -acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB
server>\performance SMB home dirs \\<IP address of SMB destination
server>\performance SMB home dirs
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Muestra el ejemplo

C:\xcp>xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

10,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796

scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,

scanned,

4,002 compared,
S

8,038 compared,
Os

8,505 compared,
5s

8,707 compared,
Os

8,730 compared,
5s

8,749 compared,
Os

8,765 compared,
5s

8,786 compared,
Os

8,956 compared,
5s

9,320 compared,
Os

9,339 compared,
5s

9,363 compared,
mOs

10,019 compared,
Im5s

10,042 compared,
Iml0s

10,059 compared,
Iml5s

10,075 compared,
Im20s

10,091 compared,
Im25s

10,108 compared,
Im30s

10,929 compared,
1m35s

12,443 compared,
Im40s

13,963 compared,

0

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,
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copied O removed, 1m45s

15,796 scanned, 15,488 compared, 0 errors, O skipped, 0
copied O removed, 1Im50s

15,796 scanned, 15,796 compared, 0 errors, O skipped, 0
copied O removed, Im51s

xcp sync -—-acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

15,796 scanned, 0 copied, 15,796 compared, 0 removed, 0 errors
Total Time : 1m51

STATUS : PASSED

sinc -l

Utilice la -1 con el sync Comando para proporcionar informacion de registro detallada en la salida estandar
para todas las acciones realizadas por XCP en el destino.

Sintaxis

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp sync -1 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

File "atime" changed, timestamps set for "agnostic"

File "atime" changed, timestamps set for "<root>"

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sync -root

Utilice la —root con el sync Comando para sincronizar las ACL para el directorio raiz.
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Sintaxis

xcp sync -—-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Muestra el ejemplo

C:\NetApp\XCP>xcp sync -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

12 scanned, 0 copied, 12 compared, 0 skipped, 0 removed, 0 errors, 1
acls copied

Total Time : 2s

STATUS : PASSED

sync -onlyacl-fallback-user <fallback_user> -fallback-group <fallback_group>

Utilice la —onlyacl, -fallback-user, y. ~-fallback-group parametros con el sync comando para
comparar la informacion de seguridad entre el origen y el destino y aplicar las acciones necesarias en el
destino. La -fallback-usery.. -fallback-group ES un usuario o grupo en el equipo de destino o en
Active Directory que recibe los permisos de los usuarios o grupos de origen locales (no de dominio).

@ No puede utilizar el —onlyacl parametro sin -fallback-user y.. -fallback-group
opciones.

Sintaxis

xcp sync -onlyacl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

C:\Users\ctladmin\Desktop>xcp sync -onlyacl -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

8,814 scanned, 0 copied, 620 compared, 0 skipped, 0
removed, 0 errors, 6s

9,294 scanned, O copied, 2,064 compared, 0 skipped,
removed, 0 errors, 1lls

12,614 scanned, 0 copied, 3,729 compared, 0 skipped,
removed, 0 errors, 16s

13,034 scanned, O copied, 5,136 compared, 0 skipped,
removed, 0 errors, 21s

14,282 scanned, O copied, 7,241 compared, 0 skipped,
removed, 0 errors, 26s

14,282 scanned, 0 copied, 8,101 compared, 0 skipped,
removed, 0 errors, 31ls

14,282 scanned, O copied, 8,801 compared, 0 skipped,
removed, 0 errors, 36s

14,282 scanned, O copied, 9,681 compared, 0 skipped,
removed, 0 errors, 41ls

14,282 scanned, O copied, 10,405 compared, 0 skipped,
removed, 0 errors, 46s

14,282 scanned, O copied, 11,431 compared, 0 skipped,
removed, 0 errors, 51s

14,282 scanned, O copied, 12,471 compared, 0 skipped,
removed, 0 errors, 56s

14,282 scanned, 0 copied, 13,495 compared, 0 skipped,
removed, 0 errors, 1lmls

14,282 scanned, 0 copied, 14,282 compared, 0 skipped,
removed, 0 errors, 1mo6s

XCcp sync -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

14,282 scanned, 0 copied, 14,282 compared, 0 skipped, 0 removed, 0
errors
Total Time 1m7s

STATUS PASSED
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sync -aclverify{yes,no}

Utilice la —aclverify{yes, no} con el sync Comando para proporcionar una opcion para incluir o omitir la
verificacion de ACL durante la operacion de sincronizacion de ACL. Esta opcion sélo se puede utilizar con el
sync -acly.. sync -onlyacl comandos. La sincronizacion de ACL realiza la verificacion de ACL por
defecto. Si establece la -aclverify opcion a. no, Puede omitir la verificacion de ACLy el fallback-user
y.. fallback-group las opciones no son necesarias. Si ha configurado —aclverify para yes, requiere el
fallback-usery.. fallback-group opciones, como se muestra en el siguiente ejemplo.

Sintaxis
xcp sync -acl -aclverify yes -fallback-user <fallback user> -fallback

-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

352

C:\NetApp\xcp>xcp sync —-acl —-aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

25 scanned, 0 copied, 24 compared, 0 skipped, 0 removed, 0O errors, 5s,
0 acls copied

25 scanned, 0 copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,
0 acls copied

25 scanned, 0 copied, 24 compared, 0 skipped, 0 removed, 0 errors, 15s,
0 acls copied xcp sync -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

25 scanned, 1 copied, 25 compared, 0 skipped, 0 removed, 0 errors, 12
acls copied Total Time : 16s

STATUS : PASSED

C:\NetApp\xcp>xcp sync -acl -aclverify no
\\<source IP address>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -acl -aclverify no \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

27 scanned, 1 copied, 27 compared, 0 skipped, 0 removed, 0 errors, 13
acls copied Total Time : 2s

STATUS : PASSED

C:\NetApp\xcp>xcp sync -onlyacl -aclverify yes -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source share \\<IP address of SMB destination
server>\dest share

24 scanned, 0 copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,
0 acls copied

24 scanned, 0 copied, 24 compared, 0 skipped, 0 removed, 0O errors, 10s,
0 acls copied

24 scanned, 0 copied, 24 compared, 0 skipped, 0 removed, 0 errors, 15s,
0 acls copied xcp sync -onlyacl -aclverify yes -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source share \\<IP address of SMB destination
server>\dest share

C:\NetApp\xcp>xcp sync -onlyacl -aclverify no
\\<source IP address>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -onlyacl -aclverify no \\<source IP address>\source share
\\<IP address of SMB destination server>\dest share

24 scanned, 0 copied, 24 compared, 0 skipped, 0 removed, 0 errors, 11
acls copied



Total Time : 2s
STATUS : PASSED

<n> sync -bs

Utilice la -bs <n> con el sync comando para proporcionar un tamafo de bloque de lectura/escritura. El
tamano predeterminado es de 1M TB.

Sintaxis

xcp.exe sync -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Muestra el ejemplo

C:\Netapp\xcp>xcp.exe sync -bs 64k \\<source IP address>\source share
\\<IP address of SMB destination server>\dest share

1,136 scanned, 0 copied, 1,135 compared, 0 skipped, 95 removed, O
errors, 5s

xcp.exe sync -bs 64k \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share 1,136 scanned, 283 copied, 1,136
compared, 0 skipped, 283 removed, 0 errors

Total Time : 10s

STATUS : PASSED

sincronizar -ads

Uso -ads con el sync Comando para buscar cambios y modificaciones en flujos de datos alternativos en el
recurso compartido SMB de origen y destino. Si hay cambios, aplica el cambio al destino para asegurarse de

que el destino sea idéntico al origen.

Sintaxis

xcp sync -ads \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share
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Muestra el ejemplo

354

C:\netapp\xcp>xcp sync -ads \\<source IP address>\source share\src

\\<dest IP address>\dest share

13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,

removed,

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1 copied, 12
5s,
1 copied, 12
10s, 1
1 copied, 12
15s, 1
1 copied, 12
20s, 1
1 copied, 12
25s, 1
1 copied, 12
30s, 1
1 copied, 12
ImOs, 1
1 copied, 12
2m50s,
1 copied, 12
2m55s,
1 copied, 12
3mO0s, 1
1 copied, 12
3m55s,
1 copied, 12
4dmOs, 1
1 copied, 12
4m55s,
1 copied, 12
5mO0s, 1
1 copied, 12
5mbs, 1
1 copied, 12
5ml10s,
1 copied, 12
5mb55s,
1 copied, 12
omOs, 1
1 copied, 12
om5s, 1

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

compared,

1 ads copied

compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

xcp sync -ads \\<source IP address>\source share\src
\\<dest IP addess>\dest share

13 scanned,

1 copied,

13 compared,

0 skipped,

0 removed,

0 errors,
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ads copied
Total Time : 6m9s
STATUS : PASSED

verificacion

La verify el comando lee y compara los recursos compartidos de origen y destino y
proporciona informacién sobre lo que es diferente. Puede utilizar el verify comando en
cualquier origen y destino, independientemente de la herramienta utilizada para realizar
la operacidn de copia o sincronizacion.

Sintaxis

xcp verify \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp verify \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\ <IP
address of SMB destination server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
xcp verify \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

Total Time : 3s

STATUS : PASSED

En la siguiente tabla, se muestra el verify parametros y su descripcion.

Parametro Descripcion

verifique -h, --help Muestre este mensaje de ayuda y salga.

verifique -v Aumente la verbosidad de la depuracion.

verificar -paralelo Num. De procesos simultaneos (por defecto: <cpu-
count>).
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Parametro

verificar -coincidir

verificar -excluir
verifique -preserve-atime
verifique -nodata
verifique -atime

verifique -noctime
verifique -nomtime
verifique -noattrs
verifique -noownership

verifique -ads

verifique -noacls

verificar -atimewindow

verificar -ctimewindow

verificar -mtimewindow

verifique -stats

verifique -I
verifique -l

verifique -fallback-user

verifique -fallback-group

verifique -root

verifique -onlyacl

verifique -h, --help

Descripcion

Procese sdlo los archivos y directorios que coincidan
con el filtro (consulte xcp help - match para
obtener mas detalles).

Solo excluya archivos y directorios en el filtro.
Restaurar fecha de ultimo acceso en origen.

No compruebe los datos.

Verifique la hora de acceso al archivo.

No compruebe la hora de creacién del archivo.

No compruebe la hora de modificacion del archivo.
No compruebe los atributos.

No comprobar la propiedad.

verify 'El comando con el ' -ads parametro
comprueba cualquier flujo de datos alternativo en el
origen y el destino y muestra las diferencias.

No compruebe las ACL.

Diferencia de tiempo de acceso aceptable, en
segundos.

Diferencia de tiempo de creacién aceptable, en
segundos.

Diferencia de tiempo de modificacién aceptable, en
segundos,

Escanee los arboles de origen y de destino en
paralelo y compare las estadisticas de arbol.

Aumenta los detalles de salida.
Aumenta el detalle de salida (formato git diff).

Usuario de Active Directory o usuario local (no de
dominio) en el equipo de destino para recibir los
permisos de los usuarios de la maquina de origen
locales (no de dominio) (ejemplo:
Dominio\administrador).

Grupo de Active Directory o grupo local (no de
dominio) en el equipo de destino para recibir los
permisos de grupos de maquinas de origen locales
(no de dominio) (ejemplo: Dominio\administradores).

Verifique las ACL del directorio raiz.

Verifique solo la informacién de seguridad.

Utilice la -h y.. ——help parametros con el verify comando para mostrar informacion detallada acerca del
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verify comando

Sintaxis

xcp verify —help
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Muestra el ejemplo

358

C:\Netapp\xcp>xcp verify -help
usage: xcp verify [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime]

[-loglevel <name>] [-fallback-user FALLBACK USER]

[-fallback-group FALLBACK GROUP] [-noacls] [-nodata] [-stats] [-1] [-
root] [-noownership] [-onlyacl] [-noctime] [-nomtime] [-noattrs] [-
atime]

[-atimewindow <float>] [-ctimewindow <float>] [-mtimewindow <float>] [-

ads] source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes. XCP sync will ignore these file attributes.

positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match

the filter (see "xcp help -match’™ for details)
-exclude <filter> Exclude files and directories that match the
filter (see "xcp help -exclude’ for details)
-preserve-atime restore last accessed date on source
--help-diag Show all options including diag.The diag options
should be used only on recommendation by NetApp support.
-loglevel <name> option to set log level filter (default:INFO)
-fallback-user FALLBACK USER

a user on the target machine to translate the
permissions of local (non-domain) source machine users (eg.
domain\administrator)
-fallback-group FALLBACK GROUP

a group on the target machine to translate the
permissions of local (non- domain) source machine groups (eg.
domain\administrators)
-nodata do not check data
-stats scan source and target trees in parallel and

compare tree statistics

=1 detailed file listing output
-root verify acl for root directory
—-noacls do not check acls



-noownership do not check ownership

-onlyacl verify only acls

-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes

-atime verify acess time as well

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds
-mtimewindow <float> acceptable modification time difference in
seconds

—ads verify ntfs alternate data stream

verifique -v
Utilice la -v con el verify comando para proporcionar informacion detallada de depuracion.

Sintaxis

xcp verify -v \\<IP address of SMB source server>\source share address of
SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp> xcp verify -v \\<IP address of SMB source
server>\source share address of SMB destination server>\dest share
xcp verify -v  \\<IP address of SMB source server>\source share \\<IP

address of SMB destination server>\dest share

xcp verify -v \\< IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verifique la <n> paralela
Utilice la -parallel <n> con el verify Comando para definir un NUm. Mayor o menor de procesos

simultaneos XCP. La verify -parallel <n> el comando verifica el num. de procesos simultaneos (por
defecto: <cpu-count>).

@ El valor maximo de n es 61.
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Sintaxis

xcp verify -v —-parallel <n> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 4s

STATUS : PASSED

verifique -match <filter>

Utilice la -match <filter> con el verify comando para explorar el arbol de origen y de destinoy
comparar sélo los archivos o directorios que coinciden con el argumento de filtro. Si hay alguna diferencia, el
comando aplica las acciones necesarias en el destino para mantenerlos sincronizados.

Sintaxis

xcp verify -v -match <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp verify -v -match "'Microsoft' in name" \\<IP address
of SMB source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -v -match "'Microsoft' in name" \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -match 'Microsoft' in name \\<IP address of SMB source
server> \source share \\<IP address of SMB destination

server>\dest share

374 scanned, 0 compared, 0 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

verifique -excluir <filter>
Utilice la —exclude <filter> con el verify comando para excluir sélo archivos y directorios en el filtro.

Sintaxis

xcp verify -exclude <filter> \\<IP address of SMB source

server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

C:\netapp\xcp>xcp verify —-exclude "path ('*Exceptions*')" \\<IP address
of SMB sourceserver>\source share \\<IP address of SMB destination
server>\dest share

210 scanned, 99 excluded, 6 compared, 5 same, 1 different, 0 missing, O
errors, 5s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, O errors, 10s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 15s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, O errors, 20s

335 scanned, 253 excluded, 13 compared, 12 same, 1 different, O
missing, O errors, 25s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, 0 errors, 30s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 35s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, O
missing, O errors, 40s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, 0 errors, 45s

445 scanned, 427 excluded, 16 compared, 15 same, 1 different, 0
missing, O errors, 50s

xcp verify -exclude path('*Exceptions*') \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

445 scanned, 427 excluded, 17 compared, 17 same, 0 different, O
missing, 0 errors

Total Time : 1mlls

STATUS : PASSED

verifique -preserve-atime

Utilice la -preserve-atime con el verify comando para restablecer atime Al valor original antes de que
XCP lea el archivo.

Sintaxis

xcp verify -preserve-atime \\<IP address of SMB source

server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp verify -preserve-atime \\<IP address of SMB source

server>\source share \\<IP address of SMB destination
server>\dest share
xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

374 scanned, 179 compared, 179 same, 0 different, 0 missing,
5s

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing,
Total Time : 8s

STATUS : PASSED

verifique -nodata
Utilice la -nodata con el verify comando para no comparar datos.

Sintaxis

0 errors,

0 errors

xcp verify -nodata \\<IP address of SMB source server>\source share \\<IP

address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp verify -nodata \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -nodata \\<IP address of SMB source server>\source share

\\<IP address of SMB destination server>\dest share

xcp verify -nodata \\<IP address of SMB source server> \source share

\\<IP address of SMB destination server>\dest share : PASSED
374 scanned, 373 compared, 373 same, 0 different, 0 missing,
Total Time : 3s
STATUS : PASSED

0 errors
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verifique -atime

Utilice la —atime con el verify comando para comparar las marcas de tiempo de acceso al archivo desde el
origen hasta el destino.

Sintaxis

xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\Netapp\xcp> xcp verify —-11 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

WARNING: your license will expire in less than one week! You can renew
your license at https://xcp.netapp.com
dirl: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564423)
+ 2023-04-14 10:24:40 (1681482280.366317)
dir2: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564424)
+ 2023-04-14 10:24:40 (1681482280.366318)
<root>: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.054403)
+ 2023-04-14 10:28:35 (1681482515.538801)
xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
14 scanned, 13 compared, 10 same, 3 different, 0 missing, 0 errors
Total Time : 1s
STATUS : FAILED

verifique -noctime

Utilice la -noctime con el verify comando para no comparar las marcas de tiempo de creacién del archivo
desde el origen hasta el destino.

Sintaxis

xcp verify -noctime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp verify -noctime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verifique -nomtime

Utilice la —-nomt ime con el verify comando para no comparar las marcas de tiempo de modificacion del
archivo desde el origen hasta el destino.

Sintaxis

xcp verify -nomtime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp verify -nomtime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verifique -noattrs

Utilice la -noattrs con el verify comando para no comprobar atributos.
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Sintaxis

xcp verify -noattrs \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp verify -noattrs \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verifique -noownership

Utilice la -noownership con el verify comando para no comprobar la propiedad.

Sintaxis

xcp verify -noownership \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp verify -noownership
server>\source share \\<IP address of
server>\dest share
xcp verify -—-noownership \\<IP address
server>\source share \\<IP address of
server>\dest share

xcp verify -noownership \\<IP address
server>\source share \\<IP address of
server>\dest share : PASSED

374 scanned, 373 compared, 373 same,
Total Time : 3s

STATUS : PASSED

verifique -ads

Utilice —ads el parametro con verify el comando para comprobar si hay flujos de datos alternativos en el

origen y el destino y mostrar las diferencias.

Sintaxis

\\<IP address of SMB source
SMB destination

of SMB source
SMB destination

of SMB source
SMB destination

0 different, 0 missing, 0 errors

xcp verify -ads \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp verify -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

368

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 10s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mOs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mb55s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mOs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 4mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 5m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 5mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, o6m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6bmbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6ml0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7mOs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7Tmbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7/mb55s

7 scanned, 5 compared, same, 0 different,



missing, 0 errors, 8mO0s

xcp verify -ads \\source Ip address>\source share\src

\\<dest IP address>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors
Total Time : 8més

STATUS : PASSED

verifique -noacls
Utilice la -noacls con el verify Comando para no comprobar las ACL.

Sintaxis

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp verify -noacls -noownership \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

318 scanned, 317 compared, 317 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

verifique -noacls -noownership

Utilice la -noownership parametro con verify -noacls Para no comprobar las ACL ni la propiedad del
origen al destino.

Sintaxis

xcp verify -noacls -noownership <source> <target>
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verifique -atimewindow <float>

Utilice la —atimewindow <float> con el verify comando para especificar la diferencia aceptable, en
segundos, para el atime de un archivo desde el origen hasta el destino. XCP no informa de que los archivos
sean diferentes si la diferencia en atime es menor que <value>. La verify - atimewindow el comando
solo se puede utilizar con el —atime bandera.

Sintaxis

xcp verify -—-atimewindow <float> \\<IP address of SMB source

server>\source share \\<IP address of SMB destination server>\dest share

Muestra el ejemplo

c:\Netapp\xcp> xcp verify -atimewindow 600 -atime \\<IP address of SMB
source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -atimewindow 600 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

14 scanned, 13 compared, 13 same, 0 different, 0 missing, 0 errors

verifique -ctimewindow <float>

Utilice la —-ctimewindow <float> con el verify comando para especificar la diferencia aceptable, en
segundos, para el ctime de un archivo desde el origen hasta el destino. XCP no informa de que los archivos
sean diferentes cuando la diferencia en ctime es menor que <value>.

Sintaxis

xcp verify -ctimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp verify -ctimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -ctimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -ctimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verifique -mtimewindow <float>

Utilice la -mtimewindow <float> con el verify comando para especificar la diferencia aceptable, en
segundos, para el mt ime de un archivo desde el origen hasta el destino. XCP no informa de que los archivos
sean diferentes cuando la diferencia en mtime es menor que <value>.

Sintaxis

xcp verify -mtimewindow <float> \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

Muestra el ejemplo

c:\netapp\xcp>xcp verify -mtimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED
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verifique -stats

Utilice la -stats con el verify comando para escanear el origen y el destino e imprimir un informe de
estadisticas de arbol que muestra similitudes o diferencias entre los dos recursos compartidos.

Sintaxis

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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Muestra el ejemplo
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374

c:\netapp\xcp>xcp verify -stats \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

== Number of files ==

empty <8KiB
100MiB >100MiB
81
on-target same
on-source same
== Directory entries ==
empty 1-10
>10K
on-target
on-source
== Depth ==
0-5 6-10
>100
317
on-target same
on-source same
== Modified ==
>1 year >1 month
<15 mins future invalid
315
on-target same
on-source same

Total count: 317 / same / same

Directories: 2 / same / same
Regular files: 315 / same / same
Symbolic links:

Junctions:

Special files:

8-64KiB

170
same

same

10-100

same

same

11-15

1-31 days

64KiB-1MiB 1-10MiB
62 2
same same
same same
100-1K 1K-10K
1
same
same
16-20 21-100
1-24 hrs <1 hour
2
same
same

10-

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

635 scanned, 0 errors Total Time

STATUS PASSED
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verifique -l

Utilice la -1 con el verify comando para mostrar las diferencias entre archivos y directorios en el origen y el
destino.

Sintaxis

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

En el siguiente ejemplo, durante la copia, no se ha transferido la informacién de propiedad y puede ver las
diferencias en el resultado del comando.

Muestra el ejemplo

c:\netapp\xcp>xcp verify -1 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verifique -l
Utilice la -11 con el verify comando para mostrar las diferencias detalladas de los archivos o directorios del
origen y el destino. El formato es como git diff. El valor rojo es el antiguo del origen y el valor verde es el nuevo
del destino.

Sintaxis

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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Muestra el ejemplo

c:\netapp\xcp>xcp verify -11 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-fallback-user <fallback_user> -fallback-group <fallback_group>

Utilice la -fallback-usery.. -fallback—-group parametros con el verify Comando para mostrar las
diferencias de propiedad y ACL entre archivos y directorios en el origen y el destino.

Siutiliza fallback-usery.. fallback-group Con una operacion de copia o sincronizacion,
NetApp recomienda que también utilice el fallback-usery.. fallback-group parametros
con la operacion de verificacion.

Sintaxis

xcp verify -fallback-user <fallback user> -fallback-group <fallback group>
\\<IP address of SMB source server>\source share \\<IP address of SMB
destination server>\dest share

verifique -noownership-fallback-user <fallback_user> -fallback-group <fallback_group>

Utilice la -noownership, -fallback-user, Y. -fallback-group parametros con el verify Comando
para mostrar las diferencias de ACL y omitir la verificacion de propiedad entre archivos y directorios en el
origen y el destino.

Sintaxis

xcp verify -noownership -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP

address of SMB destination server>\dest share

verifique -noacls-fallback-user <fallback_user> -fallback-group <fallback_group>

Utilice la -noacls, -fallback-user, Y. -fallback-group parametros con el verify Comando para
omitir la verificaciéon de las ACL y verificar la propiedad entre los archivos y directorios en el origen y el
destino.
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Sintaxis

xcp verify -noacls -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

verifique -root
Utilice -root el parametro con verify el comando para verificar las ACL del directorio raiz.

Sintaxis

xcp verify -root -fallback-user <fallback user> -fallback- group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

Muestra el ejemplo

C:\NetApp\XCP>xcp verify -root —-fallback-user "DOMAIN\User" -fallback
-group "DOMAIN\Group" \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -1 -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

verify -onlyacl -fallback-user <fallback_user> -fallback- group <fallback_group>

Utilice la —onlyacl, -fallback-user V.. -fallback-group parametros con el verify comando para

comparar solo la informacion de seguridad entre el origen y el destino.

Sintaxis

xcp verify -onlyacl -preserve-atime -fallback-user <fallback user>
-fallback- group <fallback group> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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Muestra el ejemplo

C:\Users\ctladmin\Desktop>xcp verify -onlyacl -preserve-atime -fallback
-user "DOMAIN\User" -fallback- group "DOMAIN\Group" -11
\\<source IP address>\source share \\<IP address of SMB destination
server>\dest share

4,722 scanned, 0 compared, 0 same, 0 different, 0 missing, O
errors, 5s

7,142 scanned, 120 compared, 120 same, 0 different, 0 missing, O
errors, 10s

7,142 scanned, 856 compared, 856 same, 0 different, 0 missing, O

errors, 15s

7,142 scanned, 1,374 compared, 1,374 same, 0 different, 0 missing,
0 errors, 20s
7,142 scanned, 2,168 compared, 2,168 same, 0 different, 0 missing,
0 errors, 25s
7,142 scanned, 2,910 compared, 2,910 same, 0 different, 0 missing,
0 errors, 30s
7,142 scanned, 3,629 compared, 3,629 same, 0 different, 0 missing,
0 errors, 35s
7,142 scanned, 4,190 compared, 4,190 same, 0 different, 0 missing,
0 errors, 40s
7,142 scanned, 4,842 compared, 4,842 same, 0 different, 0 missing,
0 errors, 45s
7,142 scanned, 5,622 compared, 5,622 same, 0 different, 0 missing,
0 errors, 50s
7,142 scanned, 6,402 compared, 6,402 same, 0 different, 0 missing,
0 errors, 55s
7,142 scanned, 7,019 compared, 7,019 same, 0 different, 0 missing,
0 errors, ImOs

xcp verify -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" -11 \\<source IP address>\source share
\\<IP address of SMB destination server>\dest share

7,142 scanned, 7,141 compared, 7,141 same, 0 different, 0 missing, O
errors

Total Time : 1lm2s

STATUS : PASSED

configurar

La configure Command configura el sistema SMB y se conecta al sistema donde se
ejecuta la base de datos PostgreSQL.
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Sintaxis

xcp.exe configure

Muestra el ejemplo

C:\NetApp\XCP>xcp.exe configure

Please choose the menu you want to start:
1. Configure xcp.ini file
0. Quit

escuche
La 1isten El comando lee el binario XCP e inicia los servicios XCP.

Sintaxis

xcp.exe listen

Muestra el ejemplo

c:\NetApp\XCP>xcp.exe listen
* Serving Flask app "xcp rest smb app" (lazy loading)
* Environment: production
WARNING: This is a development server. Do not use it in a production
deployment. Use a production WSGI server instead.
* Debug mode: off

Casos de uso de XCP

Casos de uso para XCP NFS y SMB

Obtén mas informacidén sobre los diferentes casos practicos de migracién de datos en
XCP para NetApp XCP.

"Migracién de datos de 7-Mode a ONTAP"

"Migracién de datos CIFS con ACL de un equipo de almacenamiento de origen a ONTAP"
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Registro XCP

Establezca la opcién logConfig

Obtenga mas informacién sobre la opcidn logConfig en la xcpLogConfig. json Archivo
de configuracion JSON para XCP NFS y SMB.

El siguiente ejemplo muestra el archivo de configuracion JSON establecido con la opcion “logConfig”:

ejemplo

{
"level":"INFO",

"maxBytes":"52428800",
"name":"xcp.log"

}

» Con esta configuracion, puede filtrar los mensajes segun su gravedad seleccionando un valor de nivel
valido de CRITICAL, ERROR, WARNING, INFO, y. Debug.

* La maxBytes la configuracion permite cambiar el tamafio del archivo de los archivos log giratorios. El
valor predeterminado es 50MB. Al definir el valor en 0, se detiene la rotacion y se crea un solo archivo
para todos los registros.

* La name la opcion configura el nombre del archivo log.

« Si falta algun par clave valor, el sistema utiliza el valor predeterminado. Si comete un error al especificar el
nombre de una clave existente, se trata como una clave nueva y la nueva clave no afecta al
funcionamiento de los sistemas ni a la funcionalidad del sistema.

Defina la opcién eventlog

XCP admite la mensajeria de eventos, que puede activar mediante eventlogenla
xcpLogConfig. json Archivo de configuracion JSON.

Para NFS, todos los mensajes de eventos se escriben en el xcp _event. log archivo ubicado en la ubicacion
predeterminada /opt/NetApp/xFiles/xcp/ 0 una ubicacion personalizada configurada con la siguiente

variable de entorno:

XCP_CONFIG DIR
(D Cuando ambas ubicaciones estan establecidas, XCP_LOG DIR se utiliza.

Para SMB, todos los mensajes de eventos se escriben en el archivo xcp _event. log ubicada en la ubicacion
predeterminada C: \NetApp\XCP\.

Configuracion de JSON para la mensajeria de eventos para NFS y SMB

En los ejemplos siguientes, los archivos de configuracion JSON habilitan la mensajeria de eventos para NFS y
SMB.
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Archivo de configuracion JSON de ejemplo con la opcién eventlog habilitada

{

"eventlog": {
"isEnabled": true,
"level": "INFO"

bo

"sanitize": false

}

Archivo de configuracion JSON de ejemplo con eventlog y otras opciones habilitadas

{

"logConfig": {
"level": "INFO",
"maxBytes": 52428800,
"name": "xcp.log"

by

"eventlog": {
"isEnabled": true,
"level": "INFO"

by

"syslog": {
"isEnabled": true,
"level": "info",
"serverIp": "10.101.101.10",
"port": 514

by

"sanitize": false

}

En la siguiente tabla se muestran las subopciones de eventlog y su descripcion:

Subopcion Tipo de datos  Valor Descripcion
JSON predeterminado
isEnabled Booleano Falso Esta opcion booleana se utiliza para habilitar la

mensajeria de eventos. Si se establece en false, no
genera ningun mensaje de eventos y no se publica
ningun registro de eventos en el archivo de registro
de eventos.

level Cadena INFORMACION  Nivel de filtro de gravedad de mensajes de eventos.
La mensajeria de eventos admite cinco niveles de
gravedad en orden de gravedad decreciente:
CRITICO, ERROR, ADVERTENCIA, INFORMACION
y DEPURACION

Plantilla para un mensaje de registro de eventos NFS
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En la siguiente tabla se muestran una plantilla y un ejemplo de un mensaje de registro de eventos de NFS:

Plantilla Ejemplo

<Time stamp> - <Severity level> {"Event 2020-07-14 07:07:07,286 - ERROR {"Event

ID": <ID>, "Event ID": 51, "Event Category":
Category":<category of xcp event log>, "Application failure", "Event Type":
"Event Type": <type of event "No space left on destination

log>, "ExecutionId": < unique ID for error", " ExecutionId ": 408252316712,
each xcp command execution >, "Event Source": "NETAPP-01",

"Event Source": <host name>, "Description": "Target volume is left

"Description": <XCP event log message>} with no free space while executing
copy {}. Please increase the size of
target volume
10.101.101.101:/cat vol"}

Opciones de mensaje de EventLog
Las siguientes opciones estan disponibles para un mensaje de eventlog:
* Event ID: Elidentificador Unico para cada mensaje de registro de eventos.
* Event Category: Explica la categoria del tipo de evento y el mensaje de registro de eventos.

* Event Type: Esta es una cadena corta que describe el mensaje de evento. Varios tipos de eventos
pueden pertenecer a una categoria.

* Description: El campo de descripcion contiene el mensaje de registro de eventos generado por XCP.

* ExecutionId: Identificador unico para cada comando XCP ejecutado.

Habilite el cliente syslog

XCP admite un cliente syslog para enviar mensajes de registro de eventos XCP a un
receptor syslog remoto para NFS y SMB. Soporta el protocolo UDP usando el puerto
predeterminado 514.

Configure el cliente de syslog para NFS y SMB

Para habilitar el cliente de syslog, es necesario configurar el syslog en el xcpLogConfig. json Archivo de
configuracion para NFS y SMB.

En el ejemplo siguiente de configuracion del cliente de syslog para NFS y SMB:
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{
"syslog": {

"isEnabled":true,
"level" :"INFO",
"serverIp":"10.101.101.4d",

"port":514

by

"sanitize":false

}

Opciones de syslog

En la siguiente tabla se muestran las subopciones de syslog y su descripcion:

Subopcion

isEnabled

level

serverlp

port

Tipo de datos
JSON

Booleano

Cadena

Cadena

Integrar

Valor
predeterminado

Falso

INFORMACION

Ninguno

514

Descripcion

Esta opcion booleana habilita el cliente syslog en
XCP. Configuracion en
false ignorara la configuracion de syslog.

Nivel de filtro de gravedad de mensajes de eventos.
La mensajeria de eventos admite cinco niveles de
gravedad en orden de gravedad decreciente:
CRITICO, ERROR, ADVERTENCIA, INFORMACION
y DEPURACION

Esta opcion muestra las direcciones IP o los nombres
de host del servidor de syslog remoto.

Esta opcion es el puerto del receptor de syslog
remoto. Puede configurar receptores de syslog para
que acepten datagramas de syslog en un puerto
diferente con esta opcién. El puerto UDP
predeterminado es 514.

La sanitize la opcion no se debe especificar en la configuracion «syslog». Esta opcion tiene
@ un ambito global y es comun para el registro, el registro de eventos y syslog en la configuracion

JSON. Si se establece este valor en “true”, se ocultara informacion confidencial en los mensajes

syslog publicados en el servidor syslog.

Formato del mensaje de syslog

Cada mensaje de syslog que se envia al servidor de syslog remoto por UDP tiene el formato RFC 5424 para

NFS y SMB.

En la siguiente tabla se muestra el nivel de gravedad segun RFC 5424 compatible con los mensajes syslog

para XCP:
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Valores de gravedad Nivel de gravedad

3 Error: Condiciones de error

4 Advertencia: Condiciones de advertencia
6 Informativo: Mensajes informativos

7 Debug: Mensajes de nivel de depuracion

En el encabezado syslog para NFS y SMB, la version tiene un valor de 1 y el valor de utilidad para todos los
mensajes para XCP se establece en 1 (mensajes de nivel de usuario):
<PRI> = syslog facility * 8 + severity value

Formato de mensaje syslog de aplicacion XCP con un encabezado syslog para NFS:

En la siguiente tabla se muestra una plantilla y un ejemplo de formato de mensaje de syslog con un
encabezado syslog para NFS:

Plantilla Ejemplo

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-08T06:30:34.3417Z netapp

xcp_nfs - - - <XCP message> xcp nfs - - - INFO {"Event ID": 14,
"Event Category": "XCP job status",
"Event Type": "XCP scan completion",
"Event Source": "netapp",
"Description": "XCP scan is completed
by scanning 8
items"}

Mensaje de aplicaciéon XCP sin encabezado syslog para NFS

En la siguiente tabla se muestra una plantilla y un ejemplo del formato del mensaje de syslog sin un
encabezado syslog para NFS:

Plantilla Ejemplo

<message severity level i.e CRITICAL, INFO {"Event ID": 14, "Event Category":

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion”™, "Event Source":
"netapp", "Description": "XCP scan is

completed by scanning 8 items"}

Formato de mensaje syslog de aplicacion XCP con encabezado syslog para SMB

En la siguiente tabla se muestra una plantilla y un ejemplo de formato de mensaje de syslog con un
encabezado de syslog para SMB:
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Plantilla Ejemplo

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-10T10:37:18.452%

xcp_smb - - - <XCP message bansalal0l xcp smb - - - INFO {"Event
ID": 14, "Event Category": "XCP job
status", "Event Type": "XCP scan
completion", "Event Source": "NETAPP-
01", "Description": "XCP scan 1is
completed by scanning 17 items"}

Mensaje de aplicacion XCP sin encabezado syslog para SMB

En la siguiente tabla se muestra una plantilla y un ejemplo de formato de mensaje de syslog sin un
encabezado de syslog para SMB:

Plantilla Ejemplo

<message severity level i.e CRITICAL, NFO {"Event ID": 14, "Event Category":

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion", "Event Source":
"NETAPP-01", "Description": "XCP scan

is completed by scanning 17items"}

Registros de eventos de XCP

Registros de eventos de XCP NFS
Revise ejemplos de registros de eventos para XCP NFS.

En la siguiente tabla se muestran los registros de eventos para XCP NFS.

ID del evento Plantilla de evento Ejemplo de evento

401 Mounted on NFS export <mount 2020-07-14 03:53:59,811 - INFO
path> with maximum read block {"Event ID":401, "Event
size <read block size> bytes, Category": "Mounting unmounting
maximum write block size <write file system", "Event Type":
block size> bytes. Mount point "Mount file system
has mode value<mode bits> and information", "ExecutionId":
type: <fattr3 type>. 408249379415, "Event Source":

"NETAPP-01", "Description":
"Mounted on NFS export
<IPaddress of NFS
server>:/testl with maximum
read block size 65536 bytes,
maximum write block size 65536
bytes. Mount point has mode
value 493 and type

Directory"}
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ID del evento

181

183

581

386

Plantilla de evento

This license is issued to
<username>of <company

name>, license type is <license
type> with <license status>
status, license willexpire on
<expire date>

The license issued to
<username> of <company name>
will expire in less than one
week

Catalog path <catalog volume
path> to store catalog
directory is not accessible.
Refer user guide for
configuring catalog volume.

Ejemplo de evento

2020-07-14 03:53:59,463 - INFO
{"Event ID": 181, "Event
Category": "Authentication and
authorization”, "Event Type":
"License information",
"ExecutionId": 408249379415,
"Event Source": "NETAPP-01",
"Description": "This license 1is
issued to NetApp User of
Network Appliance, Inc, license
type is SANDBOX with ACTIVE
status, license will expire on
Thu Jul 1 00:00:00 2021"}

2020-07-14 04:02:55,151 -
WARNING {"Event ID": 183,
"Event Category":
"Authentication and
authorisation”™, "Event Type":
"License warning",
"ExecutionId": 408249519546,
"Event Source": "NETAPP-01",
"Description™: "The license
issued to NetApp User of
Network Appliance, Inc will
expire in less than one week"}

2020-07-14 04:05:00,857 - ERROR
{"Event ID": 581, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog exporting error",
"ExecutionId": 408249552351,
"Event Source": "NETAPP-01",
"Description": "Catalog path
<IP address of NFS
server>:/testll to store
catalog directory is not
accessible. Refer user guide
for configuring catalog
volume."}



ID del evento Plantilla de evento

582 Failed creating catalog
directory in catalog volume
path <catalog volume

path>

584 Error in creating index
directory <index id> for
<command>

586 Failed to create index <index

id> in catalog volume while
executing command
<command>

Ejemplo de evento

2020-07-14 04:10:12,895 - ERROR
{"Event ID": 582, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog directory creation
error", "ExecutionId":
408249630498, "Event Source":
"NETAPP-01", "Description":
"Failed creating catalog
directory in catalogvolume path
10.234.104.250:/cat_vol"}

2020-07-14 04:52:15,918 - ERROR
{"Event ID":584, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250278214,
"Event Source": "NETAPP-01",
"Description”: "Error in
creating index directory abc7
for scan"}

2020-07-14 04:45:46,275 - ERROR
{"Event ID": 586, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250177021,
"Event Source": "NETAPP-01",
"Description": "Failed to
create index abc6 in catalog
volume while executing command
scan {- newid: 'abc6'}"}

387



ID del evento

351

13

14

388

Plantilla de evento

System resources available
while executing xcp command:
<command>, are <CPU info>,
<memory info>

XCP <command> is running on
platform <platform info> for
source <source info>

XCP scan completed successfully
after scanning <scan item
count> items. Source <source
scanned>

Ejemplo de evento

2020-07-14 05:08:35,393 - INFO
{"Event ID":351, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for scan",
"ExecutionId": 408250529264,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : scan ,
are : CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}

2020-07-14 05:08:35,478 - INFO
{"Event ID": 13, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
scan operation", "ExecutionId":
408250529264, "Event Source":
"NETAPP-01", "Description":
"XCP command scan {-newid:
'abc7'} is running on platform
Linux-2.6.26-2-amd64-x86 64-
with-debian- 5.0.10 for source
10.234.104.250:/testl"}

2020-07-14 05:08:35,653 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":
408250529264, "Event Source":
"NETAPP-01", "Description":
"XCP scan completed
successfully after scanning 479
items. Source
10.234.104.250:/testl"}



ID del evento

354

25

26

Plantilla de evento

System resources available
while executing xcp command:
<command>, are <CPU info>,

<memory info>

XCP <command> is running on
platform <platform info> for
source <copy source> and
destination <copy
destination/target>

XCP copy completed successfully
after scanning <scanned item
count> of which <matched item
count> are matched and <copied
item count> items are copied to
<copy
source>, destination :<copy
destination/target

the destination. Source

Ejemplo de evento

2020-07-14 05:15:13,562 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for copy",
"ExecutionId": 408250596708,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : copy .,
are : CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}

2020-07-14 05:15:13,647 - INFO
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation", "ExecutionId":
408250596708, "Event Source":
"NETAPP-01", "Description":
"XCP command copy {} is
running on platform Linux-
2.6.26- 2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS
server>:/source vol and
destination <NFS destination
source>:/testl"}

2020-07-14 05:15:13,885 - INFO
{"Event ID":26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion”, "ExecutionId":
408250596708, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after scanning 3
of which 0 are matched and 2
items are copied to the
destination. Source : <IP
address of NFS
server>:/source_vol,

<NFS destination
source>:/testl"}

destination
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ID del evento

16

352

390

Plantilla de evento

XCP <command> is running on
platform <platform info> for
source <sync source> and
destination <sync destination>

System resources available
while executing xcp command:
<command>, are <CPU info>,
<memory info>

Ejemplo de evento

2020-07-14 06:41:20,145 - INFO
{"Event ID":

16, "Event Category": "XCP job
status", "Event Type":
"Starting xcp sync operation",
"ExecutionId": 408251920146,
"Event Source": "NETAPP-01",
"Description”: "XCP command
sync {-id: 'autoname copy 2020-
07- 14 06.22.07.233271"} is
running on platform Linux-
2.6.26-2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS server>:/src vol
and destination <NFS
destination source>:/dest_vol"}

2020-07-14 06:41:28,728 - INFO
{"Event ID": 352, "Event
Category": "System resource
utilization", "Event Type":
"Resource available for sync",
"ExecutionId": 408251920140,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command sync {-
id: 'autoname copy 2020-07-

14 06.22.07.233271"'} , are

CPU: count 4, load avg

(1/5/15m) 0.1, 0.0, 0.0, System
memory (GiB): avail 7.2, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}



ID del evento

17

19

353

Plantilla de evento

XCP sync is completed. Total
scanned <scanned item count>,
copied

<copied item count>,
modification <modification item
count>, new file <new file
count>, delete item <delete
item count>. Command executed
<command>

XCP <command> is running on
platform <platform info> for
source <verify source> and
destination <verify
destination>

System resources available
while executing xcp command:
<command>, are <CPU info>,

<memory info>

Ejemplo de evento

2020-07-14 06:41:29,245 - INFO
{"Event ID":17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":
408251920146, "Event Source":
"NETAPP-01", "Description":
"XCP sync is completed. Total
scanned 66, copied O,
modification 1, new file O,
delete item 0. Command executed
sync {-id:
'autoname copy 2020-07-
14 06.22.07.233271"}"}

2020-07-14 06:54:59,084 - INFO
{"Event ID": 19, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
verify operation",
"ExecutionId": 408252130477,
"Event Source": "NETAPP-01",
"Description": "XCP command
verify {} is running on
platform Linux-2.6.26-2-amd6c4-
x86 64-with- debian-5.0.10 for
source <IP address of NFS
server>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:54:59,085 - INFO
{"Event ID": 353, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for
verify", "ExecutionId":
408252130477, "Event Source":
"NETAPP-01", "Description":
"System resources available
while executing xcp command
verify , are : CPU: count 4,
load avg (1/5/15m) 0.0, 0.0,
0.0, System memory (GiB): avail
7.3, total 7.8, free 6.6,
buffer 0.1, cache 0.5"}
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ID del evento

21

215

54

392

Plantilla de evento

log file path <file path> ,
severity filter level <severity
level>, log message
sanitization is set as
<sanitization value>

Event file path: <file path>,
severity filter level <severity
level>, event message
sanitization is set as
<sanitization value>

Catalog volume is left with no

free space please increase the

size of catalog volume <catalog
volume running out of space>

Ejemplo de evento

2020-07-14 06:40:59,104 - INFO
{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":
"XCP logging information",
"ExecutionId": 408251920146,
"Event Source": "NETAPP-01",
"Description": "Log file path
/opt/NetApp/xFiles/xcp/xcplogs/
xcp.log, severity filter level
INFO, log message sanitization
is set as False"}

2020-07-14 06:40:59,105 - INFO
{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":
"XCP event information",
"ExecutionId": 408251920140,
"Event Source": "NETAPP-01",
"Description": "Event file path
:/opt/NetApp/xFiles/xcp/xcplogs
/xcp_event.log, severity filter
level INFO, event message
sanitization is set as False"}

2020-07-14 04:10:12,897 - ERROR
{"Event ID":54, "Event
Category": "Application
failure", "Event Type": "No
space left on Catalog volume
error", "ExecutionId":
408249630498, "Event Source":
"NETAPP-01", "Description":
"Catalog volume is left with no
free space. Please increase the
size of catalog volume<IP
address of NFS destination
server>:/cat _vol"}



ID del evento

53

61

71

Plantilla de evento

Catalog volume <catalog volume>
is left with no free space to
store index <index id> while
executing <command>. Please
increase the size of the
catalog volume <catalog volume
running out of space>

NEFS LIF <LIF IP> is not
reachable for path <volume path
without IP> while executing
<command>. Please check volume
is not offline and is
reachable.

TCP connection could not be
established for IP address
<IP>. Check network setting and
configuration.

Ejemplo de evento

2020-07-14 04:52:15,922 - ERROR
{"Event ID": 53, "Event
Category": "Application
failure", "Event Type": "No
space left for catalog volume
error", "ExecutionId":
408250278214, "Event Source":
"NETAPP-01", "Description":
"Catalog volume
10.234.104.250:/cat_vol is left
with no free space to store
index abc7 while executing

scan {-newid: 'abc7'}. Please
increase the size of the
catalog volume <IP address of
NFS destination

server>:/cat vol"}

2020-07-14 07:38:20,100 - ERROR
{"Event ID":61, "Event
Category": "Application
failure", "Event Type": "NFS
mount has failed",
"ExecutionId": 408252799101,
"Event Source": "NETAPP-01",
"Description": "NFS LIF <IP
address of NFS destination
server> is not reachable for
path /testll while executing
scan {}. Please check volume is
not offline and is reachable"}

2020-07-14 07:44:44,578 - ERROR
{"Event ID": 71, "Event
Category": "Application
failure", "Event Type": "IP is
not active", "ExecutionId":
408252889541, "Event Source":
"NETAPP-01", "Description":
"TCP connection could not be
established to the address <IP
address of NFS destination
server>. Check network setting
and configuration."} (UT done)
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ID del evento

51

76

362

363

394

Plantilla de evento

Target volume is left with no
free space while executing:
<command>. Please increase the
size of target volume <volume
running out of space>.

Index id {} is already present
Use new index id and rerun
command

<command>

CPU usage has crossed
<percentage CPU used>%

Memory Usage has crossed
<percentage memory used>%

Ejemplo de evento

2020-07-14 07:07:07,286 - ERROR
{"Event ID": 51, "Event
Category": "Application
failure", "Event Type": "No
space left on destination
error", "ExecutionId":
408252316712, "Event Source":
"NETAPP-01", "Description":
"Target volume is left with no
free space while executing
copy {}. Please increase the
size of target volume <IP
address of NFS destination
server>:/cat vol"}

2020-07-14 09:18:41,441 - ERROR
{"Event ID": 76, "Event
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
01", "Description": "Index id
asd is already present . Use
new index id and rerun command:
scan {-newid: 'asd'} "}

2020-06-16 00:17:28,294 - ERROR
{"Event ID": 362, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01 ",
"Description": "CPU Usage has
crossed 90.07%"}

2020-06-16 00:17:28,300 - ERROR
{"Event ID": 363, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01",
"Description": "Memory Usage
has crossed 95%"}



ID del evento

22

356

Plantilla de evento

XCP <command> is running on
platform <platform information>
for source <resume source> and
destination <resume
destination>

System resources available
while executing xcp command:
<CPU info>,
<memory information>

<command> , are

Ejemplo de evento

2020-07-14 06:24:26,768 - INFO
{"Event ID": 22, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
resume operation",
"ExecutionId": 408251663404,
"Event Source": "NETAPP-01",
"Description”: "XCP command
resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"'} is running
on platform Linux-2.6.26-2-
amd64- x86 64-with-debian-
5.0.10 for source <IP address
for NFS sever>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:24:26,837 - INFO
{"Event ID": 356, "Event
Category": "System resource
utilization", "Event Type":
"Resource available for
resume", "ExecutionId":
408251663404, "Event Source":
"NETAPP-01","Description":
"System resources available
while executing xcp command
resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"} , are
CPU: count 4, load avg
(1/5/15m) 0.1, 0.1, 0.0, System
memory (GiB): avail 7.2,total
7.8, free 6.6, buffer 0.1,
cache 0.5"}
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ID del evento

23

76

82

396

Plantilla de evento

XCP resume is completed. Total
scanned items <scanned item
count>, total copied items
<copied item count>. Command
executed :<command>

Index id <index id> is already
present. Use new index id and

rerun command <command>

Index id <index id> used while
executing sync is incomplete.
Try resume on the existing
index id <index id>

Ejemplo de evento

2020-07-14 06:26:15,608 - INFO
{"Event ID": 23, "Event
Category": "XCP job status",
"Event Type": "XCP resume
completion", "ExecutionId":
408251663404, "Event Source":
"NETAPP-01", "Description":
"XCP resume is completed. Total
scanned items 5982, total
copied items 5973. Command
executed resume {-id:
'autoname copy 2020-07-
14 06.22.07.233271"} "}

2020-07-14 09:43:08,381 - ERROR
{"Event ID": 76, "Event
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
01", "Description": "Index id
asd is already present . Use
new index id and rerun command
scan {-newid: 'asd'} "}

2020-07-14 10:33:09,307 - ERROR
{"Event ID": 82, "Event
Category": "Application
failure", "Event Type":
"Incomplete index used for
sync", "ExecutionId": null,
"Event Source": "NETAPP-01",
"Description": "Index id
autoname copy 2020-07-

14 10.28.22.323897 used while
executing sync is incomplete.
Try resume on the existing
index id autoname copy 2020-07-
14 10.28.22.323897."}



ID del evento Plantilla de evento

365 CPU utilization reduced to <CPU
percentage used>%

364 Memory utilization reduced to
<CPU percentage used>%

10 XCP command <command> has

failed

Registros de eventos de SMB de XCP

Ejemplo de evento

2020-07-14 09:43:08 381 - ERROR
{"Event ID": 364, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for xcp",
"ExecutionId": 408251663404,
"Event Source": "NETAPP-01",
"Description™: " CPU
utilization reduced to 26%}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 364, "Event
Category": " Resources
available for xcp", "Event
Type": "Resources available for
xcp", "ExecutionId":
408351663478, "Event Source":
"NETAPP-01", "Description": "
Memory utilization reduced to
16.2%"}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure",
"ExecutionId":4082516634500,
"Event Source": "NETAPP-01",
"Description": " XCP command

verify has failed”

Revise ejemplos de registros de eventos para XCP SMB.

En la siguiente tabla se muestran los registros de eventos para XCP SMB.

ID del evento Plantilla de evento

355 CPU usage has crossed <CPU

percentage use>%

Ejemplo de evento

2020-06-23 12:42:02,705 - INFO
{"Event ID": 355, "Event
Category": "System resource
utilization”, "Event Type":
"CPU usage for xcp", "Event
Source": "NETAPP-01",
"Description”: "CPU usage has
crossed 96%"}
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ID del evento

356

61

62

63

398

Plantilla de evento

Memory usage has crossed
<memory percentage use>%

Address was not found:
<complete address over which
command is fired>

Interface cannot be found: <
complete address over which
command is fired >

Invalid Address. Please make
sure that the Address starts
with "\\'

Ejemplo de evento

2020-06-23 12:42:02,705 - INFO
{"Event ID": 356, "Event
Category": "System resource
utilization", "Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed92.5%"}

2020-07-15 02:57:06,466 - ERROR
{"Event ID": 61, "Event
Category": "Application
Failure", "Event Type":
"Address was not found",
"ExecutionId": 408264113690,
"Event Source": "NETAPP-01",
"Description": "Address was not
found: \"\\\\<IP address of SMB
server>\\cifsl\""}

2020-07-15 02:52:00,603 - ERROR
{"Event ID": 62, "Event
Category": "Application
Failure", "Event Type":
"Interface was not found",
"ExecutionId": 4082640716l6,
"Event Source": "NETAPP-01",
"Description": "Interface
cannot be found: \"\\\\<IP
address of SMB
server>\\cifsl1l\""}

2020-07-15 03:00:10,422 - ERROR
{"Event ID": 63, "Event
Category": "Application
Failure", "Event Type":
"Invalid Address",
"ExecutionId": 408264197308,
"Event Source": "NETAPP-01",
"Description™: "Invalid
Address. Please make sure that
the Address starts with "\\'"}



ID del evento

41

21

215

Plantilla de evento

Destination volume is left with
no free space please increase
the size target
volume:<destination volume>

Log file path <file path>,
severity filter level <severity
level>, log message
sanitization is set as <value
of sanitization option>

Event file path <file path>,
severity filter level <severity
level>, Event message
sanitization is set as
<sanitization option>

Ejemplo de evento

2020-06-15 17:12:46,413 - ERROR
{"Event ID": 41, "Event
Category": "Application
Failure", "Event Type": "No
space left on destination
error", "Event Source":
"NETAPP-01", "Description":
"Destination volume is left
with no free space please
increase the size of target
volume: <IP address of SMB
server>\\to"}

{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":
"XCP logging information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description": "Log file path
C:\\NetApp\\XCP\\Logs\\xcp.log,
severity filter level DEBUG,
log message sanitization is set
as False"}

{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":
"XCP event information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description": "Event file path

C:\\NetApp\\XCP\\Logs\\xcp_ even
t.log, severity filter level
INFO, Event message
sanitization is set as False"}
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ID del evento

181

13

351

400

Plantilla de evento

This license is issued to <user
name> of <company name>,
license type is <license type>
with <status> status, license
will expire expires on
<expiration date>

XCP <command> is running on
platform <platform information>
for source <scan source>

System resources available wile
command <command>, are : cpu
<CPU information>, total memory
<total memory on system>,
available memory

Ejemplo de evento

{"Event ID": 181, "Event
Category": "Authentication and
authorization”™, "Event Type":
"license information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description™: "This license is
issued to calin of NetApp Inc,
license type 1s SANDBOX with
ACTIVE status, license will
expire on Mon Dec 31 00:00:00
2029"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 13, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
scan operation", "ExecutionId":
408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP {scan} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 351, "Event
Category": "System resource
utilization”, "Event Type":
"Resources available for scan",
"ExecutionId": 408263470688,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command
are : cpu 4, total memory
8.00GiB, available memory
6.81GiB"}

scan,



ID del evento

14

25

352

Plantilla de evento

XCP scan completed successfully
after scanning <scanned items
count> items. Source :<scan
source>

XCP <command> is running on
platform <platform information>
for source <copy source> and
destination <copy destination>

System resources available
while executing command
:<command>, are : cpu

<CPU information>, total memory
<Total memory>, available
memory <memory available for
execution>

Ejemplo de evento

2020-07-15 02:12:57,932 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":
408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP scan completed
successfully after scanning 29
items. Source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:19:06,562 - INFO
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation", "ExecutionId":
408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP {copy} is running on
platform Windows- 8.1-6.3.9600-
SPO0 for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 02:19:06,562 - INFO
{"Event ID": 352, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for copy",
"ExecutionId": 408263563552,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
COpY;,
are : cpu 4, total memory
8.00GiB, available memory
6.82GiB"}

executing xcp command
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ID del evento

26

16

353

402

Plantilla de evento

XCP copy completed successfully
after copying <copied items
count> items. Source :<copy
source>, destination <copy

destination>

XCP <command> is running on
platform <platform> for source
<sync source> and destination
<sync destination>

System resources available
while executing xcp command:
cpu <CPU
information>, total memory
<total memory>, available

<command>, are

memory <available memory>

Ejemplo de evento

2020-07-15 02:19:14,500 - INFO
{"Event ID": 26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion", "ExecutionId":
408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after copying 0
items. Source

2020-07-15 02:27:10,490 - INFO
{"Event ID": 16, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
sync operation", "ExecutionId":
408263688308, "Event Source":
"NETAPP-01", "Description":
"XCP {sync} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 02:27:10,490 - INFO
{"Event ID": 353, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for sync",
"ExecutionId": 408263688308,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command sync,
are : cpu 4, total memory
8.00GiB, available memory
6.83GiB"}



ID del evento

17

19

354

Plantilla de evento

XCP sync completed successfully
after scanning <scanned item
count> items, copying <copied
item count> items, comparing
<compared item count> items,
removing <removed item count>
items. Source <sync source>,
destination <sync

destination>

XCP <command> is running on
platform <platform information>
for source <verify source> and
destination <verify
destination>

System resources available for
command <command>, are : cpu
<CPU information>, total memory
<total memory>, available
memory <available memory for

execution>

Ejemplo de evento

2020-07-15 03:04:14,269 - INFO
{"Event ID": 17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":
408264256392, "Event Source":
"NETAPP-01", "Description":
"XCP sync completed
successfully after scanning30
items, copying 20 items,
comparing 30 items, removing O
items. Source \\\\<IP address
of SMB server>\\cifs,
destination :\\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 03:14:04,854 - INFO
{"Event ID": 19, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
verify operation",
"ExecutionId": 408264409944,
"Event Source": "NETAPP-01",
"Description": "XCP {verify
-noacl} is running on platform
Windows-8.1-6.3.9600-SP0 for
source \\\\<IP address of SMB
server>\\cifs and destination
\\\\<IP address of SMB
destination
server>\\source vol"}

2020-07-15 03:14:04,854 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for
verify", "ExecutionId":
408264409944, "Event Source":
"NETAPP-01", "Description":
"System resources available
while executing xcp command
verify, are cpu 4, total
memory 8.00GiB, available
memory 6.80GiB"}

403



ID del evento

20

357

358

10

404

Plantilla de evento

XCP verify is completed by
scanning <scanned item count>
items, comparing <compared item
count> items

CPU utilization reduced to <CPU
utilization percentage>%

Memory utilization reduced to
<memory utilization
percentage>%

XCP command <command> has
failed

Ejemplo de evento

{"Event ID": 20, "Event
Category": "XCP job status",
"Event Type": "XCP verify
completion”, "command Id":
408227440800, "Event Source":
"NETAPP-01", "Description":
"XCP verify is completed by
scanning 59 items, comparing 0
items"}

{"Event ID": 357, "Event
Category": "System resource
utilization", "Event Type":
"CPU usage for xcp", "Event
Source": "NETAPP- 01",
"Description": "CPU utilization
reduced to 8.2%"}

{"Event ID": 358, "Event
Category": "System resource
utilization", "Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",
"Description": "Memory
utilization reduced to 19%"}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure", "Event Source":

"NETAPP-01", "Description": "
XCP command

H:\\console msg\\xcp cifs\\xcp\
\ main .py verify \\\\<IP
address of SMB server>\\cifs
\\\\<IP address of SMB
destination server>\\source vol
has failed”



Avisos legales

Los avisos legales proporcionan acceso a las declaraciones de copyright, marcas
comerciales, patentes y mucho mas.

Derechos de autor

"https://www.netapp.com/company/legal/copyright/"

Marcas comerciales
NETAPP, el logotipo de NETAPP y las marcas enumeradas en la pagina de marcas comerciales de NetApp
son marcas comerciales de NetApp, Inc. Los demas nombres de empresas y productos son marcas

comerciales de sus respectivos propietarios.

"https://www.netapp.com/company/legal/trademarks/"

Estadounidenses
Puede encontrar una lista actual de las patentes propiedad de NetApp en:

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

Politica de privacidad

"https://www.netapp.com/company/legal/privacy-policy/"

Cédigo abierto

Los archivos de notificacion proporcionan informacion sobre los derechos de autor y las licencias de terceros
que se utilizan en software de NetApp.

* "Aviso para NetApp XCP 1.9.4"

» "Aviso para NetApp XCP 1.9.3"

* "Aviso para NetApp XCP 1.9.2"

* "Aviso para NetApp XCP 1.9.1"
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Informacién de copyright

Copyright © 2026 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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