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Clusters

Lister les clusters

Vous pouvez afficher la liste des clusters disponibles dans un cloud spécifique.

Etape 1 : sélectionnez le nuage

Exécutez le flux de travail "Lister les clouds" et sélectionnez le cloud contenant les clusters.

Etape 2 : répertorier les clusters
Effectuez I'appel d’API REST suivant pour répertorier les clusters dans un cloud spécifique.

Méthode HTTP et noeud final
Cet appel d’API REST utilise la méthode et le point de terminaison suivants.

Méthode Chemin
HTTP

OBTENEZ /accounts/{account_id}/topologique/v1/nuages/{cloud_id}/clusters
Exemple Curl : renvoie toutes les données de tous les clusters

curl --request GET \

--location

"https://astra.netapp.io/accounts/$SACCOUNT ID/topology/vl/clouds/<CLOUD ID
>/clusters" \

-—include \

—-—header "Accept: */*" \

--header "Authorization: Bearer $SAPI TOKEN"

Exemple de sortie JSON

"items": [

"type": "application/astra-cluster",
"version": "1.1",

"id": "7ce83fba-6aal-4e0c-alf%4-26e714f5ebdo",
"name": "openshift-clstr-ol-07",

"state": "running",

"stateUnready": [],

"managedState": "managed",

"protectionState": "full",
"protectionStateDetails": [],
"restoreTargetSupported": "true",
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"snapshotSupported": "true",
"managedStateUnready": [],
"managedTimestamp": "2022-11-03T15:50:592",

"inUse": "true",

"clusterType": "openshift",
"accHost": "true",
"clusterVersion": "1.23",
"clusterVersionString": "v1.23.12+6b34£f32",
"namespaces": [

"default",

"kube-node-lease",

"kube-public",

"kube-system",

"metallb-system",

"mysql",

"mysqgl-clonel",

"mysgl-clone2",

"mysqgl-clone3",

"mysqgl-cloned",

"netapp-acc-operator",
"netapp-monitoring",

"openshift",

"openshift-apiserver",
"openshift-apiserver-operator",
"openshift-authentication",
"openshift-authentication-operator",
"openshift-cloud-controller-manager",
"openshift-cloud-controller-manager-operator"
"openshift-cloud-credential-operator",
"openshift-cloud-network-config-controller",
"openshift-cluster-csi-drivers",
"openshift-cluster-machine-approver",
"openshift-cluster-node-tuning-operator",
"openshift-cluster-samples-operator",
"openshift-cluster-storage-operator",
"openshift-cluster-version",
"openshift-config",
"openshift-config-managed",
"openshift-config-operator",
"openshift-console",
"openshift-console-operator",
"openshift-console-user-settings",
"openshift-controller-manager",
"openshift-controller-manager-operator",
"openshift-dns",
"openshift-dns-operator",



"openshift-etcd",
"openshift-etcd-operator",
"openshift-host-network",
"openshift-image-registry",
"openshift-infra",

"openshift-ingress",
"openshift-ingress-canary",
"openshift-ingress-operator",
"openshift-insights",
"openshift-kni-infra",
"openshift-kube-apiserver",
"openshift-kube-apiserver-operator",
"openshift-kube-controller-manager",
"openshift-kube-controller-manager-operator",
"openshift-kube-scheduler",
"openshift-kube-scheduler-operator",
"openshift-kube-storage-version-migrator",
"openshift-kube-storage-version-migrator-operator",
"openshift-machine-api",
"openshift-machine-config-operator",
"openshift-marketplace",
"openshift-monitoring",
"openshift-multus",
"openshift-network-diagnostics",
"openshift-network-operator",
"openshift-node",
"openshift-ocauth-apiserver",
"openshift-openstack-infra",
"openshift-operator-lifecycle-manager",
"openshift-operators",
"openshift-ovirt-infra",
"openshift-sdn",
"openshift-service-ca",
"openshift-service-ca-operator",
"openshift-user-workload-monitoring",

"openshift-vsphere-infra",

"pcloud",

"postgreqgql",

"trident"
I
"defaultStorageClass": "4bacbb3c-0727-4£58-b13c-3a2a06%baf89",
"cloudID": "4f1el086-f415-4451-a051-c7299cdo672ff",
"credentialID": "7ffd7354-b6c2-4efa-8e7b-cf64d5598463",
"isMultizonal": "false",

"tridentManagedStateAllowed": [

"unmanaged"



1,
"tridentVersion": "22.10.0",

"apiServiceID": "98df44dc-2baf-40d5-8826-e198b1b40909",
"metadata": {
"labels": [
{
"name": "astra.netapp.io/labels/read-

only/cloudName",

"value": "private"
}
I
"creationTimestamp": "2022-11-03T15:50:592",
"modificationTimestamp": "2022-11-04T14:42:3272",

"createdBy": "00000000-0000-0000-0000-000000000000"

Ajouter un cluster a I’'aide des informations d’identification

Vous pouvez ajouter un cluster pour qu’il soit géré par Astra. A compter de la version
22.11 de I'Astra, vous pouvez ajouter un groupe d’instruments avec le centre de contrdle
Astra et le service de contrdle Astra.

@ L’ajout d’un cluster n’est pas nécessaire lors de I'utilisation d’un service Kubernetes depuis I'un
des principaux fournisseurs cloud (AKS, EKS, GKE).

Etape 1 : procurez-vous le fichier kubeconfig

Vous devez obtenir une copie du fichier kubconfig auprés de votre administrateur ou service Kubernetes.

Etape 2 : préparez le fichier kubeconfig

Avant d'utiliser le fichier kubeconfig, vous devez effectuer les opérations suivantes :
1. Convertir le fichier du format YAML au format JSON :
Si vous recevez le fichier kubeconfig formaté en YAML, vous devez le convertir au format JSON.
2. Encoder JSON en base64 :

Vous devez coder le fichier JSON en base64.

Exemple
Voici un exemple de conversion du fichier kubeconfig de YAML au JSON, puis de codage dans base64 :

yq -o=json ~/.kube/config | base64



Etape 3 : sélectionnez le nuage

Exécutez le flux de travail "Lister les clouds" et sélectionnez le cloud dans lequel le cluster sera ajouté.

@ Le seul cloud que vous pouvez sélectionner est le cloud privé.

Etape 4 : création d’une information d’identification

Effectuez I'appel de 'API REST suivant pour créer des informations d’identification a I'aide du fichier
kubeconfig.

Méthode HTTP et noeud final
Cet appel d’API REST utilise la méthode et le point de terminaison suivants.

Méthode HTTP Chemin

POST /accounts/{account_id}/core/v1/credentials
Exemple de boucle

curl --request POST \

--location

"https://astra.netapp.io/accounts/SACCOUNT ID/core/vl/credentials" \
—--include \

-—header "Accept: */*" \

--header "Authorization: Bearer $API TOKEN" \

--data @JSONinput

Exemple d’entrée JSON

"type" : "application/astra-credential",
"version" : "1.1",
"name" : "Cloud One",
"keyType" : "kubeconfig",
"keyStore" : {
"base64": encoded kubeconfig
by
"valid" : "true"

Etape 5 : ajoutez le cluster

Effectuez 'appel d’API REST suivant pour ajouter le cluster au cloud. La valeur du credentialID Le champ
de saisie est obtenu a partir de 'appel d’API REST a I'étape précédente.

Méthode HTTP et noeud final
Cet appel d’API REST utilise la méthode et le point de terminaison suivants.
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Méthode HTTP Chemin

POST /accounts/{account_id}/topologique/v1/nuages/{cloud_id}/clusters
Exemple de boucle

curl --request POST \

--location

"https://astra.netapp.io/accounts/SACCOUNT ID/topology/vl/clouds/<CLOUD ID
>/clusters" \

--include \

--header "Accept: */*" \

--header "Authorization: Bearer $SAPI TOKEN" \

--data @JSONinput

Exemple d’entrée JSON

"type" : "application/astra-cluster",
"version" : "1.1",
"credentialID": credential id

Répertorier les clusters gérés
Vous pouvez lister les clusters Kubernetes actuellement gérés par Astra.

Effectuez I'appel de 'API REST suivant.

Méthode HTTP et noeud final
Cet appel d’API REST utilise la méthode et le point de terminaison suivants.

Méthode Chemin
HTTP

OBTENEZ /Accounts/{account_ID}/topologique/v1/managedclusters
Exemple Curl : renvoie toutes les données de tous les clusters

curl —--request GET \

--location

"https://astra.netapp.io/accounts/SACCOUNT ID/topology/vl/managedClusters”
\

--include \

--header "Accept: */*" \

--header "Authorization: Bearer SAPI TOKEN"



Gérer un cluster

Vous pouvez gérer un cluster Kubernetes afin d’assurer la protection des données.

Etape 1 : sélectionnez le cluster a gérer

Exécutez le flux de travail "Lister les clusters" et sélectionnez le cluster souhaité. La propriété managedsState
du cluster doit étre unmanaged.

Etape 2 : sélectionnez éventuellement la classe de stockage

Eventuellement, exécutez le flux de travail "Répertorier les classes de stockage" et sélectionnez la classe de
stockage souhaitée.

@ Si vous ne fournissez pas de classe de stockage a I'appel pour gérer le cluster, votre classe de
stockage par défaut sera utilisée.

Etape 3 : gérer le cluster

Effectuez I'appel d’API REST suivant pour gérer le cluster.

Méthode HTTP et noeud final
Cet appel d’API REST utilise la méthode et le point de terminaison suivants.

Méthode Chemin
HTTP
POST /Accounts/{account_ID}/topologique/v1/managedclusters

Exemple de boucle

curl --request POST \

--location

"https://astra.netapp.io/accounts/$ACCOUNT ID/topology/vl/managedClusters"
\

--include \

--header "Accept: */*" \

--header "Authorization: Bearer $API TOKEN" \

--data @JSONinput

Exemple d’entrée JSON

"type": "application/astra-managedCluster",
"version": "1.0",
"id": "d0fdf455-4330-476d-bb5d-4d109714e07d"
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