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Configuration initiale

Installez et fixez les câbles

Étapes nécessaires pour installer et câbler le matériel utilisé pour exécuter BeeGFS sur
NetApp.

Planifier l’installation

Chaque système de fichiers BeeGFS est composé d’un certain nombre de nœuds de fichiers exécutant des
services BeeGFS à l’aide du stockage back-end fourni par un certain nombre de nœuds de blocs. Les nœuds
de fichiers sont configurés en un ou plusieurs clusters haute disponibilité pour assurer la tolérance aux pannes
des services BeeGFS. Chaque nœud de bloc est déjà une paire haute disponibilité actif-actif. Le nombre
minimal de nœuds de fichiers pris en charge dans chaque cluster haute disponibilité est de trois, et le nombre
maximum de nœuds de fichiers pris en charge dans chaque cluster est de dix. Les systèmes de fichiers
BeeGFS peuvent évoluer au-delà de dix nœuds en déployant plusieurs clusters HA indépendants qui
fonctionnent ensemble pour fournir un espace de noms de système de fichiers unique.

Généralement, chaque cluster haute disponibilité est déployé sous la forme d’éléments de base, où un certain
nombre de nœuds de fichiers (serveurs x86) sont directement connectés à un certain nombre de nœuds blocs
(généralement des systèmes de stockage E-Series). Cette configuration crée un cluster asymétrique où les
services BeeGFS peuvent uniquement s’exécuter sur certains nœuds de fichiers qui ont accès au stockage de
bloc back-end utilisé pour les cibles BeeGFS. L’équilibre entre des nœuds de fichier à bloc dans chaque
élément de base et le protocole de stockage utilisé pour les connexions directes dépend des exigences d’une
installation précise.

Une autre architecture de cluster haute disponibilité utilise une structure de stockage (également appelée
réseau SAN) entre les nœuds de fichiers et de blocs pour établir un cluster symétrique. Cela permet aux
services BeeGFS de s’exécuter sur n’importe quel nœud de fichiers d’un cluster HA particulier. En général, les
clusters symétriques ne sont pas aussi économiques en raison du matériel SAN supplémentaire, cette
documentation suppose l’utilisation d’un cluster asymétrique déployé en tant que série d’un ou plusieurs
éléments de base.

Assurez-vous que l’architecture de système de fichiers souhaitée pour un déploiement BeeGFS
particulier est bien comprise avant de poursuivre l’installation.

Matériel en rack

Lors de la planification de l’installation, il est important que tous les équipements de chaque élément de base
soient montés en rack dans des unités adjacentes. Il est recommandé d’installer les nœuds de fichiers
immédiatement au-dessus des nœuds de blocs dans chaque élément de base. Suivez la documentation du ou
des modèles de fichier et "bloc" les nœuds que vous utilisez lorsque vous installez des rails et du matériel
dans le rack.

Exemple d’un élément de base unique :
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Exemple d’installation BeeGFS où il y a plusieurs éléments de base dans chaque cluster HA et plusieurs
clusters HA dans le système de fichiers :
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Nœud de bloc et fichier de câble

En général, vous connecterons directement les ports HIC des nœuds de blocs E-Series à l’adaptateur Channel
hôte désigné (pour les protocoles InfiniBand) ou aux ports d’adaptateur bus hôte (pour les protocoles Fibre
Channel et autres) des nœuds de fichiers. La façon exacte d’établir ces connexions dépendra de l’architecture
de système de fichiers souhaitée, voici un exemple "Basé sur l’architecture vérifiée NetApp, BeeGFS sur
NetApp":

Nœuds de fichiers de câble vers le réseau client

Chaque nœud de fichier aura un certain nombre de ports InfiniBand ou Ethernet désignés pour le trafic client
BeeGFS. Selon l’architecture, chaque nœud de fichiers dispose d’une ou plusieurs connexions à un réseau
client/de stockage hautes performances, avec possibilité de recourir à plusieurs commutateurs pour assurer la
redondance et augmenter la bande passante. Voici un exemple de câblage client utilisant des commutateurs
réseau redondants, où les ports en vert foncé et en vert clair sont connectés à des commutateurs distincts :
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Connexion réseau et alimentation de gestion

Établissez toutes les connexions réseau nécessaires pour les réseaux intrabande et hors bande.

Connectez tous les blocs d’alimentation en vous assurant que chaque nœud de fichier et de bloc dispose de
connexions à plusieurs unités de distribution d’alimentation pour la redondance (si disponible).

Configurez les nœuds de fichier et de bloc

Étapes manuelles nécessaires pour configurer les nœuds de blocs et de fichiers avant
d’exécuter Ansible.

Nœuds de fichiers

Configuration du contrôleur BMC (Baseboard Management Controller)

Un contrôleur de gestion de la carte mère (BMC), parfois appelé processeur de service, est le nom générique
de la fonctionnalité de gestion hors bande intégrée dans diverses plates-formes de serveurs qui fournissent un
accès à distance même si le système d’exploitation n’est pas installé ou accessible. Les fournisseurs vendent
généralement cette fonctionnalité avec leur propre marque. Par exemple, sur le Lenovo SR665, le contrôleur
BMC est appelé XCC (Lenovo XClarity Controller).

Suivez la documentation du fournisseur du serveur pour activer toutes les licences nécessaires pour accéder à
cette fonctionnalité et vérifier que le contrôleur BMC est connecté au réseau et configuré de manière
appropriée pour l’accès à distance.

Si vous souhaitez utiliser Redfish pour l’escrime basé sur BMC, assurez-vous que Redfish est
activé et que l’interface BMC est accessible à partir du système d’exploitation installé sur le
nœud de fichiers. Une configuration spéciale peut être nécessaire sur le commutateur réseau si
le contrôleur BMC et le système d’exploitation partagent la même interface réseau physique.

Réglage des paramètres système

À l’aide de l’interface de configuration du système (BIOS/UEFI), assurez-vous que les paramètres sont définis
pour optimiser les performances. Les paramètres exacts et les valeurs optimales varient en fonction du modèle
de serveur utilisé. Des conseils sont fournis pour "modèles de nœud de fichier vérifiés", sinon reportez-vous à
la documentation du fournisseur du serveur et aux meilleures pratiques en fonction de votre modèle.
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Installer un système d’exploitation

Installez un système d’exploitation pris en charge en fonction de la configuration requise pour "ici"le nœud de
fichiers indiquée . Reportez-vous aux étapes supplémentaires ci-dessous en fonction de votre distribution
Linux.

Red Hat

, voir "Comment enregistrer et souscrire un système RHEL" et "Comment limiter les mises à jour" .

Activez le référentiel Red Hat contenant les packages requis pour la haute disponibilité :

subscription-manager repo-override --repo=rhel-9-for-x86_64

-highavailability-rpms --add=enabled:1

Configurer le réseau de gestion

Configurez toutes les interfaces réseau nécessaires pour permettre la gestion intrabande du système
d’exploitation. Les étapes exactes dépendent de la distribution et de la version spécifiques de Linux utilisées.

Assurez-vous que SSH est activé et que toutes les interfaces de gestion sont accessibles
depuis le nœud de contrôle Ansible.

Mettre à jour le micrologiciel HCA et HBA

Assurez-vous que tous les HBA et les HCA exécutent les versions de micrologiciel prises en charge
répertoriées sur le "Matrice d’interopérabilité NetApp" et mettez à niveau si nécessaire. Des recommandations
supplémentaires pour les adaptateurs NVIDIA ConnectX sont disponibles "ici".

Nœuds de blocs

Suivez les étapes à "Mise en service de la gamme E-Series" pour configurer le port de gestion sur chaque
contrôleur de nœud de bloc et définir éventuellement le nom de la matrice de stockage pour chaque système.

Aucune configuration supplémentaire ne s’applique à garantir que tous les nœuds de bloc sont
accessibles depuis le nœud de contrôle Ansible. La configuration système restante sera
appliquée/gérée à l’aide d’Ansible.

Configurez le nœud de contrôle Ansible

Configurez un nœud de contrôle Ansible pour déployer et gérer le système de fichiers.

Présentation

Un nœud de contrôle Ansible est une machine Linux physique ou virtuelle utilisée pour gérer le cluster. Il doit
répondre aux exigences suivantes :

• Rencontrez le "de formation"rôle haute disponibilité BeeGFS, y compris les versions installées d’Ansible,
Python et tous les packages Python supplémentaires.

• Rencontrez l’agent "Configuration requise pour le nœud de contrôle Ansible" y compris les versions de
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système d’exploitation.

• Accès SSH et HTTPS à tous les nœuds de fichiers et de blocs.

Les étapes d’installation détaillées "ici"sont disponibles .
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