Utiliser Cloud Volumes ONTAP
Cloud Volumes ONTAP

NetApp
February 17, 2026

This PDF was generated from https://docs.netapp.com/fr-fr/storage-management-cloud-volumes-
ontap/task-manage-capacity-licenses.html on February 17, 2026. Always check docs.netapp.com for the

latest.



Sommaire

Utiliser Cloud Volumes ONTAP
Gestion des licences
Gérer les licences basées sur la capacité pour Cloud Volumes ONTAP
Gérer les abonnements Keystone pour Cloud Volumes ONTAP via la NetApp Console
Gérer les licences basées sur les nceuds pour Cloud Volumes ONTAP
Administration des volumes et des LUN
Créer un FlexVol volume sur un systeme Cloud Volumes ONTAP
Gérer les volumes sur les systémes Cloud Volumes ONTAP
Transférez les données Cloud Volumes ONTAP inactives vers un stockage d’objets a faible colt
Connectez-vous a un LUN sur Cloud Volumes ONTAP depuis votre systéme hoéte
Accélérez 'accés aux données avec les volumes FlexCache sur un systéme Cloud Volumes ONTAP
Administration globale
Créer un agrégat pour les systéemes Cloud Volumes ONTAP
Gérer les agrégats pour les clusters Cloud Volumes ONTAP
Gérer la capacité globale de Cloud Volumes ONTAP sur un agent de console
Gérer les performances des disques dans Azure
Administration des machines virtuelles de stockage
Gérer les machines virtuelles de stockage pour Cloud Volumes ONTAP
Gérer les machines virtuelles de stockage de données pour Cloud Volumes ONTAP dans AWS
Gérer les machines virtuelles de stockage de données pour Cloud Volumes ONTAP dans Azure
Gérer les machines virtuelles de stockage de données pour Cloud Volumes ONTAP dans Google
Cloud
Configurer la reprise aprés sinistre des machines virtuelles de stockage pour Cloud Volumes ONTAP
Sécurité et cryptage des données
Chiffrer les volumes sur Cloud Volumes ONTAP avec les solutions de chiffrement NetApp
Gérer les clés de chiffrement Cloud Volumes ONTAP avec AWS Key Management Service
Gérer les clés de chiffrement Cloud Volumes ONTAP avec Azure Key Vault
Gérer les clés de chiffrement Cloud Volumes ONTAP avec Google Cloud KMS
Activer les solutions de protection contre les ransomwares NetApp pour Cloud Volumes ONTAP
Créer des copies instantanées inviolables des fichiers WORM sur Cloud Volumes ONTAP
Administration du systéme
Mettre a niveau Cloud Volumes ONTAP
Enregistrer les systemes de paiement a l'utilisation Cloud Volumes ONTAP
Convertir une licence basée sur un nceud Cloud Volumes ONTAP en une licence basée sur la
capacité
Démarrer et arréter un systeme Cloud Volumes ONTAP
Synchroniser I'heure systéme Cloud Volumes ONTAP a I'aide du serveur NTP
Modifier la vitesse d’écriture du systéme
Modifier le mot de passe administrateur du cluster Cloud Volumes ONTAP
Ajouter, supprimer ou supprimer des systemes
Administration AWS
Administration Azure
Administration de Google Cloud

O = —a

13
20
29
38
38
40
40
42
43
45
48
48
50
57

60
63
64
64
64
65
73
75
78
79
79
90

91
94
97
97
98
99

101
104
116



Administrer Cloud Volumes ONTAP a I'aide de System Manager
Administrer Cloud Volumes ONTAP depuis la CLI

Santé et événements du systeme
Veérifier la configuration AutoSupport pour Cloud Volumes ONTAP
Configurer EMS pour les systemes Cloud Volumes ONTAP

123
125
126
126
130



Utiliser Cloud Volumes ONTAP

Gestion des licences

Gérer les licences basées sur la capacité pour Cloud Volumes ONTAP

Gérez vos licences basées sur la capacité depuis la NetApp Console pour vous assurer
qgue votre compte NetApp dispose d’'une capacité suffisante pour vos systémes Cloud
Volumes ONTAP .

Les licences basées sur la capacité vous permettent de payer Cloud Volumes ONTAP par Tio de capacité.

Vous pouvez gérer les licences Cloud Volumes ONTAP basées sur la capacité a partir de la NetApp Console.

Bien que l'utilisation et la mesure réelles des produits et services gérés dans la console soient

@ toujours calculées en Gio et en Tio, les termes Go/Gio et To/Tio sont utilisés de maniére
interchangeable. Cela se refléte dans les listes de Cloud Marketplace, les devis, les descriptions
des listes et dans d’autres documents justificatifs.

"En savoir plus sur les licences Cloud Volumes ONTAP" .

Comment les licences sont ajoutées a la NetApp Console

Apres avoir acheté une licence auprés de votre représentant commercial NetApp , NetApp vous enverra un e-
mail contenant le numéro de série et des informations de licence supplémentaires.

Entre-temps, la console interroge automatiquement le service de licences de NetApp pour obtenir des détails
sur les licences associées a votre compte de site de support NetApp . S’il n’y a pas d’erreurs, il ajoute les
licences.

Si la console ne peut pas ajouter la licence, vous devrez 'ajouter manuellement. Par exemple, si 'agent de
console est installé a un emplacement qui ne dispose pas d’acces Internet, vous devrez ajouter les licences
vous-méme. "Découvrez comment ajouter des licences achetées a votre compte" .

Consultez la capacité consommeée sur votre compte

La console vous indique la capacité totale consommée dans votre compte et la capacité consommée par
package de licence. Cela peut vous aider a comprendre comment vous étes facturé et si vous devez acheter
une capacité supplémentaire.

Etapes
1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.

2. Dans l'onglet Apercu, la mosaique Cloud Volumes ONTAP affiche la capacité actuelle provisionnée pour
votre compte.


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-licensing.html
https://docs.netapp.com/us-en/bluexp-digital-wallet/task-manage-data-services-licenses.html#add-a-license

Cloud volumes ONTAP (2) View
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o Licence directe correspond a la capacité totale provisionnée de tous les systémes Cloud Volumes
ONTAP de votre compte NetApp . La facturation est basée sur la taille provisionnée de chaque volume,
quel que soit I'espace local, utilisé, stocké ou effectif au sein du volume.

o Le contrat annuel correspond a la capacité totale sous licence (apportez votre propre licence (BYOL)
ou contrat Marketplace) que vous avez achetée auprés de NetApp.

o PAYGO est la capacité totale provisionnée a I'aide des abonnements au marché cloud. La facturation
via PAYGO n’est utilisée que si la capacité consommée est supérieure a la capacité sous licence ou s'il
n'y a pas de licence BYOL disponible dans la console.

3. Sélectionnez Afficher pour voir la capacité consommeée pour chacun de vos packages de licence.

. Sélectionnez I'onglet Licences pour voir les détails de chaque licence de package que vous avez achetée.

Pour mieux comprendre les capacités affichées pour le forfait Essentials, vous devez vous familiariser
avec le fonctionnement de la charge. "En savoir plus sur la facturation du forfait Essentials" .

. Sélectionnez I'onglet Abonnements pour voir la capacité consommée par modéle de consommation de
licence. Cet onglet inclut les licences PAYGO et les licences de contrat annuel.

Vous ne verrez que les abonnements associés a I'organisation que vous consultez actuellement.
. Lorsque vous consultez les informations sur vos abonnements, vous pouvez interagir avec les détails du

tableau. Développez une ligne pour afficher plus de détails.

> Sélectionner{[[] pour choisir les colonnes qui apparaissent dans le tableau. Notez que les colonnes
Durée et Renouvellement automatique n’apparaissent pas par défaut. La colonne Renouvellement
automatique affiche les informations de renouvellement pour les contrats Azure uniquement.


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-licensing.html#notes-about-charging

Affichage des détails du package

Vous pouvez afficher les détails sur la capacité utilisée par package en passant en mode hérité sur la page

Cloud Volumes ONTAP .

1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.

2. Dans l'onglet Apergu, la mosaique Cloud Volumes ONTAP affiche la capacité actuelle provisionnée pour

votre compte.

3. Sélectionnez Afficher pour voir la capacité provisionnée pour chacun de vos packages de licence.

4. Sélectionnez Passer a la vue avancée.

Overview > Cloud Volumes ONTAP

Cloud Volumes ONTAP

4 usage report @ \ Switch to advanced View
Marketplace annual con... (2 0|48 TiB ; 3 Direct license (0] 0|0TiB
i @ l Marketplace PAYGO (0] 0TiB E 2 J
[} ]
Subscriptions (2) Licenses (0)
Cloud Volumes ONTAP subscriptions (2) Q s
Provider 1| Name S| Type = | Startdate | End date | status = DII
H DWdemoAnnualSmall123 Annual Contract Jan 22, 2025 Jan 21, 2026 Subscribed ~
H cvo_team_bycap_bynode_annual Annual Contract Mar 12, 2025 Mar 11, 2026 Subscribed v

5. Consultez les détails du package que vous souhaitez voir.

Overview > Cloud Volumes ONTAP

Switch to standard View

ok Usage report

Cloud Volumes ONTAP
Cloud Volumes ONTAP Packages Summary
O e B 48 i e 0 e
Total consumed capacity Total precommitted capacity Total PAYGO

Essentials Secondary Single Node

0 TiB 6 TiB O TiB
Consumed Capacity Precommitted capacity PAYGO
BYOL 0TiB

Marketplace Contracts 6 TiB

Changer les méthodes de charge

Professional

O TiB 6 TiB
Consumed Capacity Precommitted capacity
BYOL 0TiB

Marketplace Contracts 6 TiB

O TiB

PAYGO

Les licences basées sur la capacité sont disponibles sous la forme d’'un package. Lorsque vous créez un
systéme Cloud Volumes ONTAP , vous pouvez choisir parmi plusieurs packages de licences en fonction des



besoins de votre entreprise. Si vos besoins changent aprés la création du systéme, vous pouvez modifier le
package a tout moment. Par exemple, vous pouvez passer du forfait Essentials au forfait Professionnel.

"En savoir plus sur les packages de licences basés sur la capacité" .

A propos de cette tache

» La modification du mode de facturation n’a aucune incidence sur le fait que vous soyez facturé via une
licence achetée aupres de NetApp (BYOL) ou via 'abonnement PAYGO (pay-as-you-go) de la place de
marché de votre fournisseur de cloud.

La console tente toujours de facturer d’abord une licence. Si une licence n’est pas disponible, elle est
facturée sur un abonnement au marché. Vous n’avez pas besoin de convertir un abonnement BYOL en
abonnement marketplace ou vice versa.

« Si vous disposez d’une offre ou d’'un contrat privé auprés de la place de marché de votre fournisseur de
cloud, le passage a une méthode de facturation qui n’est pas incluse dans votre contrat entrainera une
facturation sur BYOL (si vous avez acheté une licence auprés de NetApp) ou PAYGO.

Etapes
1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.
2. Sélectionnez I'onglet Apergu.
3. Sur la mosaique Cloud Volumes ONTAP , sélectionnez Afficher.
4. Sélectionnez Passer a la vue avancée.

Overview > Cloud Volumes ONTAP

Cloud Volumes ONTAP

4 Usage report @ \ Switch to advanced View
Marketpl | con... (2 i . 5 Direct i 0 i
arketplace annual con... (2) 0 ‘ 48 TiB Marketplace PAYGO (0 0TiB irect license (0) 0 j 0TiB
[} 1
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Provider 1t | Name $ | Type = | Startdate | End date | status = [m
o DWdemoAnnualSmall123 Annual Contract Jan 22, 2025 Jan 21, 2026 Subscribed v
- cvo_team_bycap_bynode_annual Annual Contract Mar 12, 2025 Mar 11, 2026 Subscribed ~

5. Faites défiler jusqu’au tableau Licence basée sur la capacité et sélectionnez Modifier la méthode de
facturation.


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-licensing.html

Licenses (0) Subscriptions (4)

Cloud Volumes ONTAP licenses (0) Q Change charging method
Serial number 1t \ Package type = | Package sub-type = | Type Ts | Consumed capacity
Mo licenses

6. Dans la fenétre contextuelle Modifier la méthode de facturation, sélectionnez un systeme Cloud
Volumes ONTAP , choisissez la nouvelle méthode de facturation, puis confirmez que vous comprenez que
la modification du type de package affectera les frais de service.

7. Sélectionnez Modifier la méthode de charge.

Télécharger les rapports d’utilisation

Vous pouvez télécharger quatre rapports d’utilisation depuis la console. Ces rapports d’utilisation fournissent
des détails sur la capacité de vos abonnements et vous indiquent comment vous étes facturé pour les
ressources de vos abonnements Cloud Volumes ONTAP . Les rapports téléchargeables capturent les données
a un moment donné et peuvent étre facilement partagés avec d’autres.

Cloud Volumes ONTAP

L Usage report @ Switch to advanced View

Marketplace annual con... (2) 0 ] A8 TiB Q([) Marketplace PAYGO (0) oTiB IDirect license (0) 0 ] OTiB
[}

Les rapports suivants sont disponibles en téléchargement. Les valeurs de capacité indiquées sont en Tio.

 Utilisation de haut niveau : Ce rapport comprend les informations suivantes :
o Capacité totale consommée
o Capacité totale préengagée
o Capacité totale BYOL
o Capacité totale des contrats du Marketplace
o Capacité totale PAYGO

» * Utilisation du package Cloud Volumes ONTAP * : Ce rapport inclut les informations suivantes pour
chaque package :

o Capacité totale consommée

o Capacité totale préengagée

o Capacité totale BYOL

o Capacité totale des contrats du Marketplace
o Capacité totale PAYGO

« Utilisation des machines virtuelles de stockage : ce rapport montre comment la capacité facturée est



répartie entre les systemes Cloud Volumes ONTAP et les machines virtuelles de stockage (SVM). Cette
information n’est disponible que dans le rapport. Il contient les informations suivantes :

> ID et nom du systéme (apparait comme 'UUID)

> Nuage

o ID de compte NetApp

o Configuration du systeme

o> Nom du SVM

o Capacité provisionnée

o Apercgu de la capacité chargée

o Conditions de facturation du marché

o Package ou fonctionnalité Cloud Volumes ONTAP

o Nom de I'abonnement a la place de marché SaaS de facturation
o |D d’abonnement a la place de marché SaaS de facturation
o Type de charge de travalil

« Utilisation des volumes : ce rapport montre comment la capacité facturée est répartie par volumes dans
un systeme Cloud Volumes ONTAP . Ces informations ne sont disponibles sur aucun écran de la console.
Il comprend les informations suivantes :

> ID et nom du systéeme (apparait comme 'UUID)
> Nom du SVN

o ID du volume

o Type de volume

o Capacité provisionnée en volume

@ Les volumes FlexClone ne sont pas inclus dans ce rapport car ces types de volumes
n’entrainent pas de frais.

Etapes
1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.
2. Dans l'onglet Apergu, sélectionnez Afficher dans la mosaique Cloud Volumes ONTAP .

3. Sélectionnez Rapport d’utilisation.
Le rapport d’utilisation est téléchargé.

4. Ouvrez le fichier téléchargé pour accéder aux rapports.

Gérer les abonnements Keystone pour Cloud Volumes ONTAP via la NetApp
Console

Gérez vos abonnements Keystone dans la NetApp Console en activant les abonnements
a utiliser avec Cloud Volumes ONTAP et en demandant des modifications de la capacité
engageée pour les niveaux de service de votre abonnement. La demande de capacité
supplémentaire pour un niveau de service fournit davantage de stockage pour les
systémes Cloud Volumes ONTAP .



NetApp Keystone est un service d’abonnement flexible et évolutif qui offre une expérience de cloud hybride
aux clients qui préferent les dépenses d’exploitation aux dépenses d’investissement ou a la location.

"En savoir plus sur Keystone"

Autorisez votre compte

Avant de pouvoir utiliser et gérer les abonnements Keystone dans la console, vous devez contacter NetApp
pour autoriser votre compte de console avec vos abonnements Keystone .
Etapes
1. Dans le menu de la NetApp Console , sélectionnez Administration > Licenses and subscriptions.
2. Sélectionnez * Abonnements Keystone *.
3. Sivous voyez la page Bienvenue sur NetApp Keystone, envoyez un e-mail a 'adresse indiquée sur la
page.

Un représentant NetApp traitera votre demande en autorisant votre compte a accéder aux abonnements.

4. Revenez a l'onglet * Abonnements Keystone * pour afficher vos abonnements.

Lier un abonnement

Une fois que NetApp a autorisé votre compte, vous pouvez lier les abonnements Keystone a utiliser avec
Cloud Volumes ONTAP. Cette action permet aux utilisateurs de sélectionner 'abonnement comme méthode de
facturation pour les nouveaux systemes Cloud Volumes ONTAP .
Etapes

1. Dans le menu de la NetApp Console , sélectionnez Administration > Licenses and subscriptions.

2. Sélectionnez * Abonnements Keystone *.

3. Pour 'abonnement que vous souhaitez lier, cliquez surss+ et sélectionnez Lien.

Résultat

L’abonnement est désormais lié a votre organisation ou a votre compte Console et peut étre sélectionné lors
de la création d’un environnement de travail Cloud Volumes ONTAP .

Demander une capacité plus ou moins engagée

Si vous souhaitez modifier la capacité engagée pour les niveaux de service de votre abonnement, vous
pouvez envoyer une demande a NetApp directement depuis la console. La demande de capacité
supplémentaire pour un niveau de service fournit davantage de stockage pour les systémes Cloud Volumes
ONTAP .
Etapes

1. Dans le menu de la NetApp Console , sélectionnez Administration > Licenses and subscriptions.

2. Sélectionnez * Abonnements Keystone *.

3. Pour 'abonnement dont vous souhaitez ajuster la capacité, cliquez sur ==« et sélectionnez Afficher les
détails et modifier.

4. Saisissez la capacité engagée demandée pour un ou plusieurs abonnements.

5. Faites défiler vers le bas, saisissez tous les détails supplémentaires pour la demande, puis cliquez sur
Soumettre.


https://www.netapp.com/services/keystone/

Résultat
Votre demande crée un ticket dans le systéme NetApp pour traitement.

Surveiller 'utilisation

Le tableau de bord Digital Advisor vous permet de surveiller I'utilisation de 'abonnement Keystone et de
générer des rapports.

"En savoir plus sur la surveillance de l'utilisation des abonnements”

Dissocier un abonnement

Si vous ne souhaitez plus utiliser un abonnement Keystone avec la console, vous pouvez dissocier
'abonnement. Notez que vous ne pouvez dissocier qu’'un abonnement qui n’est pas associé a un abonnement
Cloud Volumes ONTAP existant.
Etapes

1. Dans le menu de la NetApp Console , sélectionnez Administration > Licenses and subscriptions.

2. Sélectionnez * Keystone™.

3. Pour 'abonnement que vous souhaitez dissocier, cliquez surss+ et sélectionnez Dissocier.

Résultat

L’abonnement est dissocié de votre organisation ou de votre compte Console et n’est plus disponible a la
sélection lors de la création d’'un environnement de travail Cloud Volumes ONTAP .

Gérer les licences basées sur les nceuds pour Cloud Volumes ONTAP

Gérez les licences basées sur les nceuds dans la NetApp Console pour garantir que
chaque systéme Cloud Volumes ONTAP dispose d’une licence valide avec la capacité
requise.

Les licences basées sur les nceuds sont le modéle de licence de la génération précédente (et ne sont pas
disponibles pour les nouveaux clients) :

* Licences BYOL (Apportez votre propre licence) achetées auprés de NetApp

* Abonnements horaires a la carte (PAYGO) depuis la place de marché de votre fournisseur cloud
Vous pouvez gérer les licences Cloud Volumes ONTAP basées sur des nceuds a partir de la NetApp Console.

"En savoir plus sur les licences Cloud Volumes ONTAP" .

Gérer les licences PAYGO

Le menu Licenses and subscriptions vous permet d’afficher les détails de chacun de vos systemes PAYGO
Cloud Volumes ONTAP , y compris le numéro de série et le type de licence PAYGO.
Etapes
1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.
2. Sélectionnez I'onglet Apergu.

3. Sur la mosaique Cloud Volumes ONTAP , sélectionnez Afficher.


https://docs.netapp.com/us-en/keystone-staas/integrations/aiq-keystone-details.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-licensing.html

4. Sélectionnez Licences basées sur les nceuds dans la liste déroulante.
5. Cliquez sur PAYGO.

6. Consultez les détails dans le tableau concernant chacune de vos licences PAYGO.

License Distribution

5

Total Licenses

1

BYOL Licenses

£y ° £y °

Free Trial Eval

BYOL (1) PAYGO (4) EVAL (0) Q

Cloud Volumes ONTAP Name

as | CVOPAYGOD Single Node 90520130000000001043 standard Manage PAYGO License
Node 1:90520140000000001010

E¥  cvopavGo2 High Availability N, e i e standard Manage PAYGO License 7

D cvopaygo3 Single Node 90920130000000001045 premium Manage PAYGO License A

7. Si nécessaire, cliquez sur Gérer la licence PAYGO pour modifier la licence PAYGO ou pour modifier le
type d’instance.

Gérer les licences BYOL

Gérez les licences que vous avez achetées directement aupres de NetApp en ajoutant et en supprimant des
licences systéme et des licences de capacité supplémentaire.

NetApp a restreint I'achat, la prolongation et le renouvellement des licences BYOL. Pour plus
@ d’informations, consultez "Disponibilité restreinte des licences BYOL pour Cloud Volumes
ONTAP" .

Ajouter des licences non attribuées

Ajoutez une licence basée sur un noeud a la console afin de pouvoir sélectionner la licence lorsque vous créez
un nouveau systeme Cloud Volumes ONTAP . La console identifie ces licences comme non attribuées.
Etapes
1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.
Sélectionnez I'onglet Apergu.
Sur la mosaique Cloud Volumes ONTAP , sélectionnez Afficher.
Sélectionnez Licences basées sur les nceuds dans la liste déroulante.
Cliquez sur Non attribué.

Cliquez sur Ajouter des licences non attribuées.

S L T

Saisissez le numéro de série de la licence ou téléchargez le fichier de licence.

Si vous n’avez pas encore le fichier de licence, reportez-vous a la section ci-dessous.


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/whats-new.html#restricted-availability-of-byol-licensing-for-cloud-volumes-ontap
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/whats-new.html#restricted-availability-of-byol-licensing-for-cloud-volumes-ontap

8. Cliquez sur Ajouter une licence.

Résultat

La console ajoute la licence. La licence sera identifiée comme non attribuée jusqu’a ce que vous I'associaisiez
a un nouveau systeme Cloud Volumes ONTAP . Une fois cela fait, la licence est déplacée vers I'onglet BYOL
dans * Licenses and subscriptions®.

Echanger des licences basées sur des nceuds non attribués

Si vous disposez d’une licence basée sur un nceud non attribué pour Cloud Volumes ONTAP que vous n’avez
pas utilisée, vous pouvez échanger la licence en la convertissant en une licence NetApp Backup and Recovery
, une licence NetApp Data Classification ou une licence NetApp Cloud Tiering .

L'échange de licence révoque la licence Cloud Volumes ONTAP et crée une licence équivalente en dollars
pour le service :
» La licence pour une paire Cloud Volumes ONTAP HA est convertie en une licence directe de 51 Tio

* La licence pour un nceud unique Cloud Volumes ONTAP est convertie en une licence directe de 32 Tio

La licence convertie a la méme date d’expiration que la licence Cloud Volumes ONTAP .
"Consultez la procédure pas a pas expliquant comment échanger des licences basées sur des nceuds."
Etapes

1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.

2. Sélectionnez I'onglet Apergu.

3. Sur la mosaique Cloud Volumes ONTAP , sélectionnez Afficher.

4. Sélectionnez Licences basées sur les nceuds dans la liste déroulante.

5. Cliquez sur Non attribué.

6. Cliquez sur Echanger la licence.

BYOL (14) Eval (2) Unassigned (3) PAYGO (6) Add Unassigned Licenses

Serial Number = = | Cloud Provider = | License Expiry 5 Status

0123456789012345678%0 Single Node All Providers April 20, 2022 Unassigned l\ Exchange License = ) e

012345678901234567891 Single Node ¥ Arure April 20, 2022 Unassigned ( Exchange License ~ ) —_—

7. Sélectionnez le service avec lequel vous souhaitez échanger la licence.
8. Sivous y étes invité, sélectionnez une licence supplémentaire pour la paire HA.

9. Lisez le consentement légal et cliquez sur Accepter.

Résultat

La console convertit la licence non attribuée au service que vous avez sélectionné. Vous pouvez consulter la
nouvelle licence dans I'onglet Licences des services de données.

10



https://mydemo.netapp.com/player/?demoId=c96ef113-c338-4e44-9bda-81a8d252de63&showGuide=true&showGuidesToolbar=true&showHotspots=true&source=app

Obtenir un fichier de licence systéme

Dans la plupart des cas, la console peut obtenir automatiquement votre fichier de licence a 'aide de votre
compte de site de support NetApp . Mais si ce n’est pas le cas, vous devrez télécharger manuellement le
fichier de licence. Si vous ne disposez pas du fichier de licence, vous pouvez I'obtenir sur netapp.com.

Etapes

1. Aller a la "Générateur de fichiers de licence NetApp" et connectez-vous a l'aide de vos informations
d’identification du site de support NetApp .

2. Saisissez votre mot de passe, choisissez votre produit, saisissez le numéro de série, confirmez que vous
avez lu et accepté la politique de confidentialité, puis cliquez sur Soumettre.

Exemple

License Generator

The following fields are pre-populated based on the NetApp 550 login provided.

To download the corresponding NetApp license file, re-enter your $50 password along with the correct
Product Line and Product Serial number.

First Name
Last Name
Company
Email Address

Username

Product Line” A I}

ONTAFR Select - Standard
. ) ) ONTAP Select - Premium
Mot only is protecting your data required by ONTAP Salect - Premium XL
I have read NetApp's new Global Dat Cloud Vaolumes ONTAF for AWS (single node)
may use my personal data. Cloud Valumes ONTAP for AWS (HA)
Cloud Volumes ONTAP for GCP (single node or HA)
Cloud Volumes ONTAP for Microsoft Azure (single node)
Cloud Volumes ONTAF for Microsoft Azure (HA) |
Service Level Manager - SLO Advanced
StorageGRID Webscale
| StorageGRID WhiteBox |
SnapCenter Standard (capacity-based)

3. Choisissez si vous souhaitez recevoir le fichier JSON serialnumber.NLF par e-mail ou par téléchargement
direct.

Mettre a jour une licence systéme

Lorsque vous renouvelez un abonnement BYOL en contactant un représentant NetApp , la console obtient
automatiquement la nouvelle licence auprés de NetApp et I'installe sur le systeme Cloud Volumes ONTAP . Si
la console ne peut pas accéder au fichier de licence via la connexion Internet sécurisée, vous pouvez obtenir
le fichier vous-méme, puis télécharger le fichier manuellement.
Etapes

1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.

2. Sélectionnez I'onglet Apergu.
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Sur la mosaique Cloud Volumes ONTAP , sélectionnez Afficher.

Sélectionnez Licences basées sur les nceuds dans la liste déroulante.

Dans I'onglet BYOL, développez les détails d’'un systeme Cloud Volumes ONTAP .

Cliquez sur le menu d’action a coté de la licence systéme et sélectionnez Mettre a jour la licence.

Téléchargez le fichier de licence (ou les fichiers si vous avez une paire HA).

© N o g k~ W

Cliquez sur Mettre a jour la licence.

Résultat
La console met a jour la licence sur le systeme Cloud Volumes ONTAP .

Gérer les licences de capacité supplémentaire

Vous pouvez acheter des licences de capacité supplémentaires pour un systeme Cloud Volumes ONTAP
BYOL afin d’allouer plus que les 368 Tio de capacité fournis avec une licence systéme BYOL. Par exemple,
vous pouvez acheter une capacité de licence supplémentaire pour allouer jusqu’a 736 Tio de capacité a Cloud
Volumes ONTAP. Ou vous pouvez acheter trois licences de capacité supplémentaires pour obtenir jusqu’a 1,4
PiB.

Le nombre de licences que vous pouvez acheter pour un systéme a nceud unique ou une paire haute
disponibilité est illimité.

Ajouter des licences de capacité

Achetez une licence de capacité supplémentaire en nous contactant via I'icbne de chat en bas a droite de la
console. Aprés avoir acheté la licence, vous pouvez I'appliquer a un systeme Cloud Volumes ONTAP .
Etapes

1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.
Sélectionnez I'onglet Apergu.
Sur la mosaique Cloud Volumes ONTAP , sélectionnez Afficher.
Sélectionnez Licences basées sur les nceuds dans la liste déroulante.
Dans 'onglet BYOL, développez les détails d’'un systéme Cloud Volumes ONTAP .

Cliquez sur Ajouter une licence de capacité.

N o o k&~ 0 DN

Saisissez le numéro de série ou téléchargez le fichier de licence (ou les fichiers si vous avez une paire
HA).

8. Cliquez sur Ajouter une licence de capacité.

Mettre a jour les licences de capacité

Si vous avez prolongé la durée d’'une licence de capacité supplémentaire, vous devrez mettre a jour la licence
dans la console.
Etapes

1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.

2. Sélectionnez I'onglet Apergu.

3. Sur la mosaique Cloud Volumes ONTAP , sélectionnez Afficher.

4. Sélectionnez Licences basées sur les noceuds dans la liste déroulante.
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5. Dans l'onglet BYOL, développez les détails d’'un systéme Cloud Volumes ONTAP .
6. Cliquez sur le menu d’action a coté de la licence de capacité et sélectionnez Mettre a jour la licence.
7. Téléchargez le fichier de licence (ou les fichiers si vous avez une paire HA).

8. Cliquez sur Mettre a jour la licence.

Supprimer les licences de capacité

Si une licence de capacité supplémentaire a expiré et n’est plus utilisée, vous pouvez la supprimer a tout
moment.
Etapes
1. Dans le volet de navigation de gauche, sélectionnez Administration > Licenses and subscriptions.
Sélectionnez 'onglet Apergu.
Sur la mosaique Cloud Volumes ONTAP , sélectionnez Afficher.
Sélectionnez Licences basées sur les nceuds dans la liste déroulante.
Dans 'onglet BYOL, développez les détails d’'un systéeme Cloud Volumes ONTAP .

Cliquez sur le menu d’action a c6té de la licence de capacité et sélectionnez Supprimer la licence.

N o ok~ 0 DN

Cliquez sur Supprimer.

Passer du PAYGO au BYOL

La conversion d’'un systéeme de licences PAYGO par nceud en licences BYOL par nceud (et vice versa) n’est
pas prise en charge. Si vous souhaitez passer d’'un abonnement a la carte a un abonnement BYOL, vous
devez déployer un nouveau systeme et répliquer les données du systéme existant vers le nouveau systéme.

Etapes
1. Créez un nouveau systeme Cloud Volumes ONTAP .

2. Configurez une réplication de données unique entre les systémes pour chaque volume que vous devez
répliquer.

"Apprenez a répliquer des données entre des systemes"

3. Mettez fin au systéme Cloud Volumes ONTAP dont vous n’avez plus besoin en supprimant le systeme
d’origine.

"Découvrez comment supprimer un systéme Cloud Volumes ONTAP" .

Liens connexes

lien:"Fin de disponibilité des licences basées sur des nceuds" "Convertir les licences basées sur les nceuds en
licences basées sur la capacité"

Administration des volumes et des LUN

Créer un FlexVol volume sur un systeme Cloud Volumes ONTAP

Si vous avez besoin de plus de stockage aprés le lancement de votre systéme Cloud
Volumes ONTAP initial, vous pouvez créer de nouveaux volumes FlexVol pour NFS,
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CIFS ou iSCSI a partir de la NetApp Console.

Vous disposez de plusieurs maniéres pour créer un nouveau volume :
» Spécifiez les détails d’un nouveau volume et laissez la console gérer les agrégats de données sous-
jacents pour vous.Apprendre encore plus
« Créez un volume sur un agrégat de données de votre choix.Apprendre encore plus

» Créez un volume sur le deuxieme nceud dans une configuration HA.Apprendre encore plus

Avant de commencer

Quelques remarques sur le provisionnement des volumes :

* Lorsque vous créez un volume iSCSI, la console crée automatiquement un LUN pour vous. Nous avons
simplifié les choses en créant un seul LUN par volume, il n’'y a donc aucune gestion impliquée. Apres avoir
créé le volume,"utilisez I'lQN pour vous connecter au LUN depuis vos hotes" .

* Vous pouvez créer des LUN supplémentaires a partir d ONTAP System Manager ou de I' ONTAP CLI.

« Si vous souhaitez utiliser CIFS dans AWS, vous devez avoir configuré DNS et Active Directory. Pour plus
de détails, reportez-vous a"Exigences réseau pour Cloud Volumes ONTAP pour AWS" .

« Si votre configuration Cloud Volumes ONTAP prend en charge la fonctionnalité Amazon EBS Elastic
Volumes, vous souhaiterez peut-&étre"en savoir plus sur ce qui se passe lorsque vous créez un volume" .

Créer un volume

La maniére la plus courante de créer un volume consiste a spécifier le type de volume dont vous avez besoin,
puis a laisser la console gérer I'allocation de disque pour vous. Mais vous avez également la possibilité de
choisir 'agrégat spécifique sur lequel vous souhaitez créer le volume.

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.
2. Sur la page Systémes, double-cliquez sur le nom du systéme Cloud Volumes ONTAP sur lequel vous

souhaitez provisionner un FlexVol volume.

Vous pouvez créer un volume en laissant la console gérer 'allocation de disque pour vous ou choisir un
agrégat spécifique pour le volume. Le choix d’un agrégat spécifique n’est recommandé que si vous avez
une bonne compréhension des agrégats de données sur votre systéeme Cloud Volumes ONTAP .
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Tout agrégat
Sélectionnez 'onglet Volumes et cliquez sur Ajouter un volume

Overview Volumes Aggregates

1 10 s 0.07 e Osis

Volume Provisioned Capacity Used & Reserved Capacity Tiered Data

Volumes Summary

ooo

§ Add Volume

Volume (1) Q

@ V456 ® Online  Manage Volume

Agrégat spécifique
a. Dans l'onglet Agrégats, accédez a 'agrégat requis et cliquez sur le bouton == icone.

b. Sélectionnez Ajouter du volume

Aggregate (1)

Il aggrt ® online (=)
INEO Capacity View aggregate details
Disk Type Premium SSD v2 Provisione  Add Volume

Disks 1 Disk Used A Dk
Volumes 2 Blob Used

Blob Tiering Enabled

3. Suivez les étapes de I'assistant pour créer le volume.

a. Détails, protection et balises : saisissez les détails de base sur le volume et sélectionnez une
politique de capture instantanée.

Certains champs de cette page sont explicites. La liste suivante décrit les domaines pour lesquels vous
pourriez avoir besoin de conseils :

Champ Description

Nom du volume Le nom identifiable que vous pouvez saisir pour le nouveau volume.
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Champ Description

Taille du volume La taille maximale que vous pouvez saisir dépend en grande partie de
I'activation ou non du provisionnement dynamique, qui vous permet de
créer un volume plus grand que le stockage physique actuellement

disponible.
Machine virtuelle de Une machine virtuelle de stockage est une machine virtuelle exécutée dans
stockage (SVM) ONTAP qui fournit des services de stockage et de données a vos clients.

Vous connaissez peut-étre cela sous le nom de SVM ou de vserver. Cloud
Volumes ONTAP est configuré avec une machine virtuelle de stockage par
défaut, mais certaines configurations prennent en charge des machines
virtuelles de stockage supplémentaires. Vous pouvez spécifier la machine
virtuelle de stockage pour le nouveau volume.

Politique d’instantané Une stratégie de copie Snapshot spécifie la fréquence et le nombre de
copies Snapshot NetApp créées automatiquement. Une copie NetApp
Snapshot est une image de systeme de fichiers a un instant T qui n’a aucun
impact sur les performances et nécessite un stockage minimal. Vous
pouvez choisir la politique par défaut ou aucune. Vous pouvez choisir
« aucun » pour les données transitoires : par exemple, tempdb pour
Microsoft SQL Server.

b. Protocole : Choisissez un protocole pour le volume (NFS, CIFS ou iSCSI), puis fournissez les
informations requises.

Si vous sélectionnez CIFS et qu’aucun serveur n’est configuré, la console vous invite a configurer la
connectivité CIFS apres avoir cliqué sur Suivant.

"En savoir plus sur les protocoles et versions clients pris en charge" .

Les sections suivantes décrivent les domaines pour lesquels vous pourriez avoir besoin de conseils.
Les descriptions sont organisées par protocole.


https://docs.netapp.com/fr-fr/storage-management-cloud-volumes-ontap/concept-client-protocols.html

NFS
Controle d’accés

Choisissez une politique d’exportation personnalisée pour rendre le volume disponible pour les
clients.

Politique d’exportation

Définit les clients du sous-réseau qui peuvent accéder au volume. Par défaut, la console entre une
valeur qui donne accés a toutes les instances du sous-réseau.

CIFS
Autorisations et utilisateurs/groupes

Vous permet de contrdler le niveau d’accés a un partage SMB pour les utilisateurs et les groupes
(également appelés listes de controle d’acces ou ACL). Vous pouvez spécifier des utilisateurs ou
des groupes Windows locaux ou de domaine, ou des utilisateurs ou des groupes UNIX. Si vous
spécifiez un nom d’utilisateur Windows de domaine, vous devez inclure le domaine de I'utilisateur
en utilisant le format domaine\nom d’utilisateur.

Adresse IP primaire et secondaire DNS

Les adresses IP des serveurs DNS qui fournissent la résolution de noms pour le serveur CIFS.
Les serveurs DNS répertoriés doivent contenir les enregistrements d’emplacement de service
(SRV) nécessaires pour localiser les serveurs LDAP Active Directory et les controleurs de
domaine pour le domaine auquel le serveur CIFS rejoindra.

Si vous configurez Google Managed Active Directory, AD est accessible par défaut avec I'adresse IP
169.254.169.254.

Domaine Active Directory a rejoindre

Le nom de domaine complet du domaine Active Directory (AD) auquel vous souhaitez que le
serveur CIFS se joigne.

Informations d’identification autorisées pour rejoindre le domaine

Le nom et le mot de passe d’'un compte Windows avec des priviléges suffisants pour ajouter des
ordinateurs a 'unité d’organisation (UO) spécifiée dans le domaine AD.

Nom NetBIOS du serveur CIFS
Un nom de serveur CIFS unique dans le domaine AD.

Unité organisationnelle

L'unité organisationnelle au sein du domaine AD a associer au serveur CIFS. La valeur par défaut
est CN=Ordinateurs.

o Pour configurer AWS Managed Microsoft AD comme serveur AD pour Cloud Volumes ONTAP,
saisissez OU=Computers,OU=corp dans ce champ.

o Pour configurer Azure AD Domain Services comme serveur AD pour Cloud Volumes ONTAP,
saisissez OU=AADDC Computers ou OU=AADDC Users dans ce
champ.https://docs.microsoft.com/en-us/azure/active-directory-domain-services/create-
ou["Documentation Azure : Créer une unité d’organisation (UO) dans un domaine géré par
Azure AD Domain Services"?]

> Pour configurer Google Managed Microsoft AD comme serveur AD pour Cloud Volumes
ONTAP, saisissez OU=Computers,OU=Cloud dans ce
champ.https://cloud.google.com/managed-microsoft-ad/docs/manage-active-directory-

17



4.

18

objects#organizational_units["Documentation Google Cloud : Unités organisationnelles dans
Google Managed Microsoft AD"/]

Domaine DNS

Le domaine DNS de la machine virtuelle de stockage Cloud Volumes ONTAP (SVM). Dans la
plupart des cas, le domaine est le méme que le domaine AD.

Serveur NTP
Sélectionnez Utiliser le domaine Active Directory pour configurer un serveur NTP a l'aide du
DNS Active Directory. Si vous devez configurer un serveur NTP a 'aide d’une adresse différente,
vous devez utiliser I'API. Pour plus d’'informations, reportez-vous a la "Documentation sur
'automatisation de la NetApp Console" .

Notez que vous ne pouvez configurer un serveur NTP que lors de la création d’'un serveur CIFS. |
n’est pas configurable aprés avoir créé le serveur CIFS.

iSCSI
LUN

Les cibles de stockage iSCSI sont appelées LUN (unités logiques) et sont présentées aux hotes
sous forme de périphériques de blocs standard. Lorsque vous créez un volume iSCSI, la console
crée automatiquement un LUN pour vous. Nous avons simplifié les choses en créant un seul LUN
par volume, il N’y a donc aucune gestion impliquée. Apres avoir créé le volume,"utilisez I'lQN pour
vous connecter au LUN depuis vos hétes" .

Groupe initiateur

Les groupes d'initiateurs (igroups) spécifient quels hétes peuvent accéder aux LUN spécifiés sur le
systeme de stockage

Initiateur hote (IQN)

Les cibles iISCSI se connectent au réseau via des adaptateurs réseau Ethernet standard (NIC),
des cartes de moteur de déchargement TCP (TOE) avec des initiateurs logiciels, des adaptateurs
réseau convergés (CNA) ou des adaptateurs de bus héte dédiés (HBA) et sont identifiées par des
noms qualifiés iSCSI (IQN).

a. Type de disque : choisissez un type de disque sous-jacent pour le volume en fonction de vos besoins
en performances et de vos exigences de co(t.

» "Dimensionnement de votre systeme dans AWS"
= "Dimensionnement de votre systéme dans Azure"
= "Dimensionnement de votre systéme dans Google Cloud"

Profil d’utilisation et politique de hiérarchisation : Choisissez d’activer ou de désactiver les
fonctionnalités d’efficacité du stockage sur le volume, puis sélectionnez un"politique de hiérarchisation des
volumes" .

ONTARP inclut plusieurs fonctionnalités d’efficacité de stockage qui peuvent réduire la quantité totale de
stockage dont vous avez besoin. Les fonctionnalités d’efficacité du stockage NetApp offrent les avantages
suivants :

Provisionnement léger

Présente plus de stockage logique aux hétes ou aux utilisateurs que ce dont vous disposez réellement
dans votre pool de stockage physique. Au lieu de préallouer I'espace de stockage, I'espace de
stockage est alloué dynamiquement a chaque volume au fur et a mesure que les données sont écrites.


https://docs.netapp.com/us-en/bluexp-automation/index.html
https://docs.netapp.com/us-en/bluexp-automation/index.html
task-connect-lun.html
task-connect-lun.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-planning-your-config.html#size-your-system-in-aws
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-planning-your-config-azure.html#size-your-system-in-azure
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-planning-your-config-gcp.html#size-your-system-in-gcp
concept-data-tiering.html
concept-data-tiering.html

Déduplication
Améliore I'efficacité en localisant les blocs de données identiques et en les remplagant par des

références a un seul bloc partagé. Cette technique réduit les besoins en capacité de stockage en
éliminant les blocs de données redondants qui résident dans le méme volume.

Compression

Réduit la capacité physique requise pour stocker les données en compressant les données dans un
volume sur le stockage principal, secondaire et d’archive.

5. Révision : Vérifiez les détails du volume, puis cliquez sur Ajouter.

Résultat

La console crée le volume sur le systeme Cloud Volumes ONTAP .

Créer un volume sur le deuxiéme nceud dans une configuration HA

Par défaut, la console crée des volumes sur le premier noeud d’une configuration HA. Si vous avez besoin
d’'une configuration active-active, dans laquelle les deux nceuds fournissent des données aux clients, vous
devez créer des agrégats et des volumes sur le deuxiéme nceud.

Etapes

1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Sur la page Systémes, double-cliquez sur le nom du systeme Cloud Volumes ONTAP sur lequel vous

souhaitez gérer les agrégats.

3. Dans l'onglet Agrégats, cliquez sur Ajouter un agrégat et créez I'agrégat.

Aggregates Summary

Aggregate (1)

M aggr

INFO
Disk Type
Disks
Volumes

Blob Tiering

Premium SSD v2

1

2

Enabled

il

1

Total Aggregates

Capacity
Provisioned size
Disk Used

Blob Used

1 0 1

Aggregates with Tiering Aggregates without Tiering Allocated Disks

Q

oon

=1
=
=

@ Online

907.18 GiB

1.15GiB

0GiB

4. Pour le nceud domestique, choisissez le deuxieme nceud de la paire HA.

5. Une fois que la console a créé I'agrégat, sélectionnez-le, puis cliquez sur Créer un volume.

6. Saisissez les détails du nouveau volume, puis cliquez sur Créer.

Résultat

La console crée le volume sur le deuxiéme nceud de la paire HA.

Add Aggregate

Pour les paires HA déployées dans plusieurs zones de disponibilité AWS, vous devez monter le
volume sur les clients a I'aide de I'adresse IP flottante du noeud sur lequel réside le volume.

19



Aprés avoir créé un volume

Si vous avez provisionné un partage CIFS, accordez aux utilisateurs ou aux groupes des autorisations sur les
fichiers et les dossiers et vérifiez que ces utilisateurs peuvent accéder au partage et créer un fichier.

Si vous souhaitez appliquer des quotas aux volumes, vous devez utiliser ONTAP System Manager ou
l'interface de ligne de commande ONTAP . Les quotas vous permettent de restreindre ou de suivre I'espace
disque et le nombre de fichiers utilisés par un utilisateur, un groupe ou un gtree.

Gérer les volumes sur les systémes Cloud Volumes ONTAP

Vous pouvez gérer les volumes et les serveurs CIFS dans la NetApp Console. Vous
pouvez également déplacer des volumes pour éviter les problémes de capacité.

Vous pouvez gérer les volumes dans la vue standard de la NetApp Console ou via ONTAP System Manager
inclus dans la console pour une gestion avancée des volumes. La vue standard fournit un ensemble limité
d’options pour modifier vos volumes. System Manager offre un niveau de gestion avance, tel que le clonage, le
redimensionnement, la modification des parameétres anti-ransomware, I'analyse, la protection et le suivi des
activités, ainsi que le déplacement de volumes entre les niveaux. Pour plus d’informations, reportez-vous
a"Administrer Cloud Volumes ONTAP a 'aide de System Manager" .

Gérer les volumes

En utilisant la vue standard de la console, vous pouvez gérer les volumes en fonction de vos besoins de
stockage. Vous pouvez afficher, modifier, cloner, restaurer et supprimer des volumes.
Etapes

1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Sur la page Systémes, double-cliquez sur le systéme Cloud Volumes ONTAP sur lequel vous souhaitez
gérer les volumes.

3. Sélectionnez I'onglet Volumes.

Flexvol valume

% B OMLINE Manage Volume
INFO CAPACITY

Disk Type GP3 Provisioned 150 TIB

Storage VM sVIm_name EBS Used 40,2 TIB

Tering Policy Snapshot only 53 Used 26.3TIB

3
otection [:(:;]j
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task-administer-advanced-view.html

4. Sur la mosaique de volume requise, cliquez sur Gérer le volume.

Tache

Action

Afficher les informations sur un Sous Actions de volume dans le panneau Gérer les volumes, cliquez sur
Afficher les détails du volume.

volume

Obtenir la commande de
montage NFS

Cloner un volume

Modifier un volume (volumes
en lecture-écriture
uniguement)

Supprimer un volume

Créer une copie instantanée a
la demande

a.

b.

Sous Actions de volume dans le panneau Gérer les volumes, cliquez
sur Commande de montage.

Cliquez sur Copier.

Sous Actions de volume dans le panneau Gérer les volumes, cliquez
sur Cloner le volume.

Modifiez le nom du clone selon vos besoins, puis cliquez sur Cloner.

Ce processus crée un volume FlexClone . Un volume FlexClone est une
copie inscriptible, ponctuelle et efficace en termes d’espace, car elle
utilise une petite quantité d’espace pour les métadonnées et ne
consomme ensuite de 'espace supplémentaire qu’a mesure que les
données sont modifiées ou ajoutées.

Pour en savoir plus sur les volumes FlexClone , reportez-vous a la
"Guide de gestion du stockage logique ONTAP 9" .

a.

b.

Sous Actions de volume dans le panneau Gérer les volumes, cliquez
sur Modifier les parameétres de volume

Modifiez la stratégie de capture instantanée du volume, la version du
protocole NFS, la liste de contrble d’accés NFS (stratégie
d’exportation) ou les autorisations de partage, puis cliquez sur
Appliquer.

Si vous avez besoin de stratégies d’'instantané

@ personnalisées, vous pouvez les créer a l'aide d’ ONTAP

System Manager.

Sous Actions de volume dans le panneau Gérer les volumes, cliquez
sur Supprimer le volume.

Sous la fenétre Supprimer le volume, entrez le nom du volume que
vous souhaitez supprimer.

Cliquez a nouveau sur Supprimer pour confirmer.
Sous Actions de protection dans le panneau Gérer les volumes,

cliquez sur Créer une copie instantanée.

Modifiez le nom, si nécessaire, puis cliquez sur Créer.
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Tache Action

Restaurer les données d’une a. Sous Actions de protection dans le panneau Gérer les volumes,
copie instantanée vers un cliquez sur Restaurer a partir d’'une copie instantanée.

nouveau volume s . .
b. Sélectionnez une copie instantanée, entrez un nom pour le nouveau

volume, puis cliquez sur Restaurer.

Modifier le type de disque a. Sous Actions avancées dans le panneau Gérer les volumes, cliquez
sous-jacent sur Modifier le type de disque.

b. Sélectionnez le type de disque, puis cliquez sur Modifier.

La console déplace le volume vers un agrégat existant qui
utilise le type de disque sélectionné ou crée un nouvel
agrégat pour le volume.

Modifier la politique de a. Sous Actions avancées dans le panneau Gérer les volumes, cliquez
hiérarchisation sur Modifier la politique de hiérarchisation.

b. Sélectionnez une politique différente et cliquez sur Modifier.

La console déplace le volume vers un agrégat existant qui
utilise le type de disque sélectionné avec hiérarchisation,
ou crée un nouvel agrégat pour le volume.

Supprimer un volume a. Sélectionnez un volume, puis cliquez sur Supprimer.
b. Tapez le nom du volume dans la boite de dialogue.

c. Cliquez a nouveau sur Supprimer pour confirmer.

Redimensionner un volume

Par défaut, un volume atteint automatiquement une taille maximale lorsqu’il n’y a plus d’espace. La valeur par
défaut est 1 000, ce qui signifie que le volume peut atteindre 11 fois sa taille. Cette valeur est configurable
dans les paramétres de I'agent de la console.

Si vous devez redimensionner votre volume, vous pouvez le faire a partir d' ONTAP System Manager dans la
console.
Etapes

1. Cliquez sur la vue Gestionnaire systeme pour redimensionner un volume via ONTAP System Manager.
"Comment commencer" .

2. Dans le menu de navigation de gauche, sélectionnez Stockage > Volumes.

3. Dans la liste des volumes, identifiez celui que vous devez redimensionner.

Cliquez sur I'icbne des options =
5. Sélectionnez Redimensionner.

6. Sur I'écran Redimensionner le volume, modifiez la capacité et le pourcentage de réserve d’instantanés
selon vos besoins. Vous pouvez comparer I'espace existant et disponible avec la capacité modifiée.
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7. Cliquez sur Enregistrer.

Resize volume

25 2 v
SNAPSHOT RESERVE %
1 4
Existing New
20 GiB 24,75 GiB
SMAPSHOT SNAPSHOT
RESERVE RESERVE
0 Bytes 256 MiB

Cancel Save

Assurez-vous de prendre en compte les limites de capacité de votre systéme lorsque vous redimensionnez les
volumes. Aller a la "Notes de version de Cloud Volumes ONTAP" pour plus d’informations.

Modifier le serveur CIFS

Si vous modifiez vos serveurs DNS ou votre domaine Active Directory, vous devez modifier le serveur CIFS
dans Cloud Volumes ONTAP afin qu'il puisse continuer a fournir du stockage aux clients.

Etapes

1. Dans I'onglet Vue d’ensemble du systéme Cloud Volumes ONTAP , cliquez sur 'onglet Fonctionnalité

sous le panneau de droite.

2. Sous le champ Configuration CIFS, cliquez sur I'icobne crayon pour afficher la fenétre Configuration CIFS.

3. Spécifiez les paramétres du serveur CIFS :

Tache

Sélectionner une machine
virtuelle de stockage (SVM)

Domaine Active Directory a
rejoindre

Action

La sélection de la machine virtuelle de stockage Cloud Volume ONTAP
(SVM) affiche ses informations CIFS configurées.

Le nom de domaine complet du domaine Active Directory (AD) auquel
vous souhaitez que le serveur CIFS se joigne.
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Tache Action

Informations d’identification Le nom et le mot de passe d’'un compte Windows avec des priviléges
autorisées pour rejoindre le suffisants pour ajouter des ordinateurs a I'unité d’organisation (UO)

domaine spécifiée dans le domaine AD.
Adresse IP primaire et Les adresses IP des serveurs DNS qui fournissent la résolution de noms
secondaire DNS pour le serveur CIFS. Les serveurs DNS répertoriés doivent contenir les

enregistrements d’emplacement de service (SRV) nécessaires pour
localiser les serveurs LDAP Active Directory et les contrbleurs de
domaine pour le domaine que le serveur CIFS rejoindra. ifdef::gcp[] Si
vous configurez Google Managed Active Directory, AD est accessible par
défaut avec I'adresse IP 169.254.169.254. endif::gcp[]

Domaine DNS Le domaine DNS de la machine virtuelle de stockage Cloud Volumes
ONTAP (SVM). Dans la plupart des cas, le domaine est le méme que le
domaine AD.

Nom NetBIOS du serveur Un nom de serveur CIFS unique dans le domaine AD.

CIFS

Unité organisationnelle L'unité organisationnelle au sein du domaine AD a associer au serveur

CIFS. La valeur par défaut est CN=Ordinateurs.

* Pour configurer AWS Managed Microsoft AD comme serveur AD
pour Cloud Volumes ONTAP, saisissez OU=Computers,OU=corp
dans ce champ.

* Pour configurer Azure AD Domain Services comme serveur AD pour
Cloud Volumes ONTAP, saisissez OU=AADDC Computers ou
OU=AADDC Users dans ce champ."Documentation Azure : Créer
une unité d’organisation (UO) dans un domaine géré par Azure AD
Domain Services"

» Pour configurer Google Managed Microsoft AD comme serveur AD
pour Cloud Volumes ONTAP, saisissez OU=Computers,OU=Cloud
dans ce champ."Documentation Google Cloud : Unités
organisationnelles dans Google Managed Microsoft AD"

4. Cliquez sur Définir.
Résultat
Cloud Volumes ONTAP met a jour le serveur CIFS avec les modifications.
Déplacer un volume

Déplacez des volumes pour optimiser I'utilisation des capacités, améliorer les performances et satisfaire aux
accords de niveau de service.

Vous pouvez déplacer un volume dans ONTAP System Manager en sélectionnant un volume et I'agrégat de
destination, en démarrant 'opération de déplacement du volume et en surveillant éventuellement le travail de
déplacement du volume. Lorsque vous utilisez le Gestionnaire systéme, une opération de déplacement de
volume se termine automatiquement.

Etapes
1. Utilisez ONTAP System Manager ou l'interface de ligne de commande ONTAP pour déplacer les volumes

24


https://docs.microsoft.com/en-us/azure/active-directory-domain-services/create-ou
https://docs.microsoft.com/en-us/azure/active-directory-domain-services/create-ou
https://docs.microsoft.com/en-us/azure/active-directory-domain-services/create-ou
https://cloud.google.com/managed-microsoft-ad/docs/manage-active-directory-objects#organizational_units
https://cloud.google.com/managed-microsoft-ad/docs/manage-active-directory-objects#organizational_units

vers l'agrégat.
Dans la plupart des situations, vous pouvez utiliser le Gestionnaire systéme pour déplacer des volumes.

Pour les instructions, reportez-vous a la"Guide de déplacement express de volumes ONTAP 9" .

Déplacer un volume lorsque la console affiche un message d’action requise

La console peut afficher un message « Action requise » indiquant que le déplacement d’un volume est
nécessaire pour éviter les problémes de capacité, mais que vous devez corriger le probléme vous-méme. Si
cela se produit, vous devez identifier comment corriger le probléme, puis déplacer un ou plusieurs volumes.

La console affiche ces messages d’action requise lorsqu’un agrégat a atteint 90 % de sa
capacité utilisée. Si la hiérarchisation des données est activée, les messages s’affichent

lorsqu’un agrégat a atteint 80 % de sa capacité utilisée. Par défaut, 10 % d’espace libre sont
réservés a la hiérarchisation des données. "En savoir plus sur le ratio d’espace libre pour la
hiérarchisation des données" .

Etapes
1. Identifier comment corriger les problémes de capacité .
2. En fonction de votre analyse, déplacez les volumes pour éviter les probléemes de capacité :
o Déplacez les volumes vers un autre systéme pour éviter les problémes de capacité .

o Déplacer les volumes vers un autre agrégat pour éviter les problémes de capacite .

Identifier comment corriger les problémes de capacité

Si la console ne peut pas fournir de recommandations pour déplacer un volume afin d’éviter des problémes de
capacité, vous devez identifier les volumes que vous devez déplacer et si vous devez les déplacer vers un
autre agrégat sur le méme systéme ou vers un autre systeme.
Etapes
1. Consultez les informations avancées dans le message Action requise pour identifier 'agrégat qui a atteint
sa limite de capacité.

Par exemple, les informations avancées devraient indiquer quelque chose de similaire a ce qui suit :
L'agrégat aggr1 a atteint sa limite de capacité.

2. Identifiez un ou plusieurs volumes a retirer de I'agrégat :

a. Dans le systeme Cloud Volumes ONTAP , cliquez sur I'onglet Agrégats.

b. Sur la tuile agrégée, cliquez sur le === icdne puis cliquez sur Afficher les détails agrégés.

c. Sous I'onglet Apergu de I'écran Détails agrégés, vérifiez la taille de chaque volume et choisissez un
ou plusieurs volumes a déplacer hors de I'agrégat.

Vous devez choisir des volumes suffisamment grands pour libérer de I'espace dans I'ensemble afin
d’éviter des problémes de capacité supplémentaires a I'avenir.
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Aggregate Details
aggri
Overview Capacity Allocation Provider Properties

State online

Home Node Hila

Encryption Type cloudEncrypted

Volumes 2. N

Byt s (1 GiB)
" (500 GiB)

3. Sile systéeme n’a pas atteint la limite de disque, vous devez déplacer les volumes vers un agrégat existant
ou un nouvel agrégat sur le méme systéme.

Pour plus d’informations, reportez-vous aDeéplacer les volumes vers un autre agrégat pour éviter les
problémes de capacité .

4. Sile systéme a atteint la limite du disque, effectuez I'une des opérations suivantes :
a. Supprimez tous les volumes inutilisés.

b. Réorganiser les volumes pour libérer de I'espace sur un agrégat.

Pour plus d’informations, reportez-vous aDeplacer les volumes vers un autre agrégat pour éviter les
problémes de capacité .

c. Déplacez deux volumes ou plus vers un autre systéme disposant d’espace.
Pour plus d’informations, reportez-vous aDéplacer les volumes vers un autre agrégat pour éviter les
problémes de capacité .
Déplacez les volumes vers un autre systéme pour éviter les problémes de capacité

Vous pouvez déplacer un ou plusieurs volumes vers un autre systéme Cloud Volumes ONTAP pour éviter les
problémes de capacité. Vous devrez peut-étre le faire si le systéeme a atteint sa limite de disque.

A propos de cette tache
Vous pouvez suivre les étapes de cette tache pour corriger le message Action requise suivant :

Le déplacement d’'un volume est nécessaire pour éviter les problémes de capacité ; cependant, la
console ne peut pas effectuer cette action pour vous car le systéme a atteint la limite du disque.
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Etapes

1.

Identifiez un systeme Cloud Volumes ONTAP disposant d’'une capacité disponible ou déployez un nouveau
systeme.

. Faites glisser et déposez le systeme source sur le systeme cible pour effectuer une réplication ponctuelle

des données du volume.
Pour plus d’informations, reportez-vous a"Réplication des données entre les systemes" .

Accédez a la page Etat de réplication, puis rompez la relation SnapMirror pour convertir le volume répliqué
d’'un volume de protection des données en un volume de lecture/écriture.

Pour plus d’informations, reportez-vous a"Gestion des planifications et des relations de replication des
données" .

. Configurer le volume pour I'accés aux données.

Pour plus d’informations sur la configuration d’'un volume de destination pour I'acces aux données,
reportez-vous a la"Guide express de reprise apres sinistre sur volume ONTAP 9" .

Supprimez le volume d’origine.

Pour plus d’informations, reportez-vous a"Gérer les volumes" .

Déplacer les volumes vers un autre agrégat pour éviter les probléemes de capacité

Vous pouvez déplacer un ou plusieurs volumes vers un autre agrégat pour éviter les problémes de capacité.

A propos de cette tache

Vous pouvez suivre les étapes de cette tache pour corriger le message Action requise suivant :

Le déplacement de deux volumes ou plus est nécessaire pour éviter les problémes de capacité ;
cependant, la console ne peut pas effectuer cette action a votre place.

Etapes

1

. Vérifiez si un agrégat existant dispose d’une capacité disponible pour les volumes que vous devez

déplacer :
a. Sur le systéme Cloud Volumes ONTAP , cliquez sur 'onglet Agrégats.

b. Sur la tuile d’agrégat requise, cliquez sur le bouton+s= icone puis Afficher les détails agrégés pour
afficher la capacité disponible (taille provisionnée moins capacité agrégée utilisée).
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IHEID aggr‘[ @ ONLINE L
INFO CAPACITY

Disk Type GP3 3000 |OPS Provisioned size ~ 907.12 GiB

Disks 4 EBS Used 1.13 GiB

Volumes 2 S3 Used 0 GiB

Elastic Volumes Enabled

S3 Tiering Enabled

Si nécessaire, ajoutez des disques a un agrégat existant :
a. Sélectionnez 'agrégat, puis cliquez sur le bouton«:+ icne > Ajouter des disques.
b. Sélectionnez le nombre de disques a ajouter, puis cliquez sur Ajouter.

Si aucun agrégat n’a de capacité disponible, créez un nouvel agrégat.
Pour plus d’informations, reportez-vous a"Creation d’agregats” .

Utilisez ONTAP System Manager ou l'interface de ligne de commande ONTAP pour déplacer les volumes
vers l'agrégat.

Dans la plupart des situations, vous pouvez utiliser le Gestionnaire systéme pour déplacer des volumes.

Pour les instructions, reportez-vous a la"Guide de déplacement express de volumes ONTAP 9" .

Raisons pour lesquelles un mouvement de volume peut étre lent

Le déplacement d’'un volume peut prendre plus de temps que prévu si 'une des conditions suivantes est vraie
pour Cloud Volumes ONTAP:
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Le volume est un clone.

Le volume est le parent d'un clone.

L'agrégat source ou de destination posséde un seul disque dur a débit optimisé (st1).

L'un des agrégats utilise un ancien schéma de dénomination pour les objets. Les deux agrégats doivent
utiliser le méme format de nom.

Un schéma de dénomination plus ancien est utilisé si la hiérarchisation des données a été activée sur un
agrégat dans la version 9.4 ou antérieure.

Les parameétres de chiffrement ne correspondent pas sur les agrégats source et de destination, ou une
nouvelle clé est en cours.

L'option -tiering-policy a été spécifiée lors du déplacement du volume pour modifier la politique de
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hiérarchisation.

» L'option -generate-destination-key a été spécifiée lors du déplacement du volume.

Afficher les volumes FlexGroup

Vous pouvez afficher les volumes FlexGroup créés via ONTAP System Manager ou l'interface de ligne de
commande ONTAP directement via 'onglet Volumes de la console. Vous pouvez voir des informations
détaillées sur les volumes FleGroup via une mosaique Volumes dédiée, ou vous pouvez identifier chaque
groupe de volumes FlexGroup grace au texte de survol de I'icone. De plus, vous pouvez identifier et trier les
volumes FlexGroup sous la vue de liste des volumes via la colonne Style de volume.

FlexGroup Volume
% Volume @ ONLINE Manage Volume
INFO CAPACITY
Disk Type GP3 Provisioned 150 TiB
Storage VM svim_name EBS Used 40.2 TiB
Tiering Policy Snapshot only S3 Used 26.3TiB
Tags 3
Protection @

@ Actuellement, vous ne pouvez afficher que les volumes FlexGroup existants sous la console.
Vous ne pouvez pas créer de volumes FlexGroup dans la console.

Transférez les données Cloud Volumes ONTAP inactives vers un stockage d’objets
a faible cout

Vous pouvez réduire les colts de stockage pour Cloud Volumes ONTAP en combinant un
niveau de performance SSD ou HDD pour les données chaudes avec un niveau de
capacité de stockage d’objets pour les données inactives. La hiérarchisation des
données est alimentée par la technologie FabricPool . Pour un apercu de haut niveau,
reportez-vous a"Présentation de la hiérarchisation des données" .

Pour configurer la hiérarchisation des données, vous devez procéder comme suit :

o Choisissez une configuration prise en charge

La plupart des configurations sont prises en charge. Si vous disposez d’un systeme Cloud Volumes ONTAP
exécutant la version la plus récente, vous étes prét a partir. "Apprendre encore plus" .
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e Assurer la connectivité entre Cloud Volumes ONTAP et le stockage d’objets

* Pour AWS, vous aurez besoin d’'un point de terminaison VPC vers Amazon Simple Storage Service
(Amazon S3). Apprendre encore plus.

» Pour Azure, vous n’aurez rien a faire tant que la NetApp Console dispose des autorisations requises.
Apprendre encore plus .

* Pour Google Cloud, vous devez configurer le sous-réseau pour I'acces privé a Google et configurer un
compte de service. Apprendre encore plus .

e Assurez-vous d’avoir un agrégat avec la hiérarchisation activée

La hiérarchisation des données doit étre activée sur un agrégat pour pouvoir I'activer sur un volume. Vous
devez connaitre les exigences relatives aux nouveaux volumes et aux volumes existants. Apprendre encore
plus .

o Choisissez une politique de hiérarchisation lors de la création, de la modification ou de la réplication
d’un volume

La NetApp Console vous invite a choisir une stratégie de hiérarchisation lorsque vous créez, modifiez ou
répliquez un volume.
* "Données hiérarchisées a partir de volumes en lecture-écriture"

* "Données hiérarchisées a partir des volumes de protection des données"

Qu’est-ce qui n’est pas requis pour la hiérarchisation des données ?

* Vous n'avez pas besoin d’installer une licence de fonctionnalité pour activer la
hiérarchisation des données.

* Vous n’avez pas besoin de créer un magasin d’objets pour le niveau de capacité. La
console le fait pour vous.

@ * Vous n'avez pas besoin d’activer la hiérarchisation des données au niveau du systéme.

La console crée un magasin d’objets pour les données froides lors de la création du
systéme,tant qu’il N’y a pas de problémes de connectivité ou d’autorisations . Aprés cela, il
vous suffit d’activer la hiérarchisation des données sur les volumes (et dans certains cas,sur
les agrégats ).

Configurations prenant en charge la hiérarchisation des données

Vous pouvez activer la hiérarchisation des données lorsque vous utilisez des configurations et des
fonctionnalités spécifiques.

Prise en charge dans AWS

* La hiérarchisation des données est prise en charge dans AWS a partir de Cloud Volumes ONTAP 9.2.

* Le niveau de performance peut étre des SSD a usage général (gp3 ou gp2) ou des SSD IOPS
provisionnés (io1).
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@ Nous ne recommandons pas de hiérarchiser les données vers le stockage d’objets lors de
I'utilisation de disques durs a débit optimisé (st1).

* Les données inactives sont hiérarchisées dans les compartiments Amazon S3. La hiérarchisation vers
d’autres fournisseurs n’est pas prise en charge.

Support dans Azure

* La hiérarchisation des données est prise en charge dans Azure comme suit :
> Version 9.4 avec les systémes a nceud unique
> Version 9.6 avec paires HA

* Le niveau de performance peut étre des disques gérés par SSD Premium, des disques gérés par SSD
Standard ou des disques gérés par HDD Standard.

* Les données inactives sont hiérarchisées vers Microsoft Azure Blob. La hiérarchisation vers d’autres
fournisseurs n’est pas prise en charge.

Assistance dans Google Cloud

 La hiérarchisation des données est prise en charge dans Google Cloud a partir de Cloud Volumes ONTAP
9.6.

* Le niveau de performance peut étre constitué de disques persistants SSD, de disques persistants
équilibrés ou de disques persistants standard.

* Les données inactives sont hiérarchisées vers Google Cloud Storage. La hiérarchisation vers d’autres
fournisseurs n’est pas prise en charge.

Interopérabilité des fonctionnalités

 La hiérarchisation des données est prise en charge par des technologies de cryptage.

 Le provisionnement Iéger doit étre activé sur les volumes.

Exigences

Selon votre fournisseur de cloud, certaines connexions et autorisations doivent étre configurées pour que
Cloud Volumes ONTAP puisse hiérarchiser les données froides vers le stockage d’objets.

Exigences pour le transfert des données froides vers Amazon S3

Assurez-vous que Cloud Volumes ONTAP dispose d’'une connexion a Amazon S3. La meilleure fagon de
fournir cette connexion est de créer un point de terminaison VPC vers le service S3. Pour obtenir des
instructions, consultez le "Documentation AWS : Création d’'un point de terminaison de passerelle".

Lorsque vous créez le point de terminaison VPC, assurez-vous de sélectionner la région, le VPC et la table de
routage qui correspondent a 'instance Cloud Volumes ONTAP . Vous devez également modifier le groupe de
sécurité pour ajouter une régle HTTPS sortante qui autorise le trafic vers le point de terminaison S3. Sinon,
Cloud Volumes ONTAP ne peut pas se connecter au service S3.

Si vous rencontrez des problémes, reportez-vous a "Centre de connaissances du support AWS : Pourquoi ne
puis-je pas me connecter a un compartiment S3 a I'aide d’'un point de terminaison VPC de passerelle ?" .
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Conditions requises pour hiérarchiser les données froides vers le stockage Azure Blob

Vous n’avez pas besoin de configurer une connexion entre le niveau de performance et le niveau de capacité
tant que la console dispose des autorisations requises. La console active un point de terminaison de service
VNet pour vous si le réle personnalisé de I'agent de console dispose des autorisations suivantes :

"Microsoft.Network/virtualNetworks/subnets/write",

"Microsoft.Network/routeTables/Jjoin/action",

Le role personnalisé inclut les autorisations par défaut. "Afficher I'autorisation Azure pour I'agent de la console”

Conditions requises pour hiérarchiser les données froides vers un bucket Google Cloud Storage

* Le sous-réseau dans lequel réside Cloud Volumes ONTAP doit étre configuré pour I'accés privé a Google.
Pour les instructions, reportez-vous a "Documentation Google Cloud : Configuration de I'acces prive a
Google" .

» Un compte de service doit étre associé a Cloud Volumes ONTAP.
"Découvrez comment configurer ce compte de service" .

Vous étes invité a sélectionner ce compte de service lorsque vous créez un systeme Cloud Volumes
ONTAP .

Si vous ne sélectionnez pas de compte de service lors du déploiement, vous devrez arréter Cloud Volumes
ONTAP, accéder a la console Google Cloud, puis associer le compte de service aux instances Cloud
Volumes ONTAP. Vous pourrez ensuite activer la hiérarchisation des données comme décrit dans la
section suivante.

» Pour chiffrer le bucket avec des clés de chiffrement gérées par le client, activez le bucket de stockage
Google Cloud pour utiliser la clé.

"Découvrez comment utiliser les clés de chiffrement gérées par le client avec Cloud Volumes ONTAP" .

Activer la hiérarchisation des données aprés la mise en ceuvre des exigences

La console crée un magasin d’objets pour les données froides lors de la création du systeme, a condition qu’il
n’y ait pas de problémes de connectivité ou d’autorisations. Si vous n’avez pas implémenté les exigences
répertoriées ci-dessus avant de créer le systéme, vous devrez activer manuellement la hiérarchisation via I'API
ou ONTAP System Manager, qui crée le magasin d’objets.

@ La possibilité d’activer la hiérarchisation via la console sera disponible dans une future version
de Cloud Volumes ONTAP .

Assurez-vous que la hiérarchisation est activée sur les agrégats

La hiérarchisation des données doit étre activée sur un agrégat afin d’activer la hiérarchisation des données
sur un volume. Vous devez connaitre les exigences relatives aux nouveaux volumes et aux volumes existants.

* Nouveaux volumes

Si vous activez la hiérarchisation des données sur un nouveau volume, vous n’avez pas a vous soucier de
I'activation de la hiérarchisation des données sur un agrégat. La console crée le volume sur un agrégat
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existant pour lequel la hiérarchisation est activée, ou elle crée un nouvel agrégat pour le volume si aucun
agrégat pour lequel la hiérarchisation des données est activée n’existe déja.

* Volumes existants

Pour activer la hiérarchisation des données sur un volume existant, assurez-vous qu’elle est activée sur
'agrégat sous-jacent. Si la hiérarchisation des données n’est pas activée sur 'agrégat existant, vous
devrez utiliser ONTAP System Manager pour attacher un agrégat existant au magasin d’objets.

Etapes pour confirmer si la hiérarchisation est activée sur un agrégat
1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Quvrez le systéme Cloud Volumes ONTAP .

3. Sélectionnez I'onglet Agrégats et vérifiez si la hiérarchisation est activée ou désactivée sur I'agrégat.

ﬂmm aggr'{ B ONLINE i
INFO CAPACITY

Disk Type GP3 3000 IOPS Provisioned size ~ 907.12 GiB

Disks 4 EBS Used 1.13 GiB

Volumes 2 S3 Used 0GiB

Elastic Volumes Enabled

S3 Tiering Enabled

Etapes pour activer la hiérarchisation sur un agrégat
1. Dans ONTAP System Manager, cliquez sur Stockage > Niveaux.

2. Cliquez sur le menu d’action pour I'agrégat et sélectionnez Attacher les niveaux de cloud.

3. Sélectionnez le niveau de cloud a joindre et cliquez sur Enregistrer.

Quelle est la prochaine étape ?

Vous pouvez désormais activer la hiérarchisation des données sur les volumes nouveaux et existants, comme
expliqué dans la section suivante.

Données hiérarchisées a partir de volumes en lecture-écriture

Cloud Volumes ONTAP peut hiérarchiser les données inactives sur des volumes en lecture-écriture vers un
stockage d’objets rentable, libérant ainsi le niveau de performances pour les données chaudes.

Etapes
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1. Dans l'onglet Volumes sous le systéme, créez un nouveau volume ou modifiez le niveau d’'un volume
existant :

Tache Action
Créer un nouveau volume Cliquez sur Ajouter un nouveau volume.

Modifier un volume existant Sélectionnez la mosaique de volume souhaitée, cliquez sur Gérer le
volume pour accéder au panneau de droite Gérer les volumes, puis
cliquez sur Actions avancées et Modifier la politique de
hiérarchisation sous le panneau de droite.

2. Sélectionnez une politique de hiérarchisation.

Pour une description de ces politiques, reportez-vous a"Présentation de la hiérarchisation des données

Exemple

Change Tiering Policy

Volume 1

Tiering Policy

@ Auto - Tiers cold Snapshot copies and cold user data from the active file system to object storage.

Minimum cooling days: 31 (2-183)
O All - Immediately tiers all data (not including metadata) to object storage.
O Snapshot Only - Tiers cold Snapshot copies to object storage.

O Mone - Data tiering is disabled.

53 Storage classes Standard-Infrequent Access

53 Storage Encryption Key aws/s3

La console crée un nouvel agrégat pour le volume si aucun agrégat compatible avec la hiérarchisation des
données n’existe déja.

Données hiérarchisées a partir des volumes de protection des données

Cloud Volumes ONTAP peut hiérarchiser les données d’'un volume de protection des données vers un niveau
de capacité. Si vous activez le volume de destination, les données sont progressivement déplacées vers le
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niveau de performance au fur et a mesure de leur lecture.

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Sur la page Systémes, sélectionnez le systéme Cloud Volumes ONTAP qui contient le volume source,
puis faites-le glisser vers le systéme sur lequel vous souhaitez répliquer le volume.

3. Suivez les invites jusqu’a ce que vous atteigniez la page de hiérarchisation et activez la hiérarchisation des
données pour le stockage d’objets.

Exemple

bt
w S3 Tiering i What are storage tiers?

s Enabled Disabled

Mote: If you enable 53 tiering, thin provisioning must be enabled on volumes created in this aggregate.

Pour obtenir de I'aide sur la réplication des données, reportez-vous a "Réplication des données vers et
depuis le cloud" .

Modifier la classe de stockage pour les données hiérarchisées

Aprés avoir déployé Cloud Volumes ONTAP, vous pouvez réduire vos colts de stockage en modifiant la classe
de stockage des données inactives qui n'ont pas été consultées depuis 30 jours. Les colts d’acces sont plus
élevés si vous accédez aux données, vous devez donc en tenir compte avant de modifier la classe de
stockage.

La classe de stockage pour les données hiérarchisées s’applique a I'ensemble du systéme, et non par volume.

Pour plus d’informations sur les classes de stockage prises en charge, reportez-vous a"Présentation de la
hiérarchisation des données" .

Etapes

1. Sur le systéme Cloud Volumes ONTAP , cliquez sur I'icbne de menu, puis sur Classes de stockage ou
Niveau de stockage Blob.

2. Choisissez une classe de stockage, puis cliquez sur Enregistrer.

Modifier le ratio d’espace libre pour la hiérarchisation des données

Le ratio d’espace libre pour la hiérarchisation des données définit la quantité d’espace libre requise sur les
SSD/HDD Cloud Volumes ONTAP lors de la hiérarchisation des données vers le stockage d’objets. Le
parameétre par défaut est de 10 % d’espace libre, mais vous pouvez modifier le paramétre en fonction de vos
besoins.

Par exemple, vous pouvez choisir moins de 10 % d’espace libre pour vous assurer d’utiliser la capacité

achetée. La console peut ensuite acheter des disques supplémentaires pour vous lorsque une capacité
supplémentaire est requise (jusqu’a ce que vous atteigniez la limite de disque pour I'agrégat).
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S’il n’y a pas suffisamment d’espace, Cloud Volumes ONTAP ne peut pas déplacer les données
et vous risquez de subir une dégradation des performances. Tout changement doit étre effectué
avec prudence. Si vous n’étes pas sir, contactez le support NetApp pour obtenir des conseils.

Le ratio est important pour les scénarios de reprise aprés sinistre car, a mesure que les données sont lues a
partir du magasin d’objets, Cloud Volumes ONTAP déplace les données vers des disques SSD/HDD pour offrir
de meilleures performances. S’il n’y a pas suffisamment d’espace, Cloud Volumes ONTAP ne peut pas
déplacer les données. Tenez-en compte lorsque vous modifiez le ratio afin de pouvoir répondre aux besoins de

votre entreprise.

Etapes

1. Dans le volet de navigation de gauche, accédez a Administration > Agents.

2. Cliquez sur le ==+ icone pour I'agent de console qui gere votre systeme Cloud Volumes ONTAP .

3. Sélectionnez * Paramétres Cloud Volumes ONTAP *.

= M NetApp

Agents

Overview

Console

Agents (3 /58)

Name

TAWSAgent

s

Lo HAWS

t1

Location

US East (N. Virginia)

eastus

US East (N. Virginia)

Status (1)

Active

Active

Active

Organization
NetAppNew

Project v
Project-1

iy
»
(]
(e}

Q Deployagent | «

Deployment Type
aws
=fﬂ )
Edit Agent
Go to local Ul [7
Agent Id: L %

HTTPS Setup

| Cloud Volumes ONTAP Settings I

4. Sous Capacité, cliquez sur Seuils de capacité globale - Ratio d’espace libre pour la hiérarchisation

des données.
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Overview > Cloud Volumes ONTAP Settings

Edit Cloud Volumes ONTAP settings
Capacity

Capacity Management Mode Automatic Mode N

Aggregate Capacity Thresholds - Free Space Ratio 10% s

Aggregate Capacity Thresholds - Free Space Ratio for Data

. 10% N
Tiering
Volume Autosize - Additional Size in Percentage to Which
1000% N
Volumes Can Grow
General
Automatic Cloud Volumes ONTAP update during
On N
deployment
Azure
Azure CIFS locks for Azure HA systems Off N
Use Azure Private Link On s

5. Modifiez le ratio d’espace libre en fonction de vos besoins et cliquez sur Enregistrer.

Modifier la période de refroidissement pour la politique de hiérarchisation automatique

Si vous avez activé la hiérarchisation des données sur un volume Cloud Volumes ONTAP a l'aide de la
stratégie de hiérarchisation auto, vous pouvez ajuster la période de refroidissement par défaut en fonction des
besoins de votre entreprise. Cette action est prise en charge uniquement via ONTAP CLI et API.

La période de refroidissement est le nombre de jours pendant lesquels les données utilisateur d’'un volume
doivent rester inactives avant d’étre considérées comme « froides » et déplacées vers le stockage d’objets.

La période de refroidissement par défaut pour la politique de hiérarchisation automatique est de 31 jours. Vous
pouvez modifier la période de refroidissement comme suit :

* 9.8 ou version ultérieure : 2 a 183 jours

* 9.7 ou version antérieure : 2 a 63 jours

Etape

1. Utilisez le paramétre minimumCoolingDays avec votre requéte API lors de la création d’un volume ou de la
modification d’'un volume existant.

Supprimer un bucket S3 lors de la mise hors service d’un systéme

Vous pouvez supprimer un compartiment S3 avec les données hiérarchisées a partir d’'un systéme Cloud
Volumes ONTAP lorsque vous mettez hors service I'environnement.
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Vous pouvez supprimer le compartiment S3 uniquement si :

* Le systéme Cloud Volume ONTAP est supprimé de la console.

» Tous les objets sont supprimés du bucket et le bucket S3 est vide.
Lorsque vous désaffectez un systeme Cloud Volumes ONTAP , le bucket S3 créé pour I'environnement n’est
pas supprimé automatiquement. Au lieu de cela, il reste dans un état orphelin pour éviter toute perte
accidentelle de données. Vous pouvez supprimer les objets du bucket, puis supprimer le bucket S3 lui-méme

ou le conserver pour une utilisation ultérieure. Se référer a "CLI ONTAP : suppression du compartiment du
serveur de stockage d’objets vserver" .

Connectez-vous a un LUN sur Cloud Volumes ONTAP depuis votre systéme héte

Lorsque vous créez un volume iSCSI, la NetApp Console crée automatiquement un LUN
pour vous. Nous avons simplifié les choses en créant un seul LUN par volume, il n’y a
donc aucune gestion impliquée. Aprés avoir créé le volume, utilisez 'lQN pour vous
connecter au LUN a partir de vos hétes.

Notez ce qui suit :
+ La gestion automatique de la capacité de la console ne s’applique pas aux LUN. Lorsqu’il crée un LUN, il

désactive la fonction de croissance automatique.

* Vous pouvez créer des LUN supplémentaires a partir d ONTAP System Manager ou de I' ONTAP CLI.

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Sur la page Systémes, double-cliquez sur le systeme Cloud Volumes ONTAP sur lequel vous souhaitez
gérer les volumes.

3. Dans le systéme, sélectionnez I'onglet Volumes.

4. Accédez a la mosaique de volume requise, puis sélectionnez Gérer le volume pour accéder au panneau
Gérer les volumes sur la droite.

5. Cliquez sur Cible iQN.
6. Cliquez sur Copier pour copier le nom iQN.
7. Configurez une connexion iSCSI de I'héte au LUN.

o "Configuration express iSCSI ONTAP 9 pour Red Hat Enterprise Linux : démarrage des sessions iSCSI
avec la cible"

o "Configuration express iISCSI ONTAP 9 pour Windows : démarrage de sessions iSCSI avec la cible"

o "Configuration de 'h6te SAN ONTAP"

Accélérez I’accés aux données avec les volumes FlexCache sur un systéme Cloud
Volumes ONTAP

Un volume FlexCache est un volume de stockage qui met en cache les données de
lecture SMB et NFS a partir d’'un volume d’origine (ou source). Les lectures ultérieures
des données mises en cache entrainent un acceés plus rapide a ces données.

Vous pouvez utiliser les volumes FlexCache pour accélérer 'accés aux données ou pour décharger le trafic
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des volumes fortement sollicités. Les volumes FlexCache contribuent a améliorer les performances, en
particulier lorsque les clients doivent accéder aux mémes données a plusieurs reprises, car les données
peuvent étre servies directement sans avoir a accéder au volume d’origine. Les volumes FlexCache
fonctionnent bien pour les charges de travail systeme nécessitant beaucoup de lecture.

La NetApp Console permet la gestion des volumes FlexCache avec le"NetApp Volume Caching"” .

Vous pouvez également utiliser ONTAP CLI ou ONTAP System Manager pour créer et gérer des volumes
FlexCache :

* "Guide d’alimentation des volumes FlexCache pour un accés plus rapide aux données"

+ "Création de volumes FlexCache dans System Manager"

%

Cloud Volumes ONT:

FIexCache with Cloud
Volumes ONTAP
Technical Demo

Travailler avec FlexCache lorsque I’origine est cryptée

Lors de la configuration de FlexCache sur un systeme Cloud Volumes ONTAP ou le volume d’origine est
chiffré, des étapes supplémentaires sont requises pour garantir que le volume FlexCache peut accéder
correctement aux données chiffrées et les mettre en cache.

Avant de commencer

1. Configuration du chiffrement : Assurez-vous que le volume source est entierement chiffré et
opérationnel. Pour les systemes Cloud Volumes ONTAP , cela implique l'intégration avec des services de
gestion de clés spécifiques au cloud.

Pour AWS, cela signifie généralement utiliser AWS Key Management Service (KMS). Pour plus d’informations,
reportez-vous a"Gérer les clés avec AWS Key Management Service" .

Pour Azure, vous devez configurer Azure Key Vault pour NetApp Volume Encryption (NVE). Pour plus
d’informations, reportez-vous a"Gérer les clés avec Azure Key Vault" .

Pour Google Cloud, il s’agit du service de gestion des clés Google Cloud. Pour plus d’informations, reportez-
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vous a"Gérez les clés avec le service de gestion des clés cloud de Google" .

1. Services de gestion de clés : avant de créer un volume FlexCache , vérifiez que les services de gestion
de clés sont correctement configurés sur le systéme Cloud Volumes ONTAP . Cette configuration est
essentielle pour que le volume FlexCache décrypte les données du volume d’origine.

2. Licence : Confirmez qu’une licence FlexCache valide est disponible et activée sur le systeme Cloud
Volumes ONTAP .

3. * Version ONTAP * : assurez-vous que la version ONTAP de votre systeme Cloud Volumes ONTAP prend
en charge FlexCache avec des volumes chiffrés. Consultez les derniéres "Notes de version ONTAP" ou
matrice de compatibilité pour plus d’'informations.

4. Configuration réseau : Assurez-vous que la configuration réseau permet une communication
transparente entre le volume d’origine et le volume FlexCache . Cela inclut un routage approprié et une
résolution DNS dans un environnement cloud.

Etapes

Créez un volume FlexCache sur votre systéme Cloud Volumes ONTAP avec un volume source chiffré. Pour

les étapes détaillées et les considérations supplémentaires, reportez-vous aux sections suivantes :
 "Guide d’alimentation des volumes FlexCache pour un acces plus rapide aux données"

+ "Création de volumes FlexCache dans System Manager"

Administration globale

Créer un agrégat pour les systémes Cloud Volumes ONTAP

Vous pouvez créer des agrégats vous-méme ou laisser la NetApp Console le faire pour
vous lorsqu’elle crée des volumes. L'avantage de créer vous-méme des agrégats est que
vous pouvez choisir la taille du disque sous-jacent, ce qui vous permet de dimensionner
votre agrégat en fonction de la capacité ou des performances dont vous avez besoin.

Tous les disques et agrégats doivent étre créés et supprimés directement depuis la console.

@ Vous ne devez pas effectuer ces actions a partir d’'un autre outil de gestion. Cela peut avoir un
impact sur la stabilité du systéme, entraver la possibilité d’ajouter des disques a I'avenir et
potentiellement générer des frais de fournisseur de cloud redondants.

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Sur la page Systémes, double-cliquez sur le nom du systéme Cloud Volumes ONTAP sur lequel vous
souhaitez gérer les agrégats.

3. Dans I'onglet Agrégats, cliquez sur Ajouter un agrégat, puis spécifiez les détails de I'agrégat.
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AWS

> Si vous étes invité a choisir un type et une taille de disque, reportez-vous a"Planifiez votre
configuration Cloud Volumes ONTAP dans AWS" .

> Si vous étes invité a saisir la taille de la capacité de I'agrégat, vous créez un agrégat sur une
configuration qui prend en charge la fonctionnalité Amazon EBS Elastic Volumes. La capture
d’écran suivante montre un exemple d’'un nouvel agrégat composé de disques gp3.

o Disk Type @ Ahggregate details @ Tiering Data @ Review

Select Disk Type

Disk Type

GP3 - General Purpose S50 Dynamic Performance

% General Purpose 55D (gp3) Disk Properties

Description: General purpose 550 volume that balances price and

performance (performance level is independent of storage capacity)

IOPS Value Throughput MB/s

12000

L3 ]
L3 ]

250

"En savoir plus sur la prise en charge des volumes élastiques" .

Azuré

Pour obtenir de I'aide sur le type et la taille du disque, reportez-vous a"Planifiez votre configuration
Cloud Volumes ONTAP dans Azure" .

Google Cloud

Pour obtenir de I'aide sur le type et la taille du disque, reportez-vous a"Planifiez votre configuration
Cloud Volumes ONTAP dans Google Cloud" .

4. Cliquez sur Ajouter, puis sur Approuver et acheter.
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Gérer les agrégats pour les clusters Cloud Volumes ONTAP

Gérez vous-méme les agrégats en ajoutant des disques, en affichant des informations
sur les agrégats et en les supprimant.

Tous les disques et agrégats doivent étre créés et supprimés directement a partir de la NetApp

@ Console. Vous ne devez pas effectuer ces actions a partir d’'un autre outil de gestion. Cela peut
avoir un impact sur la stabilité du systeme, entraver la possibilité d’ajouter des disques a I'avenir
et potentiellement générer des frais de fournisseur de cloud redondants.

Avant de commencer

Si vous souhaitez supprimer un agrégat, vous devez d’abord avoir supprimé les volumes de I'agrégat.

A propos de cette tache

Si un agrégat manque d’espace, vous pouvez déplacer des volumes vers un autre agrégat a I'aide d' ONTAP
System Manager.

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Sur la page Systémes, double-cliquez sur le systéme Cloud Volumes ONTAP sur lequel vous souhaitez
gérer les agrégats.

3. Dans les détails du systeme, cliquez sur 'onglet Agrégats.

4. Pour I'agrégat requis, cliquez sur le=ss icone pour les actions de gestion.

E"I"H aggri B ONLINE (oee)
INFO CAPACITY|

Disk Type GP3 3000 IOPS Provisioned size ~ 907.12 GiB

Disks 4 EBS Used 1.13 GiB

Volumes 2 S3 Used 0 GiB

Elastic Volumes Enabled

S3 Tiering Enabled

5. Gérez vos agrégats a partir des options disponibles dans le +s== menu.

@ Pour ajouter des disques a un agrégat, tous les disques de I'agrégat doivent étre de la méme
taille.

Pour AWS, vous pouvez augmenter la capacité d’'un agrégat prenant en charge Amazon EBS Elastic Volumes.
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1. Sous le=+= menu, cliquez sur Augmenter la capacité.
2. Saisissez la capacité supplémentaire que vous souhaitez ajouter, puis cliquez sur Augmenter.
Notez que vous devez augmenter la capacité de I'agrégat d’au moins 256 Gio ou 10 % de la taille de I'agrégat.

Par exemple, si vous avez un agrégat de 1,77 Tio, 10 % correspondent a 181 Gio. C’est inférieur a 256 Gio,
donc la taille de I'agrégat doit étre augmentée du minimum de 256 Gio.

Gérer la capacité globale de Cloud Volumes ONTAP sur un agent de console

Chaque agent de console dispose de paramétres qui déterminent la maniére dont il gére
la capacité globale de Cloud Volumes ONTAP.

Ces parametres affectent tous les systemes Cloud Volumes ONTAP gérés par un agent de console. Si vous
disposez d’un autre agent de console, il peut étre configuré différemment.

Autorisations requises

Vous avez besoin des privileges d’administrateur d’organisation ou de compte de la NetApp Console pour
modifier les parameétres Cloud Volumes ONTAP .

Etapes
1. Dans le volet de navigation de gauche, accédez a Administration > Agents.
2. Cliquez sur le === icone pour I'agent de console qui gére votre systéeme Cloud Volumes ONTAP .

3. Sélectionnez * Paramétres Cloud Volumes ONTAP *.

= M NetApp console g:z;g;::vn v ::;‘::71 v .=' ; 0 e
Agents
Overview
Agents (3 / 58) Q
Name 1 | Location = Status (1) = | Deployment Type = |
AWSAgent US East (N. Virginia) Active aws
S8 eastus Active =ﬁ G
L tAWS US East (N. Virginia) Active EditAgent

Go to local Ul [3

G

Agent Id:

HTTPS Setup

| Cloud Volumes ONTAP Settings I

4. Sous Capacité, modifiez 'un des paramétres suivants :

43



44

Overview > Cloud Volumes ONTAP Settings

Edit Cloud Volumes ONTAP settings
Capacity

Capacity Management Mode Automatic Mode N

Aggregate Capacity Thresholds - Free Space Ratio 10% s

Aggregate Capacity Thresholds - Free Space Ratio for Data

. 10% N
Tiering
Volume Autosize - Additional Size in Percentage to Which
1000% N
Volumes Can Grow
General
Automatic Cloud Volumes ONTAP update during
On N
deployment
Azure
Azure CIFS locks for Azure HA systems Off N
Use Azure Private Link On s

Mode de gestion de la capacité

Choisissez si la console doit vous informer des décisions en matiere de capacité de stockage ou si elle
doit gérer automatiquement les besoins en capacité pour vous.

"Découvrez comment fonctionne le mode de gestion de la capacité" .

Seuil de capacité globale - Rapport espace libre

Ce ratio est un parameétre clé dans les décisions de gestion de la capacité, et il est essentiel de
comprendre son impact, que vous soyez en mode automatique ou manuel de gestion de la capacité. Il
est recommandé de définir ce seuil en tenant compte de vos besoins de stockage spécifiques et de la
croissance prévue afin de maintenir un équilibre entre I'utilisation des ressources et les colts.

En mode manuel, si le ratio d’espace libre sur un agrégat tombe en dessous du seuil spécifié, il
déclenche une notification, vous avertissant que vous devez prendre des mesures pour remédier au
faible ratio d’espace libre. Il est important de surveiller ces notifications et de gérer manuellement la
capacité globale pour éviter toute interruption de service et garantir des performances optimales.

Le ratio d’espace libre est calculé comme suit : (capacité globale - capacité totale utilisée sur I'agrégat) /
capacité globale

Se référer a"Gestion automatique des capacités" pour en savoir plus, la capacité est désormais gérée
automatiquement dans Cloud Volumes ONTAP.
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Seuils de capacité globale - Ratio d’espace libre pour la hiérarchisation des données

Définit la quantité d’espace libre requise sur le niveau de performance (disques) lors de la
hiérarchisation des données vers un niveau de capacité (stockage d’objets).

Le ratio est important pour les scénarios de reprise aprés sinistre. A mesure que les données sont lues
a partir du niveau de capacité, Cloud Volumes ONTAP déplace les données vers le niveau de
performance pour offrir de meilleures performances. S’il n’y a pas suffisamment d’espace, Cloud
Volumes ONTAP ne peut pas déplacer les données.

5. Cliquez sur Enregistrer.

Gérer les performances des disques dans Azure

Gérer les performances des disques SSD Premium v2 pour Cloud Volumes ONTAP dans Azure

Vous pouvez optimiser les performances de Cloud Volumes ONTAP dans Azure en
configurant les parameétres IOPS et de débit pour les disques SSD Premium v2. Cette
fonctionnalité est disponible uniqguement lorsque Cloud Volumes ONTAP est déja déploye
avec le type de disque Azure Premium SSD v2, et non lors du déploiement initial. En
améliorant les performances, vous pouvez tirer pleinement parti de la flexibilité et des
capacités hautes performances des disques SSD Azure Premium v2.

Les disques SSD v2 haut de gamme prennent en charge les charges de travail nécessitant des performances
rapides et fiables avec une faible latence, un nombre élevé d’'lOPS et un débit élevé. En ajustant les
parametres IOPS et de débit, vous pouvez personnaliser les performances des agrégats de votre déploiement.
Pour plus d’informations sur les disques SSD Premium v2, veuillez consulter la documentation. "Déployer un
disque SSD Premium v2" .

Utilisez les API pour automatiser le processus de modification des paramétres des disques SSD Premium v2.
Pour plus d’informations sur I'exécution des appels d’API Cloud Volumes ONTAP , consultez la documentation.
"Votre premier appel d’API" .

A propos de cette tache

« Cette fonctionnalité s’applique aux déploiements Cloud Volumes ONTAP dans les zones de disponibilité
uniques Azure.

* Modifier les paramétres du disque modifie uniformément les performances du groupe RAID ou de
'agrégat. Les performances de tous les disques du groupe sont ajustées au méme niveau afin de garantir
des performances homogenes sur 'ensemble du groupe.

» Ces modifications affectent un seul agrégat et non les autres agrégats du groupe.

* Les disques SSD v2 Premium provisionnés automatiquement lors du déploiement de Cloud Volumes
ONTAP ou de 'optimisation de capacité dans la NetApp Console, ou ajoutés via les API, sont tous éligibles
a la modification.

* Le redimensionnement du disque (modification de sa capacité) n’est pas pris en charge.

Avant de commencer

Veuillez prendre en compte les points suivants avant de configurer les paramétres IOPS et de débit des
disques SSD Premium v2 :

» Assurez-vous d’avoir sélectionné uniquement des disques de données SSD Premium v2. Les disques
SSD Premium v1 ou les disques racine et de démarrage ne sont pas concernés par cette modification.
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 Utilisez les parameétres de base préconfigurés établis par Cloud Volumes ONTAP lors du déploiement
comme valeurs minimales d’lOPS et de débit pour la taille de disque respective. Ces paramétres de base
correspondent aux caractéristiques de performance du SSD Premium v1.

 Définissez les valeurs d'IOPS et de débit a un niveau égal ou supérieur a la valeur minimale de référence
pour la taille de votre disque. Par exemple, pour un disque d’une capacité de 1 To, définissez la valeur
minimale d’lOPS a 5 000 et la valeur minimale de débit a 200 Mo/s. Vous pouvez configurer des valeurs
supérieures a ces minimums, mais pas inférieures.

» Configurez les valeurs dans les plages prises en charge par le SSD Premium v2 : IOPS entre 3 000 et
80 000 et debit entre 125 et 1 200 Mo/s.

» Assurez-vous que la taille de votre disque SSD Premium v2 se situe dans la plage prise en charge de 500
Go a 32 To pour Cloud Volumes ONTAP dans Azure. Notez que ces limites de taille different des valeurs
minimales et maximales proposées par Azure pour les disques SSD Premium v2.

Etapes
« Utilisez I'appel API suivant pour modifier les valeurs des attributs IOPS et débit :

@ Vous pouvez appeler cette API quatre fois au maximum sur une période de 24 heures.

PUT /azure/vsa/aggregates/{workingEnvironmentId}/{aggregateName}

Incluez les parameétres suivants dans le corps de la requéte :

"aggregateName": "aggr name",
"iops": "modified iops value",
"throughput": "modified throughput value",

"workingEnvironmentId": "we id"

Apreés avoir terminé

Une fois que I'API a renvoyé une réponse indiquant que I'opération a réussi, vérifiez les parametres modifiés
en consultant les détails du disque dans le portail Azure pour votre systeme Cloud Volumes ONTAP .

Informations connexes

* "Préparez-vous a utiliser I'API"

+ "Flux de travail Cloud Volumes ONTAP"

* "Obtenir les identifiants requis"

 "Utilisez les APl REST pour Cloud Volumes ONTAP"

+ "Utilisez le SSD Premium v2 avec les machines virtuelles dans un groupe a haute disponibilité."

Modifier le niveau de performance des disques SSD Premium dans Cloud Volumes ONTAP dans Azure

Vous pouvez mettre a niveau le niveau de performance des disques SSD Premium gérés
dans Cloud Volumes ONTAP sur Azure via le portail Azure. Il s’agit d’'un processus
manuel qui consiste a modifier le niveau de performance de chaque disque SSD
Premium pour le passer a un niveau supérieur. Modifier le niveau de performance de
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votre disque NVRAM peut contribuer a atténuer les goulots d’étranglement et a améliorer
I'efficacité de votre systeme Cloud Volumes ONTAP en fournissant des capacités d’'IOPS
et de débit plus élevées.

Assurez-vous de collaborer avec le support NetApp pour déterminer si le goulot d’étranglement
@ que vous rencontrez dans votre environnement est di au disque NVRAM , et si la mise a niveau
du niveau résout le probleme.

A propos de cette tache

» Par défaut, Cloud Volumes ONTAP dans Azure déploie des disques SSD Premium pour la NVRAM au
niveau P20. Le niveau P20 offre des performances équilibrées, adaptées a la plupart des charges de
travail. Toutefois, si votre charge de travail exige des performances plus élevées, vous pouvez mettre a
niveau le disque NVRAM vers un niveau supérieur tel que P30.

Actuellement, la mise a niveau d’un disque NVRAM du niveau P20 au niveau P30 est
possible uniquement via le portail Azure.

» Vous ne modifiez pas la taille du disque. Sa taille reste inchangée a 512 Go. Cette procédure modifie
uniguement le niveau de performance du disque.

Avant de commencer

« Evaluez soigneusement la nécessité de ce changement, car la mise & niveau du disque NVRAM vers un
niveau de performance supérieur engendre des colts supplémentaires.

» Votre version de Cloud Volumes ONTAP doit étre la 9.11.1 ou ultérieure. Pour les versions antérieures,
vous pouvez effectuer une mise a niveau vers la version 9.11.1 ou ultérieure, ou soumettre une demande
de modification de la politique de fonctionnalités (FPVR) auprés du support NetApp .

Etapes
Ce scénario suppose I'existence de deux nceuds. node01 et node02 dans le déploiement haute disponibilité
(HA) de Cloud Volumes ONTAP . Utilisez le portail Azure pour mettre a niveau le niveau.

1. Exécutez cette commande pour créer node1 le noeud actif. Basculement manuel node02.

storage failover takeover -ofnode <Node(02>

2. Sign in au portail Azure.

3. Une fois la prise de contréle terminée, accédez a I'instance de machine virtuelle pour node 02, puis cliquez
sur le bouton Arréter pour I'éteindre.

4. Accédez au groupe de ressources pour node02 et dans la liste des disques, sélectionnez le disque
NVRAM pour modifier le niveau.

. Sélectionnez Taille + Performance.
. Dans le menu déroulant Niveau de performance, sélectionnez P30 - 5000 IOPS, 200MB/s.
. Sélectionnez Redimensionner.

. Allumez le node02 exemple.

© 00 N O O

. Vérifiez la console série Azure jusqu’a ce que le message s’affiche : waiting for giveback.

10. Exécutez cette commande pour renvoyer node02:
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storage failover giveback -ofnode <Node(02>

11. Répétez ces étapes sur node01 faire node02 reprendre node01, afin que vous puissiez mettre a niveau
le niveau de disque NVRAM pour node01.

Apreés avoir terminé

Une fois les deux nceuds activés, vérifiez les parameétres modifiés en consultant les détails du disque dans le
portail Azure pour votre systéme Cloud Volumes ONTAP .

Informations connexes

* Documentation Azure : "Changez votre niveau de performance sans interruption de service."

» Base de connaissances pour I'équipe de support : "Comment mettre a niveau le niveau de performance
d’un disque NVRAM dans Azure CVO"

* "Mise a niveau des versions logicielles de Cloud Volumes ONTAP"

Administration des machines virtuelles de stockage

Gérer les machines virtuelles de stockage pour Cloud Volumes ONTAP

Une machine virtuelle de stockage est une machine virtuelle exécutée dans ONTAP qui
fournit des services de stockage et de données a vos clients. Vous connaissez peut-étre
cela sous le nom de SVM ou vserver. Cloud Volumes ONTAP est configuré avec une
machine virtuelle de stockage par défaut, mais certaines configurations prennent en
charge des machines virtuelles de stockage supplémentaires.

Nombre de machines virtuelles de stockage prises en charge

Plusieurs machines virtuelles de stockage sont prises en charge avec certaines configurations. Aller a la
"Notes de version de Cloud Volumes ONTAP" pour vérifier le nombre de machines virtuelles de stockage
prises en charge pour votre version de Cloud Volumes ONTAP.

Travailler avec plusieurs machines virtuelles de stockage

La NetApp Console prend en charge toutes les machines virtuelles de stockage supplémentaires que vous
créez a partir d ONTAP System Manager ou de l'interface de ligne de commande ONTAP .

Par exemple, 'image suivante montre comment vous pouvez choisir une machine virtuelle de stockage
lorsque vous créez un volume.
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Details & Protection

Storage VM Name :

svim_namel -

Volume Mame Size (GIB) i

Snapshot Policy
default v

Default Policy

L'image suivante montre comment vous pouvez choisir une machine virtuelle de stockage lors de la réplication
d’'un volume vers un autre systéme.

Destination Volume Mame

volume_copy

Destination Storage VM Name

svm_namel g

Destination Aggregate

Automatically select the best aggregate -

Modifier le nom de la machine virtuelle de stockage par défaut

La console nomme automatiquement la machine virtuelle de stockage unique qu’elle crée pour Cloud Volumes
ONTAP. A partir d' ONTAP System Manager, de l'interface de lighe de commande ONTAP ou de I'API, vous
pouvez modifier le nom de la machine virtuelle de stockage si vous avez des normes de dénomination strictes.
Par exemple, vous souhaiterez peut-étre que le nom corresponde a la maniére dont vous nommez les
machines virtuelles de stockage pour vos clusters ONTAP .
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Gérer les machines virtuelles de stockage de données pour Cloud Volumes ONTAP
dans AWS

Une machine virtuelle de stockage est une machine virtuelle exécutée dans ONTAP qui
fournit des services de stockage et de données a vos clients. Vous connaissez peut-étre
cela sous le nom de SVM ou vserver. Cloud Volumes ONTAP est configuré avec une
machine virtuelle de stockage par défaut, mais certaines configurations prennent en
charge des machines virtuelles de stockage supplémentaires.

Pour créer des machines virtuelles de stockage de données supplémentaires, vous devez allouer des
adresses IP dans AWS, puis exécuter des commandes ONTAP en fonction de votre configuration Cloud
Volumes ONTAP .

Nombre de machines virtuelles de stockage prises en charge

Plusieurs machines virtuelles de stockage sont prises en charge avec des configurations Cloud Volumes
ONTAP spécifiques a partir de la version 9.7. Aller a la "Notes de version de Cloud Volumes ONTAP" pour
veérifier le nombre de machines virtuelles de stockage prises en charge pour votre version de Cloud Volumes
ONTAP.

Toutes les autres configurations Cloud Volumes ONTAP prennent en charge une machine virtuelle de stockage
de service de données et une machine virtuelle de stockage de destination utilisée pour la reprise aprés
sinistre. Vous pouvez activer la machine virtuelle de stockage de destination pour I'accés aux données en cas
de panne sur la machine virtuelle de stockage source.

Vérifiez les limites de votre configuration

Chaque instance EC2 prend en charge un nombre maximal d’adresses IPv4 privées par interface réseau.
Vous devez vérifier la limite avant d’allouer des adresses IP dans AWS pour la nouvelle machine virtuelle de
stockage.
Etapes

1. Allez le "Section Limites de stockage dans les notes de publication de Cloud Volumes ONTAP" .

2. ldentifiez le nombre maximal d’adresses IP par interface pour votre type d’instance.

3. Notez ce numéro car vous en aurez besoin dans la section suivante lorsque vous allouerez des adresses
IP dans AWS.

Attribuer des adresses IP dans AWS

Les adresses IPv4 privées doivent étre attribuées au port eOa dans AWS avant de créer des LIF pour la
nouvelle machine virtuelle de stockage.

Notez qu’une interface logique de gestion (LIF) optionnelle pour une machine virtuelle de stockage nécessite
une adresse IP privée sur un systéme a noeud unique et sur une paire haute disponibilité dans une seule zone
de disponibilité. Cette LIF de gestion permet une connexion a des outils de gestion comme SnapCenter.

Etapes
1. Connectez-vous a AWS et ouvrez le service EC2.

2. Sélectionnez I'instance Cloud Volumes ONTAP et cliquez sur Réseau.

Si vous créez une machine virtuelle de stockage sur une paire HA, sélectionnez le noeud 1.
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3. Faites défiler jusqu’a Interfaces réseau et cliquez sur I'ID d’interface pour le port e0a.

—| Name v Insta.. Instance state ¥ Instance type ¥ Status checiz
danielleAws i-070... & Running @& m5.2xlarge ® 2/2 checl
ocem Tiering0702 i-0a7... O stopped ®Q) m5.2xlarge = I

cvoTiering ] i-02a... O stopped @ m5.2xlarge =
| ) == = = i
g [
| |
|
| Interface ID Description ;

eni-07c301... Interface for Node & Cluster Management, Inter-Cluster Communication, and Data - e0a

4. Sélectionnez l'interface réseau et cliquez sur Actions > Gérer les adresses IP.

5. Développez la liste des adresses IP pour e0a.

6. Vérifiez les adresses IP :

a. Comptez le nombre d’adresses IP allouées pour confirmer que le port dispose de place pour des IP

supplémentaires.

Vous devriez avoir identifié le nombre maximal d’adresses IP prises en charge par interface dans la

section précédente de cette page.

b. Facultatif : accédez a l'interface de ligne de commande ONTAP pour Cloud Volumes ONTAP et
exécutez network interface show pour confirmer que chacune de ces adresses IP est utilisée.

Si une adresse IP n’est pas utilisée, vous pouvez I'utiliser avec la nouvelle machine virtuelle de

stockage.

7. De retour dans la console AWS, cliquez sur Attribuer une nouvelle adresse IP pour attribuer des
adresses IP supplémentaires en fonction de la quantité dont vous avez besoin pour la nouvelle machine

virtuelle de stockage.

o Systéme a nceud unique : une adresse IP privée secondaire inutilisée est requise.

Une adresse IP privée secondaire facultative est requise si vous souhaitez créer un LIF de gestion sur

la machine virtuelle de stockage.

o Paire HA dans une seule AZ : une IP privée secondaire inutilisée est requise sur le nceud 1.

Une adresse IP privée secondaire facultative est requise si vous souhaitez créer un LIF de gestion sur

la machine virtuelle de stockage.

o Paire HA dans plusieurs AZ : une IP privée secondaire inutilisée est requise sur chaque nceud.

8. Sivous allouez I'adresse IP sur une paire HA dans une seule zone de disponibilité, activez Autoriser la
réattribution des adresses IPv4 privées secondaires.

9. Cliquez sur Enregistrer.
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10. Si vous avez une paire HA dans plusieurs AZ, vous devrez répéter ces étapes pour le nceud 2.

Créer une machine virtuelle de stockage sur un systéme a nceud unique

Ces étapes permettent de créer une nouvelle machine virtuelle de stockage sur un systéme a nceud unique.
Une adresse IP privée est requise pour créer une LIF NAS et une autre adresse IP privée facultative est
nécessaire si vous souhaitez créer une LIF de gestion.

Etapes
1. Créez la machine virtuelle de stockage et un itinéraire vers la machine virtuelle de stockage.

vserver create -rootvolume-security-style unix -rootvolume root svm 2

-snapshot-policy default -vserver svm 2 -aggregate aggrl

network route create -destination 0.0.0.0/0 -vserver svm 2 -gateway
subnet gateway

2. Créer un NAS LIF.

network interface create -auto-revert true -vserver svm 2 -service
-policy default-data-files -home-port ela -address private ip x -netmask
nodelMask -1if ip nas 2 -home-node cvo-node

Ou private_ip_x est une IP privée secondaire inutilisée sur e0a.

3. Facultatif : créez un LIF de gestion de machine virtuelle de stockage.

network interface create -auto-revert true -vserver svm 2 -service
-policy default-management -home-port eOa -address private ip y -netmask
nodelMask -1if ip svm mgmt 2 -home-node cvo-node

Ou private_ip_y est une autre IP privée secondaire inutilisée sur e0a.

4. Affectez un ou plusieurs agrégats a la machine virtuelle de stockage.

vserver add-aggregates -vserver svm 2 -aggregates aggrl,aggr2

Cette étape est nécessaire car la nouvelle machine virtuelle de stockage doit accéder a au moins un
agrégat avant de pouvoir créer des volumes sur la machine virtuelle de stockage.

Créer une machine virtuelle de stockage sur une paire HA dans une seule zone de disponibilité

Ces étapes créent une nouvelle machine virtuelle de stockage sur une paire HA dans une seule zone de
disponibilité. Une adresse IP privée est requise pour créer un NAS LIF et une autre adresse IP privée
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facultative est nécessaire si vous souhaitez créer un LIF de gestion.

Ces deux LIF sont alloués sur le nceud 1. Les adresses IP privées peuvent se déplacer entre les nceuds en
cas de panne.

Etapes

1. Créez la machine virtuelle de stockage et un itinéraire vers la machine virtuelle de stockage.

vserver create -rootvolume-security-style unix -rootvolume root svm 2

-snapshot-policy default -vserver svm 2 -aggregate aggrl

network route create -destination 0.0.0.0/0 -vserver svm 2 -gateway
subnet gateway

2. Créez un NAS LIF sur le nceud 1.

network interface create -auto-revert true -vserver svm 2 -service
-policy default-data-files -home-port ela -address private ip x -netmask
nodelMask -1if ip nas 2 -home-node cvo-nodel

Ou private_ip_x est une IP privée secondaire inutilisée sur e0a de cvo-node1. Cette adresse IP peut étre
déplacée vers I'e0a de cvo-node2 en cas de prise de contrble car la politique de service default-data-files
indique que les IP peuvent migrer vers le nceud partenaire.

3. Facultatif : créez un LIF de gestion de machine virtuelle de stockage sur le nceud 1.

network interface create -auto-revert true -vserver svm 2 -service
-policy default-management -home-port eOa -address private ip y -netmask
nodelMask -1if ip svm mgmt 2 -home-node cvo-nodel

Ou private_ip_y est une autre IP privée secondaire inutilisée sur e0a.

4. Affectez un ou plusieurs agrégats a la machine virtuelle de stockage.
vserver add-aggregates -vserver svm 2 -aggregates aggrl,aggr2
Cette étape est nécessaire car la nouvelle machine virtuelle de stockage doit accéder a au moins un

agrégat avant de pouvoir créer des volumes sur la machine virtuelle de stockage.

5. Si vous exécutez Cloud Volumes ONTAP 9.11.1 ou une version ultérieure, modifiez les stratégies de
service réseau pour la machine virtuelle de stockage.

La modification des services est nécessaire car elle garantit que Cloud Volumes ONTAP peut utiliser le LIF
iISCSI pour les connexions de gestion sortantes.
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network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service data-fpolicy-client

network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service management-ad-client

network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service management-dns-client

network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service management-ldap-client

network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service management-nis-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service data-fpolicy-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service management-ad-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service management-dns-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service management-ldap-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service management-nis-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-iscsi -service data-fpolicy-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-iscsi -service management-ad-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-iscsi -service management-dns-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-iscsi -service management-ldap-client

network interface service-policy add-service -vserver <svm-name> -policy

default-data-iscsi -service management-nis-client

Créer une machine virtuelle de stockage sur une paire HA dans plusieurs AZ

Ces étapes créent une nouvelle machine virtuelle de stockage sur une paire HA dans plusieurs AZ.

Une adresse IP flottante est requise pour un NAS LIF et est facultative pour un LIF de gestion. Ces adresses
IP flottantes ne nécessitent pas que vous allouiez des adresses IP privées dans AWS. Au lieu de cela, les
adresses IP flottantes sont automatiquement configurées dans la table de routage AWS pour pointer vers I'ENI
d’un nceud spécifique dans le méme VPC.

Pour que les adresses IP flottantes fonctionnent avec ONTAP, une adresse IP privée doit étre configurée sur
chaque machine virtuelle de stockage sur chaque noeud. Cela se reflete dans les étapes ci-dessous ou un LIF
iISCSI est créé sur le noeud 1 et sur le nceud 2.

Etapes
1. Créez la machine virtuelle de stockage et un itinéraire vers la machine virtuelle de stockage.
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vserver create -rootvolume-security-style unix -rootvolume root svm 2
-snapshot-policy default -vserver svm 2 -aggregate aggrl

network route create -destination 0.0.0.0/0 -vserver svm 2 -gateway

subnet gateway

2. Créez un NAS LIF sur le nceud 1.

network interface create -auto-revert true -vserver svm 2 -service
-policy default-data-files -home-port eOa -address floating ip -netmask
nodelMask -1if ip nas floating 2 -home-node cvo-nodel

o L'adresse IP flottante doit étre en dehors des blocs CIDR pour tous les VPC de la région AWS dans
laguelle vous déployez la configuration HA. 192.168.209.27 est un exemple d’adresse IP flottante. "En
savoir plus sur le choix d’'une adresse IP flottante" .

o “-service-policy default-data-files'indique que les IP peuvent migrer vers le nceud partenaire.

3. Facultatif : créez un LIF de gestion de machine virtuelle de stockage sur le nceud 1.

network interface create -auto-revert true -vserver svm 2 -service
-policy default-management -home-port elOa -address floating ip -netmask
nodelMask -1if ip svm mgmt 2 -home-node cvo-nodel

4. Créez un LIF iSCSI sur le nosud 1.

network interface create -vserver svm 2 -service-policy default-data-
blocks -home-port ela -address private ip -netmask nodeilMask -1if
ip nodel iscsi 2 -home-node cvo-nodel

o Ce LIF iSCSI est requis pour prendre en charge la migration LIF des IP flottantes dans la machine
virtuelle de stockage. Il n’est pas nécessaire qu’il s’agisse d’un LIF iSCSI, mais il ne peut pas étre
configuré pour migrer entre les nceuds.

o “-service-policy default-data-block’indique qu’une adresse IP ne migre pas entre les nceuds.
o private_ip est une adresse IP privée secondaire inutilisée sur ethO (e0a) de cvo_node1.

5. Créez un LIF iSCSI sur le nosud 2.

network interface create -vserver svm 2 -service-policy default-data-
blocks -home-port ela -address private ip -netmaskNodeZMask -1if
ip node2 iscsi 2 -home-node cvo-node2
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o Ce LIF iSCSI est requis pour prendre en charge la migration LIF des IP flottantes dans la machine
virtuelle de stockage. Il n’est pas nécessaire qu'il s’agisse d’un LIF iSCSI, mais il ne peut pas étre
configuré pour migrer entre les nceuds.

o “-service-policy default-data-block’indique qu’une adresse IP ne migre pas entre les nceuds.

o private_ip est une adresse IP privée secondaire inutilisée sur ethO (e0a) de cvo_node2.

6. Affectez un ou plusieurs agrégats a la machine virtuelle de stockage.
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vserver add-aggregates -vserver svm 2 -aggregates aggrl,aggr2
Cette étape est nécessaire car la nouvelle machine virtuelle de stockage doit accéder a au moins un
agrégat avant de pouvoir créer des volumes sur la machine virtuelle de stockage.

Si vous exécutez Cloud Volumes ONTAP 9.11.1 ou une version ultérieure, modifiez les stratégies de
service réseau pour la machine virtuelle de stockage.

La modification des services est nécessaire car elle garantit que Cloud Volumes ONTAP peut utiliser le LIF
iISCSI pour les connexions de gestion sortantes.



network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service data-fpolicy-client

network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service management-ad-client

network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service management-dns-client

network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service management-ldap-client

network interface service-policy remove-service -vserver <svm-name>
-policy default-data-files -service management-nis-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service data-fpolicy-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service management-ad-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service management-dns-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service management-ldap-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-blocks -service management-nis-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-iscsi -service data-fpolicy-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-iscsi -service management-ad-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-iscsi -service management-dns-client

network interface service-policy add-service -vserver <svm-name> -policy
default-data-iscsi -service management-ldap-client

network interface service-policy add-service -vserver <svm-name> -policy

default-data-iscsi -service management-nis-client

Gérer les machines virtuelles de stockage de données pour Cloud Volumes ONTAP
dans Azure

Une machine virtuelle de stockage est une machine virtuelle exécutée dans ONTAP qui
fournit des services de stockage et de données a vos clients. Vous connaissez peut-étre
cela sous le nom de SVM ou vserver. Cloud Volumes ONTAP est configuré avec une
machine virtuelle de stockage par défaut, mais vous pouvez créer des machines
virtuelles de stockage supplémentaires lors de I'exécution de Cloud Volumes ONTAP
dans Azure.

Pour créer et gérer des machines virtuelles de stockage de données supplémentaires dans Azure, vous devez
utiliser les API. Cela est di au fait que les APl automatisent le processus de création des machines virtuelles
de stockage et de configuration des interfaces réseau requises. Lors de la création des machines virtuelles de
stockage, la NetApp Console configure les services LIF requis, ainsi qu’un LIF iSCSI requis pour les
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communications SMB/CIFS sortantes a partir de la machine virtuelle de stockage.

Pour plus d’informations sur I'exécution des appels d’API Cloud Volumes ONTAP , reportez-vous a "Votre
premier appel d’API" .

Nombre de machines virtuelles de stockage prises en charge

A partir de Cloud Volumes ONTAP 9.9.0, en fonction de votre licence, plusieurs machines virtuelles de
stockage sont prises en charge avec des configurations spécifiques. Reportez-vous a la "Notes de version de
Cloud Volumes ONTAP" pour vérifier le nombre de machines virtuelles de stockage prises en charge pour
votre version de Cloud Volumes ONTAP.

Toutes les versions de Cloud Volumes ONTAP antérieures a la version 9.9.0 prennent en charge une machine
virtuelle de stockage de service de données et une machine virtuelle de stockage de destination utilisée pour

la reprise apres sinistre. Vous pouvez activer la machine virtuelle de stockage de destination pour 'accés aux
données en cas de panne sur la machine virtuelle de stockage source.

Créer une machine virtuelle de stockage

En fonction de votre configuration et de votre type de licence, vous pouvez créer plusieurs machines virtuelles
de stockage sur un systéme a nceud unique ou dans une configuration a haute disponibilité (HA) en utilisant
les API pour la NetApp Console.

A propos de cette tache

Lorsque vous créez des machines virtuelles de stockage a I'aide des API, en plus de configurer les interfaces
réseau requises, la console modifie également les default-data-files politiques sur les machines
virtuelles de stockage de données en supprimant les services suivants du LIF de données NAS et en les
ajoutant au LIF de données iSCSI utilisé pour les connexions de gestion sortantes :

* data-fpolicy-client

°* management-ad-client

* management-dns-client
* management-ldap-client

°* management-nis-client

Avant de commencer

L’agent de console nécessite des autorisations spécifiques pour créer des machines virtuelles de stockage
pour Cloud Volumes ONTAP. Les autorisations requises sont incluses dans "les politiques fournies par
NetApp" .

systéme a nceud unique

Utilisez I'appel API suivant pour créer une machine virtuelle de stockage sur un systéme a nceud unique.
POST /azure/vsa/working-environments/{workingEnvironmentId}/svm

Incluez les parameétres suivants dans le corps de la requéte :
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{ "svmName": "myNewSvml"

"svmPassword": "optional, the API takes the cluster password if not
provided"
"mgmtLif": "optional, to create an additional management LIF, if you

want to use the storage VM for management purposes”}

paire HA

Utilisez I'appel d’API suivant pour créer une machine virtuelle de stockage sur une paire HA :
POST /azure/ha/working-environments/{workingEnvironmentId}/svm

Incluez les paramétres suivants dans le corps de la requéte :

{ "svmName": "NewSvmName"

"svmPassword": "optional value, the API takes the cluster password if
not provided"

"mgmtLif": "optional value, to create an additional management LIF, if
you want to use the storage VM for management purposes”}

Gérer les machines virtuelles de stockage sur des systémes a nceud unique et des paires haute
disponibilité

A 'aide des API, vous pouvez renommer et supprimer des machines virtuelles de stockage dans les
configurations a nceud unique et HA.

Avant de commencer

L'agent de console nécessite des autorisations spécifiques pour gérer les machines virtuelles de stockage
pour Cloud Volumes ONTAP. Les autorisations requises sont incluses dans "les politiques fournies par
NetApp" .

Renommer une machine virtuelle de stockage

Pour renommer une machine virtuelle de stockage, vous devez fournir les noms de la machine virtuelle de
stockage existante et de la nouvelle machine virtuelle de stockage comme paramétres.

Etapes

« Utilisez I'appel API suivant pour renommer une machine virtuelle de stockage sur un systeme a nceud
unique :

PUT /azure/vsa/working-environments/{workingEnvironmentId}/svm

Incluez les parameétres suivants dans le corps de la requéte :
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"svmNewName" : "NewSvmName",

"svmName": "OldSvmName"

« Utilisez I'appel d’API suivant pour renommer une machine virtuelle de stockage sur une paire HA :
PUT /azure/ha/working-environments/{workingEnvironmentId}/svm

Incluez les paramétres suivants dans le corps de la requéte :

"svmNewName" : "NewSvmName",

"svmName": "OldSvmName"

Supprimer une machine virtuelle de stockage

Dans une configuration a nceud unique ou HA, vous pouvez supprimer une machine virtuelle de stockage si
elle ne posséde aucun volume actif.
Etapes
« Utilisez I'appel API suivant pour supprimer une machine virtuelle de stockage sur un systeme a nceud
unique :
DELETE /azure/vsa/working-environments/{workingEnvironmentId}/svm/{svmName }

« Utilisez I'appel d’API suivant pour supprimer une machine virtuelle de stockage sur une paire HA :

DELETE /azure/ha/working-environments/{workingEnvironmentId}/svm/{svmName }

Informations connexes
* "Préparez-vous a utiliser 'API"
+ "Flux de travail Cloud Volumes ONTAP"
* "Obtenir les identifiants requis"

 "Utiliser les APl REST pour la NetApp Console"

Gérer les machines virtuelles de stockage de données pour Cloud Volumes ONTAP
dans Google Cloud

Une machine virtuelle de stockage est une machine virtuelle exécutée dans ONTAP qui
fournit des services de stockage et de données a vos clients. Vous connaissez peut-étre
cela sous le nom de SVM ou vserver. Cloud Volumes ONTAP est configuré avec une
machine virtuelle de stockage par défaut, mais certaines configurations prennent en
charge des machines virtuelles de stockage supplémentaires.

60


https://docs.netapp.com/us-en/bluexp-automation/cm/prepare.html
https://docs.netapp.com/us-en/bluexp-automation/cm/workflow_processes.html#organization-of-cloud-volumes-ontap-workflows
https://docs.netapp.com/us-en/bluexp-automation/platform/get_identifiers.html#get-the-connector-identifier
https://docs.netapp.com/us-en/bluexp-automation/platform/use_rest_apis.html

Pour créer et gérer des machines virtuelles de stockage de données supplémentaires dans Google Cloud,
vous devez utiliser les API. Cela est d0 au fait que les APl automatisent le processus de création des
machines virtuelles de stockage et de configuration des interfaces réseau requises. Lors de la création des
machines virtuelles de stockage, la NetApp Console configure les services LIF requis, ainsi qu'un LIF iSCSI
requis pour les communications SMB/CIFS sortantes a partir de la machine virtuelle de stockage.

Pour plus d’informations sur I'exécution des appels d’API Cloud Volumes ONTAP , reportez-vous a "Votre
premier appel d’API" .

Nombre de machines virtuelles de stockage prises en charge

A partir de Cloud Volumes ONTAP 9.11.1, en fonction de votre licence, plusieurs machines virtuelles de
stockage sont prises en charge avec des configurations spécifiques. Reportez-vous a la "Notes de version de
Cloud Volumes ONTAP" pour vérifier le nombre de machines virtuelles de stockage prises en charge pour
votre version de Cloud Volumes ONTAP.

Toutes les versions de Cloud Volumes ONTAP antérieures a la version 9.11.1 prennent en charge une
machine virtuelle de stockage de service de données et une machine virtuelle de stockage de destination
utilisée pour la reprise apres sinistre. Vous pouvez activer la machine virtuelle de stockage de destination pour
'acces aux données en cas de panne sur la machine virtuelle de stockage source.

Créer une machine virtuelle de stockage

En fonction de votre configuration et de votre type de licence, vous pouvez créer plusieurs machines virtuelles
de stockage sur un systéme a nceud unique ou dans une configuration de paire haute disponibilité (HA) en
utilisant les API.

A propos de cette tache

Lorsque vous créez des machines virtuelles de stockage a I'aide des API, en plus de configurer les interfaces
réseau requises, la console modifie également les default-data-files politiques sur les machines
virtuelles de stockage de données en supprimant les services suivants du LIF de données NAS et en les
ajoutant au LIF de données iSCSI utilisé pour les connexions de gestion sortantes :

* data-fpolicy-client

* management-ad-client

°* management-dns-client
* management-ldap-client

°* management-nis-client

Avant de commencer

L’agent de console nécessite des autorisations spécifiques pour créer des machines virtuelles de stockage
pour les paires Cloud Volumes ONTAP HA. Les autorisations requises sont incluses dans "les politiques
fournies par NetApp" .

systéme a noeud unique

Utilisez I'appel API suivant pour créer une machine virtuelle de stockage sur un systéme a nceud unique.
POST /gcp/vsa/working-environments/{workingEnvironmentId}/svm

Incluez les parameétres suivants dans le corps de la requéte :
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{ "svmName": "NewSvmName"

"svmPassword": "optional value, the API takes the cluster password if
not provided"

"mgmtLif": "optional value, to create an additional management LIF, if
you want to use the storage VM for management purposes"}

paire HA

Utilisez I'appel d’API suivant pour créer une machine virtuelle de stockage sur une paire HA :
POST /gcp/ha/working-environments/{workingEnvironmentId}/svm/

Incluez les paramétres suivants dans le corps de la requéte :

{ "svmName": "NewSvmName"
"svmPassword": "optional value, the API takes the cluster password if
not provided"

}

Gérer les machines virtuelles de stockage

A 'aide des API, vous pouvez renommer et supprimer des machines virtuelles de stockage dans les
configurations a nceud unique et HA.

Avant de commencer

L'agent de console nécessite des autorisations spécifiques pour gérer les machines virtuelles de stockage
pour les paires Cloud Volumes ONTAP HA. Les autorisations requises sont incluses dans "les politiques
fournies par NetApp" .

Renommer une machine virtuelle de stockage

Pour renommer une machine virtuelle de stockage, vous devez fournir les noms de la machine virtuelle de
stockage existante et de la nouvelle machine virtuelle de stockage comme paramétres.

Etapes
« Utilisez I'appel API suivant pour renommer une machine virtuelle de stockage sur un systeme a nceud
unique :

PUT /gcp/vsa/working-environments/{workingEnvironmentId}/svm

Incluez les parameétres suivants dans le corps de la requéte :

"svmNewName" : "NewSvmName",

"svmName": "OldSvmName"
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« Utilisez I'appel d’API suivant pour renommer une machine virtuelle de stockage sur une paire HA :
PUT /gcp/ha/working-environments/{workingEnvironmentId}/svm

Incluez les parameétres suivants dans le corps de la requéte :

"svmNewName" : "NewSvmName",

"svmName": "OldSvmName"

Supprimer une machine virtuelle de stockage

Dans une configuration a nceud unique ou HA, vous pouvez supprimer une machine virtuelle de stockage si
elle ne possede aucun volume actif.

Etapes
« Utilisez I'appel API suivant pour supprimer une machine virtuelle de stockage sur un systeme a nceud
unique :
DELETE /gcp/vsa/working-environments/{workingEnvironmentId}/svm/{svmName }

« Utilisez I'appel d’API suivant pour supprimer une machine virtuelle de stockage sur une paire HA :

DELETE /gcp/ha/working-environments/{workingEnvironmentId}/svm/{svmName }

Informations connexes

* "Préparez-vous a utiliser I'API"

* "Flux de travail Cloud Volumes ONTAP"

+ "Obtenir les identifiants requis”

« "Utiliser les API REST pour la NetApp Console"

Configurer la reprise aprés sinistre des machines virtuelles de stockage pour
Cloud Volumes ONTAP

La NetApp Console n'offre pas de prise en charge de la configuration ou de
I'orchestration pour la reprise aprés sinistre des machines virtuelles de stockage (SVM).
Pour effectuer ces taches, utilisez ONTAP System Manager ou l'interface de ligne de
commande ONTAP .

Si vous configurez la réplication SVM SnapMirror entre deux systemes Cloud Volumes ONTAP, la réplication
doit s’effectuer entre deux systémes en paire haute disponibilité ou deux systéemes a noeud unique. Vous ne
pouvez pas configurer la réplication SVM SnapMirror entre une paire haute disponibilité et un systéeme a nceud
unique.

Reportez-vous aux documents suivants pour obtenir les instructions de I'interface de ligne de commande
ONTAP .
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» "Guide de préparation express a la reprise aprés sinistre SVM"

* "Guide de reprise aprés sinistre SVM Express"

Sécurité et cryptage des données

Chiffrer les volumes sur Cloud Volumes ONTAP avec les solutions de chiffrement
NetApp

Cloud Volumes ONTAP prend en charge NetApp Volume Encryption (NVE) et NetApp
Aggregate Encryption (NAE). NVE et NAE sont des solutions logicielles qui permettent le
chiffrement des données au repos des volumes conforme a la norme FIPS 140-2. "En
savoir plus sur ces solutions de cryptage" .

NVE et NAE sont tous deux pris en charge avec un gestionnaire de clés externe.

] fin si::aws|] ifdef::azure(] fin si::azure[] ifdef::gcpl] fin si::gcp]] ifdef::aws]] fin si::aws|[] ifdef::azure[] fin
si::azure[] ifdef::gcp[] fin si::gcp[

Gérer les clés de chiffrement Cloud Volumes ONTAP avec AWS Key Management
Service

Vous pouvez utiliser'Service de gestion des clées (KMS) d’AWS" pour protéger vos clés
de chiffrement ONTAP dans une application déployée sur AWS.

La gestion des clés avec AWS KMS peut étre activée avec l'interface de ligne de commande ou 'API REST
ONTAP .

Lorsque vous utilisez le KMS, sachez que par défaut, le LIF d’'un SVM de données est utilisé pour
communiquer avec le point de terminaison de gestion des clés cloud. Un réseau de gestion de nceuds est
utilisé pour communiquer avec les services d’authentification d’AWS. Si le réseau du cluster n’est pas
configuré correctement, le cluster n’utilisera pas correctement le service de gestion des clés.

Avant de commencer
* Cloud Volumes ONTAP doit exécuter la version 9.12.0 ou ultérieure

* Vous devez avoir installé la licence Volume Encryption (VE) et
* Vous devez avoir installé la licence Multi-tenant Encryption Key Management (MTEKM).
» Vous devez étre un administrateur de cluster ou de SVM

* Vous devez avoir un abonnement AWS actif

@ Vous ne pouvez configurer que des clés pour un SVM de données.

Configuration

AWS

1. Vous devez créer un"accorder” pour la clé AWS KMS qui sera utilisée par le réle IAM gérant le chiffrement.
Le réle IAM doit inclure une politique qui autorise les opérations suivantes :

° DescribeKey
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° Encrypt
> "Decrypt Pour créer une subvention, reportez-vous a"Documentation AWS" .
2. "Ajoutez une politique au réle IAM approprié."La politique devrait soutenir la DescribeKey , Encrypt , et

Decrypt opérations.

Cloud Volumes ONTAP
1. Basculez vers votre environnement Cloud Volumes ONTAP .

2. Passer au niveau de privilége avancé :
set -privilege advanced

3. Activer le gestionnaire de clés AWS :
security key-manager external aws enable -vserver data svm name -region
AWS region -key-id key ID -encryption-context encryption context

4. Lorsque vous y étes invité, entrez la clé secreéte.

5. Confirmez que AWS KMS a été correctement configuré :
security key-manager external aws show -vserver svm name

Gérer les clés de chiffrement Cloud Volumes ONTAP avec Azure Key Vault

Vous pouvez utiliser Azure Key Vault (AKV) pour protéger vos clés de chiffrement ONTAP
dans une application déployée par Azure. Reportez-vous a la"Documentation Microsoft" .

AKYV peut étre utilisé pour protéger les clés NetApp Volume Encryption (NVE) uniquement pour les SVM de
données. Pour plus d’informations, reportez-vous a la "Documentation ONTAP" .

La gestion des clés avec AKV peut étre activée avec la CLI ou TAPI REST ONTAP .

Lorsque vous utilisez AKV, sachez que par défaut, un LIF SVM de données est utilisé pour communiquer avec
le point de terminaison de gestion des clés cloud. Un réseau de gestion de nosuds est utilisé pour
communiquer avec les services d’authentification du fournisseur de cloud (login.microsoftonline.com). Si le
réseau du cluster n’est pas configuré correctement, le cluster n’utilisera pas correctement le service de gestion
des clés.

Avant de commencer
* Cloud Volumes ONTAP doit exécuter la version 9.10.1 ou ultérieure

* Licence Volume Encryption (VE) installée (la licence NetApp Volume Encryption est automatiquement
installée sur chaque systeme Cloud Volumes ONTAP enregistré auprés du support NetApp )

* Vous devez disposer d’'une licence de gestion des clés de chiffrement multi-locataires (MT_EK_MGMT)
» Vous devez étre un administrateur de cluster ou de SVM
» Un abonnement Azure actif
Limites
* AKV ne peut étre configuré que sur un SVM de données
* NAE ne peut pas étre utilisé avec AKV. NAE nécessite un serveur KMIP pris en charge en externe.

* Les nceuds Cloud Volumes ONTAP interrogent AKV toutes les 15 minutes pour confirmer I'accessibilité et
la disponibilité des clés. Cette période d’interrogation n’est pas configurable et aprés quatre échecs
consécutifs dans la tentative d’interrogation (totalisant 1 heure), les volumes sont mis hors ligne.
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Processus de configuration

Les étapes décrites expliquent comment enregistrer votre configuration Cloud Volumes ONTAP aupres d’Azure
et comment créer un coffre de clés Azure et des clés. Si vous avez déja effectué ces étapes, assurez-vous
d’avoir les parameétres de configuration corrects, en particulier dansCreer un coffre de clés Azure , puis passez
aConfiguration de Cloud Volumes ONTAP .

Enregistrement d’application Azure

Créer un secret client Azure

Creéer un coffre de clés Azure

Créer une clé de cryptage

Créer un point de terminaison Azure Active Directory (HA uniquement)
Configuration de Cloud Volumes ONTAP

Enregistrement d’application Azure

1.

Vous devez d’abord enregistrer votre application dans 'abonnement Azure que vous souhaitez que Cloud
Volumes ONTAP utilise pour accéder a Azure Key Vault. Dans le portail Azure, sélectionnez Inscriptions
d’applications.

Sélectionnez Nouvelle inscription.

Donnez un nom a votre application et sélectionnez un type d’application pris en charge. Le locataire
unique par défaut suffit pour I'utilisation d’Azure Key Vault. Sélectionnez S’inscrire.

Dans la fenétre Présentation d’Azure, sélectionnez I'application que vous avez enregistrée. Copiez I'ID
d’application (client) et I'ID de répertoire (locataire) dans un emplacement sécurisé. lls seront exigés
plus tard dans le processus d’inscription.

Créer un secret client Azure

1.

Dans le portail Azure pour l'inscription de votre application Azure Key Vault, sélectionnez le volet
Certificats et secrets.

. Sélectionnez Nouveau secret client. Saisissez un nom significatif pour votre secret client. NetApp

recommande une période d’expiration de 24 mois ; cependant, vos politiques de gouvernance cloud
spécifiques peuvent nécessiter un paramétre différent.

Cliquez sur Ajouter pour créer le secret client. Copiez la chaine secréte répertoriée dans la colonne
Valeur et stockez-la dans un endroit sGr pour une utilisation ultérieure.Configuration de Cloud Volumes
ONTAP . La valeur secrete ne sera plus affichée aprés avoir quitté la page.

Créer un coffre de clés Azure

1.

Si vous disposez d’'un Azure Key Vault existant, vous pouvez le connecter a votre configuration Cloud
Volumes ONTAP ; toutefois, vous devez adapter les stratégies d’accés aux parameétres de ce processus.

Dans le portail Azure, accédez a la section Key Vaults.

3. Cliquez sur +Créer et saisissez les informations requises, notamment le groupe de ressources, la région et

le niveau de tarification. De plus, saisissez le nombre de jours pendant lesquels conserver les coffres
supprimés et sélectionnez Activer la protection contre la purge sur le coffre de clés.

Sélectionnez Suivant pour choisir une politique d’acces.

5. Sélectionnez les options suivantes :
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a. Sous Configuration d’acceés, sélectionnez la Stratégie d’accés au coffre-fort.

b. Sous Accés aux ressources, sélectionnez Azure Disk Encryption pour le chiffrement du volume.



. Sélectionnez +Créer pour ajouter une politique d’acces.

7. Sous Configurer a partir d’un modéle, cliquez sur le menu déroulant, puis sélectionnez le modele

Gestion des clés, des secrets et des certificats.

. Choisissez chacun des menus déroulants d’autorisations (clé, secret, certificat), puis Sélectionner tout en
haut de la liste des menus pour sélectionner toutes les autorisations disponibles. Vous devriez avoir :

o Autorisations clés : 20 sélectionnées
o Autorisations secreétes : 8 sélectionnées

o Autorisations de certificat : 16 sélectionnés
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Create an access policy X
© Permissions  (©) Principal  (2) Application (optional) (4) Review + create

Configure from a template

Key, Secret, & Certificate Management W
Key permissions Secret permissions Certificate permissions
Key Managerment Operations Secret Management Operations Certificate Management Operations

n Select all ﬂ Select all B Select all

B Get E Get B Get
B List n List H List
. Update . Set B Update
n Create H Delete B Create
B oot B recover B import
B Delete E Backup B Delete
B Recover u Restore ’ Recover

n Backup B Backup

Privileged Secret Operations
n Restore B Restore

B selectall
B Manage Contacts
Cryptographic Operations n Purge

B Select all

B Manage Certificate Authorities

. Get Certificate Authorities

B Decrypt ﬂ List Certificate Authorities
ﬂ Encrypt B Set Certificate Authorities
B3 unwrap key B Delete Certificate Authorities
n Wrap Key

. Verify Privileged Certificate Operations

B sion E Select all
. Purge

Privileged Key Operations

n Select all
B Purge
B Release

Rotation Policy Operations

B Select all
ﬂ Rotate

B Get Rotation Policy
B Set Rotation Policy

F,rl"‘I”JIIl‘ m




9. Cliquez sur Suivant pour sélectionner I'application enregistrée Azure Principale que vous avez créée
dansEnregistrement d’application Azure . Sélectionnez Suivant.

@ Un seul principal peut étre attribué par politique.

Create an access policy X

@ Permissions @ Principal Application (optional) 4] Review + create

Only 1 principal can be assigned per access policy,
Use the new embedded expenience to select a principal. The previous popup expenence can be accessed here. Select a principal

~  Search by object 1D, name, or email address

Selected item

Mo itern selected

10. Cliquez sur Suivant deux fois jusqu’a arriver a Vérifier et créer. Ensuite, cliquez sur Créer.
11. Sélectionnez Suivant pour passer aux options Réseau.

12. Choisissez la méthode d’accés au réseau appropriée ou sélectionnez Tous les réseaux et Réviser +
Créer pour créer le coffre-fort de clés. (La méthode d’accés au réseau peut étre prescrite par une politique
de gouvernance ou par votre équipe de sécurité cloud d’entreprise.)

13. Enregistrez 'URI du coffre de clés : dans le coffre de clés que vous avez crée, accédez au menu
Présentation et copiez I'URI du coffre dans la colonne de droite. Vous en aurez besoin pour une étape
ultérieure.

Créer une clé de cryptage
1. Dans le menu du Key Vault que vous avez créé pour Cloud Volumes ONTAP, accédez a I'option Clés.

2. Sélectionnez Générer/importer pour créer une nouvelle clé.
3. Laissez I'option par défaut définie sur Générer.

4. Fournissez les informations suivantes :
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> Nom de la clé de chiffrement
o Type de clé : RSA
o Taille de la clé RSA: 2048
o Activé : Oui
5. Sélectionnez Créer pour créer la clé de chiffrement.
6. Revenez au menu Clés et sélectionnez la clé que vous venez de créer.
7. Sélectionnez I'ID de clé sous Version actuelle pour afficher les propriétés de la clé.

8. Localisez le champ Identifiant de clé. Copiez 'URI jusqu’a la chaine hexadécimale, mais sans l'inclure.

Créer un point de terminaison Azure Active Directory (HA uniquement)

1. Ce processus n’est requis que si vous configurez Azure Key Vault pour un systeme HA Cloud Volumes
ONTAP .

2. Dans le portail Azure, accédez a Réseaux virtuels.

3. Sélectionnez le réseau virtuel sur lequel vous avez déployé le systéme Cloud Volumes ONTAP et
sélectionnez le menu Sous-réseaux sur le c6té gauche de la page.

4. Sélectionnez le nom du sous-réseau pour votre déploiement Cloud Volumes ONTAP dans la liste.

5. Accédez a la rubrique Points de terminaison de service. Dans le menu déroulant, sélectionnez les
éléments suivants :

o Microsoft.AzureActiveDirectory
o Microsoft.KeyVault

o Microsoft.Storage (facultatif)
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SERVICE ENDPOINTS

over service endpoints. Learn more

Create service endpoint policies to allow traffic to specific azure resources from your virtual network

Services (1)
3 selected 7
Service Status
Microsoft.Storage Succeeded i’
Microsoft. AzurebctiveDirectory Succeeded i’
Microsoft KeyVault Succeeded i’
Service endpoint policies
0 selected 7
SUBNET DELEGATION
Delegate subnet to a service (O
Mone L

METWORK POLICY FOR PRIVATE ENDPOINTS

Private endpoint network policy

The network policy affects all private endpoints in this subnet To use network security groups,
application security groups, or user defined routes to control traffic going to a private endpoint, set
the private endpoint network policy to enabled. Learn more

Disabled

6. Sélectionnez Enregistrer pour capturer vos parametres.

Configuration de Cloud Volumes ONTAP

1. Connectez-vous au LIF de gestion de cluster avec votre client SSH préféré.

2. Entrez le mode privilége avancé dans ONTAP:
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set advanced -con off

3. Identifiez le SVM de données souhaité et vérifiez sa configuration DNS :
vserver services name-service dns show

a. Si une entrée DNS pour le SVM de données souhaité existe et qu’elle contient une entrée pour le DNS
Azure, aucune action n’est requise. Si ce n’est pas le cas, ajoutez une entrée de serveur DNS pour la

SVM de données qui pointe vers le DNS Azure, le DNS privé ou le serveur local. Cela doit
correspondre a I'entrée pour le SVM d’administration du cluster :

vserver services name-service dns create -vserver SVM name -domains domain

-name-servers IP address

b. Vérifiez que le service DNS a été créé pour le SVM de données :
vserver services name-service dns show

4. Activez Azure Key Vault a I'aide de I'ID client et de I'ID locataire enregistrés apres I'enregistrement de
I'application :
security key-manager external azure enable -vserver SVM name -client-id
Azure client ID -tenant-id Azure tenant ID -name key vault URI -key-id
full key URI

(D Le full key URI la valeur doit utiliser le <https:// <key vault host
name>/keys/<key label> format.

5. Une fois Azure Key Vault activé avec succes, entrez le client secret value lorsque vousy étes
invité.

6. Vérifiez I'état du gestionnaire de clés :
security key-manager external azure check Le résultat ressemblera a:

::*> security key-manager external azure check

Vserver: data svm name
Node: akvlab01-01

Category: service reachability
Status: OK

Category: ekmip server
Status: OK

Category: kms wrapped key status
Status: UNKNOWN
Details: No volumes created yet for the vserver. Wrapped KEK status
will be available after creating encrypted volumes.

3 entries were displayed.

Sile service reachability le statut n’est pas OK , le SVM ne peut pas atteindre le service Azure Key

Vault avec toute la connectivité et les autorisations requises. Assurez-vous que vos stratégies réseau et

votre routage Azure n’empéchent pas votre réseau virtuel privé d’atteindre le point de terminaison public
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Azure Key Vault. Si tel est le cas, envisagez d'utiliser un point de terminaison privé Azure pour accéder au
coffre de clés a partir du réseau virtuel. Vous devrez peut-étre également ajouter une entrée d’hbtes
statiques sur votre SVM pour résoudre I'adresse IP privée de votre point de terminaison.

Le kms_wrapped key status fera un rapport UNKNOWN lors de la configuration initiale. Son statut
changera en OK apres que le premier volume soit crypté.

7. FACULTATIF : créez un volume de test pour vérifier la fonctionnalité de NVE.

vol create -vserver SVM name -volume volume name -aggregate aggr -size size
-state online -policy default

Si configuré correctement, Cloud Volumes ONTAP créera automatiquement le volume et activera le
chiffrement du volume.

8. Confirmez que le volume a été créé et chiffré correctement. Si c’'est le cas, le ~is-encryptedle
parameétre s’affichera comme true .
vol show -vserver SVM name -fields is-encrypted

9. Facultatif : si vous souhaitez mettre a jour les informations d’identification sur le certificat d’authentification
Azure Key Vault, utilisez la commande suivante :
security key-manager external azure update-credentials -vserver vl
—-authentication-method certificate

Liens connexes

+ "Configurer Cloud Volumes ONTAP pour utiliser une clé gérée par le client dans Azure"
« "Documentation Microsoft Azure : A propos d’Azure Key Vault"

* "Guide de référence des commandes ONTAP"

Gérer les clés de chiffrement Cloud Volumes ONTAP avec Google Cloud KMS

Vous pouvez utiliser"Service de gestion des clés de Google Cloud Platform (Cloud KMS)"
pour protéger vos clés de chiffrement Cloud Volumes ONTAP dans une application
déployée sur Google Cloud Platform.

La gestion des clés avec Cloud KMS peut étre activée avec linterface de ligne de commande ONTAP ou I'API
REST ONTAP .

Lorsque vous utilisez Cloud KMS, sachez que par défaut, le LIF d’'un SVM de données est utilisé pour
communiquer avec le point de terminaison de gestion des clés cloud. Un réseau de gestion de nceuds est
utilisé pour communiquer avec les services d’authentification du fournisseur de cloud (oauth2.googleapis.com).
Si le réseau du cluster n’est pas configuré correctement, le cluster n’utilisera pas correctement le service de
gestion des clés.

Avant de commencer

* Votre systéeme doit exécuter Cloud Volumes ONTAP 9.10.1 ou une version ultérieure

* Vous devez utiliser un SVM de données. Cloud KMS ne peut étre configuré que sur un SVM de données.
* Vous devez étre un administrateur de cluster ou de SVM

 Lalicence Volume Encryption (VE) doit étre installée sur le SVM

« A partir de Cloud Volumes ONTAP 9.12.1 GA, la licence multi-locataire Encryption Key Management
(MTEKM) doit également étre installée
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https://docs.netapp.com/fr-fr/storage-management-cloud-volumes-ontap/task-set-up-azure-encryption.html
https://learn.microsoft.com/en-us/azure/key-vault/general/overview
https://docs.netapp.com/us-en/ontap-cli/index.html
https://cloud.google.com/kms/docs

* Un abonnement Google Cloud Platform actif est requis

Configuration

Google Cloud

1. Dans votre environnement Google Cloud,"créer un trousseau de clés et une clé GCP symétriques" .
2. Attribuez un rble personnalisé a la clé Cloud KMS et au compte de service Cloud Volumes ONTAP .

a. Créer le role personnalisé :

gcloud iam roles create kmsCustomRole
--project=<project id>
-—title=<kms custom role name>

-—description=<custom role description>

--permissions=cloudkms.cryptoKeyVersions.get,cloudkms.cryptoKeyVersio
ns.list,cloudkms.cryptoKeyVersions.useToDecrypt, cloudkms.cryptoKeyVer
sions.useToEncrypt, cloudkms.cryptoKeys.get,cloudkms.keyRings.get,clou
dkms.locations.get,cloudkms.locations.list, resourcemanager.projects.g
et

—--stage=GA

b. Attribuez le réle personnalisé que vous avez créé :
gcloud kms keys add-iam-policy-binding key name --keyring key ring name
-—location key location —--member serviceAccount: service account Name
--role projects/customer project id/roles/kmsCustomRole

Si vous utilisez Cloud Volumes ONTAP 9.13.0 ou une version ultérieure, vous n’avez
@ pas besoin de créer un rdle personnalisé. Vous pouvez attribuer le
prédéfinifcloudkms.cryptoKeyEncrypterDecrypter *] role.

3. Télécharger la clé JSON du compte de service :
gcloud iam service-accounts keys create key-file --iam-account=sa-name
@project-id.iam.gserviceaccount.com

Cloud Volumes ONTAP
1. Connectez-vous au LIF de gestion de cluster avec votre client SSH préféré.

2. Passer au niveau de privilége avancé :
set -privilege advanced

3. Créez un DNS pour les données SVM.
dns create -domains c.<project>.internal -name-servers server address -vserver
SVM name

4. Créer une entrée CMEK :
security key-manager external gcp enable -vserver SVM name -project-id project
-key-ring-name key ring name -key-ring-location key ring location -key-name
key name
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https://cloud.google.com/kms/docs/creating-keys

5. Lorsque vous y étes invité, saisissez la clé JSON du compte de service de votre compte GCP.

6. Confirmer que le processus activé a réussi :
security key-manager external gcp check -vserver svm name

7. FACULTATIF : créer un volume pour tester le chiffrement vol create volume name -aggregate
aggregate -vserver vserver name -size 10G

Dépannage

Si vous avez besoin de résoudre un probléme, vous pouvez suivre les journaux bruts de 'API REST dans les
deux dernieres étapes ci-dessus :

1. set d

2. systemshell -node node -command tail -f /mroot/etc/log/mlog/kmip2 client.log

Activer les solutions de protection contre les ransomwares NetApp pour Cloud
Volumes ONTAP

Les attaques de ransomware peuvent colter du temps, des ressources et de la
réputation a une entreprise. La NetApp Console vous permet de mettre en ceuvre deux
solutions NetApp contre les ransomwares : la protection contre les extensions de fichiers
de ransomware courantes et la protection autonome contre les ransomwares (ARP). Ces
solutions fournissent des outils efficaces de visibilité, de détection et de correction.

Protection contre les extensions de fichiers courantes de ransomware

Disponible sur la console, le paramétre Protection contre les ransomwares vous permet d’utiliser la
fonctionnalité ONTAP FPolicy pour vous protéger contre les types d’extensions de fichiers de ransomwares
courants.

Etapes

1. Sur la page Systémes, double-cliquez sur le nom du systeéme Cloud Volumes ONTAP que vous configurez
pour utiliser la protection contre les ransomwares.

2. Dans l'onglet Présentation, cliquez sur le panneau Fonctionnalités, puis cliquez sur I'icdne en forme de
crayon a c6té de Protection contre les ransomwares.
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Information Features
System Tags 3 Tags y
Scheduled Downtime Off I
Blob Access Tiering Hot i
Instance Type Standard_E8ds_v4 i
Charging Method Capacity-based &)
Write Speed Not Supported f
Ransomware Protection Off i
Support Registration Not Registered i
WORM Disabled 2
CIFS Setup i

3. Mettre en ceuvre la solution NetApp contre les ransomwares :
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a. Cliquez sur Activer la stratégie de snapshot, si vous avez des volumes pour lesquels aucune
stratégie de snapshot n’est activée.

La technologie NetApp Snapshot fournit la meilleure solution du secteur pour la correction des
ransomwares. La clé d’une récupération réussie est la restauration a partir de sauvegardes non
infectées. Les copies instantanées sont en lecture seule, ce qui empéche la corruption par
ransomware. lls peuvent également fournir la granularité nécessaire pour créer des images d’une
copie de fichier unique ou une solution compléte de reprise apres sinistre.



b. Cliquez sur Activer FPolicy pour activer la solution FPolicy dONTAP, qui peut bloquer les opérations
sur les fichiers en fonction de I'extension d’un fichier.

Cette solution préventive améliore la protection contre les attaques de ransomware en bloquant les
types de fichiers de ransomware courants.

La portée FPolicy par défaut bloque les fichiers qui ont les extensions suivantes :

micro, chiffré, verrouillé, crypto, crypt, crinf, rba, XRNT, XTBL, R16M01D05, pzdc, bien, MDR !, OMG !,
RDM, RRK, encryptedRS, crjoker, EnCiPhErEd, LeChiffre

Cette étendue est créée lorsque vous activez FPolicy sur Cloud Volumes ONTAP. La
liste est basée sur les types de fichiers de ransomware courants. Vous pouvez

personnaliser les extensions de fichiers bloquées a I'aide des commandes vserver

fpolicy policy scope de I'interface de ligne de commande Cloud Volumes ONTAP .

Ransomware Pratection

Ransomware attacks can cost a business time, resources, and reputation. The MetApp solution for ransomware provides effective tools for visibility, detection, and remediation. Learn More

o Enable Snapshot Copy Protection o Block Ransomware File Extensions

50 % )

Protection

ONTAP's native FPolicy configuration menitors and blocks file operations
1 volumes without a Snapshat Policy based on a file's extension,

To protect your data, activate the default Snapshot policy for these volumes View Denied File Names

Activate Snapshot Policy Activate FPolicy

Protection autonome contre les ransomwares

Cloud Volumes ONTAP prend en charge la fonctionnalité Autonomous Ransomware Protection (ARP), qui
effectue des analyses sur les charges de travail pour détecter et avertir de maniére proactive des activités
anormales pouvant indiquer une attaque de ransomware.

Indépendamment des protections d’extension de fichier fournies par le "parametre de protection contre les
ransomwares" , la fonctionnalité ARP utilise I'analyse de la charge de travail pour alerter I'utilisateur sur les
attaques potentielles en fonction d’une « activité anormale » détectée. Le paramétre de protection contre les
ransomwares et la fonction ARP peuvent étre utilisés conjointement pour une protection compléte contre les
ransomwares.

La fonctionnalité ARP est disponible pour une utilisation avec les abonnements BYOL (Bring Your Own
License) et Marketplace pour vos licences sans frais supplémentaires.

Les volumes compatibles ARP ont un état désigné « Mode d’apprentissage » ou « Actif ».
La configuration d’ARP pour les volumes est effectuée via ONTAP System Manager et ONTAP CLI.

Pour plus d’informations sur la fagon d’activer ARP avec ONTAP System Manager et I' ONTAP CLI, reportez-
vous a la "Documentation ONTAP : Activer la protection autonome contre les ransomwares" .
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https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-protecting-ransomware.html#protection-from-common-ransomware-file-extensions
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-protecting-ransomware.html#protection-from-common-ransomware-file-extensions
https://docs.netapp.com/us-en/ontap/anti-ransomware/enable-task.html

Autonomous Ransomware Protection
0 TiB 100 TiB O TiB
Protected Capacity Precommitted capacity PAYGO

BYOL 100 TiB

Marketplace Contracts O TiB

Créer des copies instantanées inviolables des fichiers WORM sur Cloud Volumes
ONTAP

Vous pouvez créer des copies Snapshot inviolables de fichiers WORM (écriture unique,
lecture multiple) sur un systéme Cloud Volumes ONTAP et conserver les snapshots sous
une forme non modifiée pendant une période de conservation spécifique. Cette
fonctionnalité est alimentée par la technologie SnapLock et fournit une couche
supplémentaire de protection des données et de conformité.

Avant de commencer

Assurez-vous que le volume que vous utilisez pour créer des copies Snapshot est un volume SnaplLock . Pour
plus d’informations sur 'activation de la protection SnapLock sur les volumes, reportez-vous a la
"Documentation ONTAP : Configurer SnapLock" .

Etapes
1. Créez des copies instantanées a partir du volume SnapLock . Pour plus d’'informations sur la création de

copies instantanées a I'aide de I'interface de ligne de commande ou du Gestionnaire systéme, reportez-
vous au "Documentation ONTAP : Présentation de la gestion des copies Snapshot locales" .

Les copies Snapshot héritent des propriétés WORM du volume, ce qui les rend inviolables. La technologie
Snaplock sous-jacente garantit qu’un instantané reste protégé contre toute modification ou suppression
jusqu’a ce que la période de conservation spécifiée soit écoulée.

2. Vous pouvez modifier la période de conservation s’il est nécessaire de modifier ces instantanés. Pour plus
d’'informations, reportez-vous a la "Documentation ONTAP : définir la durée de rétention” .

Méme si une copie Snapshot est protégée pendant une période de conservation spécifique, le
volume source peut étre supprimé par un administrateur de cluster, car le stockage WORM

@ dans Cloud Volumes ONTAP fonctionne sous un modéle « administrateur de stockage approuve
». De plus, un administrateur cloud de confiance peut supprimer les données WORM en
agissant sur les ressources de stockage cloud.
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https://docs.netapp.com/us-en/ontap/snaplock/snaplock-config-overview-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/manage-local-snapshot-copies-concept.html
https://docs.netapp.com/us-en/ontap/snaplock/set-retention-period-task.html#set-the-default-retention-period

Liens connexes

* Pour plus d’informations sur WORM, consultez"En savoir plus sur le stockage WORM sur Cloud Volumes
ONTAP" .

* Pour plus d’informations sur la facturation des volumes SnapLock , veuillez consulter'Gestion des licences
et facturation dans Cloud Volumes ONTAP" .

Administration du systéme

Mettre a niveau Cloud Volumes ONTAP

Mettez a niveau Cloud Volumes ONTAP a partir de la NetApp Console pour accéder aux
derniéres nouvelles fonctionnalités et améliorations. Vous devez préparer les systemes
Cloud Volumes ONTAP avant de mettre a niveau le logiciel.

Présentation de la mise a niveau

Vous devez tenir compte des éléments suivants avant de démarrer le processus de mise a niveau de Cloud
Volumes ONTAP .

Mise a niveau a partir de la console uniquement

Vous ne devez pas mettre a niveau Cloud Volumes ONTAP a I'aide ONTAP System Manager ou de l'interface
de ligne de commande ONTAP , mais uniquement de la console. Dans le cas contraire, cela pourrait avoir un
impact sur la stabilité du systéme.

La console propose deux maniéres de mettre a niveau Cloud Volumes ONTAP:
* En suivant les notifications de mise a jour qui apparaissent sur le systeme
* En plagant 'image de mise a niveau a un emplacement HTTPS, puis en fournissant a la console 'URL

Chemins de mise a niveau pris en charge

La version de Cloud Volumes ONTAP vers laquelle vous pouvez effectuer une mise a niveau dépend de la
version que vous utilisez actuellement. Chaque version générique ou corrective d’une publication dans les
tableaux suivants représente la version de base disponible pour la mise a niveau. Pour plus de détails sur les
correctifs disponibles, consultez la "notes de version avec gestion des versions" pour chaque publication.

Chemins de mise a niveau pris en charge pour AWS

Version actuelle Versions vers lesquelles vous pouvez directement
mettre a niveau

9171 P1 9.18.1

9.16.1 9.17.1 P1

9.15.1 9.16.1

9.15.0 9.15.1

9.14.1 9.15.1
9.15.0
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concept-worm.html
concept-worm.html
concept-licensing-charging.html
concept-licensing-charging.html
https://docs.netapp.com/us-en/cloud-volumes-ontap-relnotes/reference-new.html

Version actuelle Versions vers lesquelles vous pouvez directement
mettre a niveau

9.14.0 9.14.1
9.13.1 9.141
9.14.0
9.13.0 9.13.1
9.12.1 9.13.1
9.13.0
9.12.0 9.12.1
9.11.1 9.12.1
9.12.0
9.11.0 9.11.1
9.10.1 9.11.1
9.11.0
9.10.0 9.10.1
9.9.1 9.10.1
9.10.0
9.9.0 9.9.1
9,8 9.9.1
9,7 9,8
9,6 9,7
9,5 9,6
9,4 9,5
9,3 9,4
9,2 9,3
9,1 9,2
9,0 9,1
8,3 9,0

Chemins de mise a niveau pris en charge pour Azure

Version actuelle Versions vers lesquelles vous pouvez directement
mettre a niveau

9.17.1 P1 9.18.1

9.16.1 P3 9.17.1 P1

9.15.1 P10 9.16.1 P3
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Version actuelle

9.14.1 P13
9.13.1 P16
9.12.1 P18
9.11.1 P20

Versions vers lesquelles vous pouvez directement
mettre a niveau

9.15.1 P10
9.14.1 P13
9.13.1 P16
9.12.1 P18

Si vous disposez d’'une version inférieure de Cloud Volumes ONTAP dans Azure, vous devez d’abord effectuer
une mise a niveau vers la version suivante et suivre les chemins de mise a niveau pris en charge pour
atteindre votre version cible. Par exemple, si vous disposez de Cloud Volumes ONTAP 9.7 P7, suivez ce

chemin de mise a niveau :

* 9.7P7 —9.8P18

*+ 9.8P18 -5 9.9.1 P15

* 9.9.1 P15 - 9.10.1 P12
* 9.10.1 P12 —» 9.11.1 P20

Chemins de mise a niveau pris en charge pour Google Cloud

Version actuelle

9.17.1 P1
9.16.1
9.15.1
9.15.0
9.141

9.14.0
9.13.1

9.13.0
9.121

9.12.0
9.11.1

9.11.0
9.10.1

Versions vers lesquelles vous pouvez directement
mettre a niveau

9.18.1
9.17.1 P1
9.16.1
9.15.1
9.16.1
9.15.0
9.141
9.141
9.14.0
9.13.1
9.13.1
9.13.0
9.121
9.121
9.12.0
9.11.1
9.11.1
9.11.0

81



Version actuelle Versions vers lesquelles vous pouvez directement

9.1
9.9

9.9
9,8
9,7
9,6
9,5
9,4
9,3
9,2
9,1
9,0
8,3

mettre a niveau
0.0 9.10.1
A 9.10.1
9.10.0
.0 9.9.1
9.9.1
9,8
9,7
9,6
9,5
9,4
9,3
9,2
9,1
9,0

Notez ce qui suit :

Les chemins de mise a niveau pris en charge pour Cloud Volumes ONTAP sont différents de ceux d’'un
cluster ONTAP sur site.

Si vous effectuez une mise a niveau en suivant les notifications qui s’affichent dans un systéme, la console
vous invitera a effectuer une mise a niveau vers une version qui suit ces chemins de mise a niveau pris en
charge.

Si vous effectuez une mise a niveau en plagant une image de mise a niveau dans un emplacement
HTTPS, assurez-vous de suivre ces chemins de mise a niveau pris en charge.

Dans certains cas, vous devrez peut-étre effectuer plusieurs mises a niveau pour atteindre votre version
cible.

Par exemple, si vous utilisez la version 9.8 et que vous souhaitez effectuer une mise a niveau vers la
version 9.10.1, vous devez d’abord effectuer une mise a niveau vers la version 9.9.1, puis vers la version
9.10.1.

Versions de correctifs

A partir de janvier 2024, les mises a niveau de correctifs ne sont disponibles que s'il existe une version de
correctif pour les trois derniéres versions de Cloud Volumes ONTAP. Des versions de correctifs sont parfois
disponibles pour le déploiement, lorsque la version RC ou GA n’est pas disponible pour le déploiement.

Nous utilisons la derniére version GA pour déterminer les trois derniéres versions a afficher dans la console.

Par

exemple, si la version GA actuelle est 9.13.1, les correctifs pour 9.11.1-9.13.1 apparaissent dans la

console.

Pou
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manuelle entéléchargement de 'image ONTAP .

En régle générale, pour les versions de correctifs, vous pouvez effectuer une mise a niveau d’'une version de
correctif inférieure vers n’importe quelle version de correctif supérieure dans la méme version ou dans la
version suivante de Cloud Volumes ONTAP .

Voici quelques exemples :

* 9.13.0 - 9.13.1 P15
° 9121 —-9.13.1 P2

Retour ou rétrogradation

La restauration ou la rétrogradation de Cloud Volumes ONTAP vers une version précédente n’est pas prise en
charge.

Enregistrement du support

Cloud Volumes ONTAP doit étre enregistré aupres du support NetApp pour pouvoir mettre a niveau le logiciel
a l'aide de 'une des méthodes décrites sur cette page. Ceci s’applique a la fois au paiement a I'utilisation
(PAYGO) et a I'apportez votre propre permis (BYOL). Vous aurez besoin de"enregistrer manuellement les
systemes PAYGO" , tandis que les systémes BYOL sont enregistrés par défaut.

Un systeme qui n’est pas enregistré pour le support recevra toujours les notifications de mise a
jour logicielle qui apparaissent dans la console lorsqu’une nouvelle version est disponible. Mais
vous devrez enregistrer le systéme avant de pouvoir mettre a niveau le logiciel.

Mises a niveau du médiateur HA

La console met également a jour I'instance du médiateur selon les besoins pendant le processus de mise a
niveau de Cloud Volumes ONTAP .

Mises a niveau dans AWS avec les types d’instances EC2 c4, m4 et r4

Cloud Volumes ONTAP ne prend plus en charge les types d’instances EC2 c4, m4 et r4. Vous pouvez mettre a
niveau les déploiements existants vers les versions Cloud Volumes ONTAP 9.8 a 9.12.1 avec ces types
d’instances. Avant de procéder a la mise a niveau, nous vous recommandons dechanger le type d’instance . Si
vous ne pouvez pas modifier le type d’instance, vous devezactiver la mise en réseau améliorée avant de
procéder a la mise a niveau. Lisez les sections suivantes pour en savoir plus sur la modification du type
d’'instance et I'activation de la mise en réseau améliorée.

Dans Cloud Volumes ONTAP exécutant les versions 9.13.0 et supérieures, vous ne pouvez pas effectuer de
mise a niveau avec les types d’instances EC2 c4, m4 et r4. Dans ce cas, vous devez réduire le nombre de
disques, puischanger le type d’instance ou déployez une nouvelle configuration de paire HA avec les types
d’'instances EC2 c5, m5 et r5 et migrez les données.

Changer le type d’instance

Les types d’instances EC2 c4, m4 et r4 autorisent plus de disques par noeud que les types d’instances EC2
c5, m5 et r5. Si le nombre de disques par nceud pour I'instance EC2 c4, m4 ou r4 que vous exécutez est
inférieur a I'allocation de disque maximale par nceud pour les instances ¢5, m5 et r5, vous pouvez modifier le
type d’instance EC2 en ¢5, m5 ou r5.

"Vérifier les limites de disque et de hiérarchisation par instance EC2" "Modifier le type d’instance EC2 pour
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Cloud Volumes ONTAP"

Si vous ne pouvez pas modifier le type d’'instance, suivez les étapes décrites dansActiver la mise en réseau
améliorée .

Activer la mise en réseau améliorée

Pour effectuer une mise a niveau vers les versions 9.8 et ultérieures de Cloud Volumes ONTAP , vous devez
activer la mise en réseau améliorée sur le cluster exécutant le type d’instance c4, m4 ou r4. Pour activer ENA,
reportez-vous a l'article de la base de connaissances"Comment activer la mise en réseau améliorée comme
SR-IOV ou ENA sur les instances AWS Cloud Volumes ONTAP" .

Préparez-vous a la mise a niveau

Avant d’effectuer une mise a niveau, vous devez vérifier que vos systémes sont préts et apporter les
modifications de configuration requises.

* Prévoyez des temps d’arrét

« Vérifiez que le retour automatique est toujours active

» Suspendre les transferts SnapMirror

+ Vérifiez que les agrégats sont en ligne

* Vérifiez que tous les LIF sont sur les ports d’origine

Prévoyez des temps d’arrét

Lorsque vous mettez a niveau un systéme a noeud unique, le processus de mise a niveau met le systéme hors
ligne pendant 25 minutes maximum, pendant lesquelles les E/S sont interrompues.

Dans de nombreux cas, la mise a niveau d’une paire HA est non perturbatrice et les E/S sont ininterrompues.
Au cours de ce processus de mise a niveau non perturbateur, chaque noeud est mis a niveau en tandem pour
continuer a fournir des E/S aux clients.

Les protocoles orientés session peuvent entrainer des effets indésirables sur les clients et les applications
dans certains domaines lors des mises a niveau. Pour plus de détails, reportez-vous a la "Documentation
ONTAP"

Vérifiez que le retour automatique est toujours activé

La restitution automatique doit étre activée sur une paire Cloud Volumes ONTAP HA (il s’agit du paramétre par
défaut). Si ce n’est pas le cas, 'opération échouera.

"Documentation ONTAP : commandes de configuration du retour automatique"

Suspendre les transferts SnapMirror

Si un systéme Cloud Volumes ONTAP posséde des relations SnapMirror actives, il est préférable de
suspendre les transferts avant de mettre a jour le logiciel Cloud Volumes ONTAP . La suspension des
transferts empéche les échecs de SnapMirror . Vous devez suspendre les transferts depuis le systeme de
destination.

Méme si NetApp Backup and Recovery utilise une implémentation de SnapMirror pour créer des
fichiers de sauvegarde (appelée SnapMirror Cloud), les sauvegardes n’ont pas besoin d’étre
suspendues lorsqu’un systéme est mis a niveau.
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A propos de cette tache
Ces étapes décrivent comment utiliser ONTAP System Manager pour la version 9.3 et ultérieure.

Etapes
1. Connectez-vous au Gestionnaire systéme a partir du systéme de destination.

Vous pouvez vous connecter au Gestionnaire systéme en pointant votre navigateur Web vers I'adresse IP
du LIF de gestion de cluster. Vous pouvez trouver I'adresse IP dans le systéme Cloud Volumes ONTAP .

L'ordinateur a partir duquel vous accédez a la console doit disposer d’'une connexion réseau
a Cloud Volumes ONTAP. Par exemple, vous devrez peut-étre vous connecter a la console
a partir d’'un hote de saut qui se trouve dans le réseau de votre fournisseur de cloud.

2. Cliquez sur Protection > Relations.

3. Sélectionnez la relation et cliquez sur Opérations > Mettre en pause.

Vérifiez que les agrégats sont en ligne

Les agrégats pour Cloud Volumes ONTAP doivent étre en ligne avant de mettre a jour le logiciel. Les agrégats
doivent étre en ligne dans la plupart des configurations, mais s’ils ne le sont pas, vous devez les mettre en
ligne.

A propos de cette tache

Ces étapes décrivent comment utiliser ONTAP System Manager pour la version 9.3 et ultérieure.

Etapes
1. Sur le systéme Cloud Volumes ONTAP , cliquez sur 'onglet Agrégats.

2. Sur la tuile d’agrégat requise, cliquez sur le bouton+#+ icdne, puis sélectionnez Afficher les détails

agréges.
Aggregate Details
aggr1
Overview Capacity Allocation Provider Properties
State online
Home MNode
Encryption Type cloudEncrypted
Volumes 2

3. Sil'agrégat est hors ligne, utilisez ONTAP System Manager pour mettre 'agrégat en ligne :

a. Cliquez sur Stockage > Agrégats et disques > Agrégats.
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b. Sélectionnez I'agrégat, puis cliquez sur Plus d’actions > Statut > En ligne.

Vérifiez que tous les LIF sont sur les ports d’origine

Avant de procéder a la mise a niveau, tous les LIF doivent étre sur les ports d’origine. Reportez-vous a la
documentation ONTAP pour"vérifier que tous les LIF sont sur leurs ports d’attache" .

Si une erreur d’échec de mise a niveau se produit, consultez I'article de la base de connaissances (KB)"Echec
de la mise a niveau de Cloud Volumes ONTAP" .

Mettre a niveau Cloud Volumes ONTAP

La console vous avertit lorsqu’une nouvelle version est disponible pour la mise a niveau. Vous pouvez
démarrer le processus de mise a niveau a partir de cette notification. Pour plus d’informations, consultez la
section Mise a niveau a partir des notifications de la console .

Une autre fagon d’effectuer des mises a niveau logicielles est d’utiliser une image sur une URL externe. Cette
option est utile si la console ne peut pas accéder au compartiment S3 pour mettre a niveau le logiciel ou si un
correctif vous a été fourni. Pour plus d’informations, consultez la section Mise a niveau a partir d’'une image
disponible a une URL .

Mise a niveau a partir des notifications de la console

La console affiche une notification dans les environnements de travail Cloud Volumes ONTAP lorsqu’une
nouvelle version de Cloud Volumes ONTAP est disponible :

@ Avant de pouvoir mettre a niveau Cloud Volumes ONTAP via les notifications, vous devez
disposer d’'un compte sur le site de support NetApp .

Vous pouvez démarrer le processus de mise a niveau a partir de cette notification, qui automatise le processus
en obtenant I'image logicielle a partir d’'un bucket S3, en installant 'image, puis en redémarrant le systeme.

Avant de commencer

Les opérations telles que la création de volumes ou d’agrégats ne doivent pas étre en cours sur le systéme
Cloud Volumes ONTAP .

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Sélectionnez un systéme Cloud Volumes ONTAP .

Une notification apparait dans I'onglet Apercu si une nouvelle version est disponible :

Overview Volumes Aggregates

L]
1 321 New ONTAP version (9.11.0) is avallable.
Storage Efficiency i;'? Upgrade Now! View release notes A
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3. Si vous souhaitez mettre a niveau la version installée de Cloud Volumes ONTAP, cliquez sur Mettre a
niveau maintenant ! Par défaut, vous voyez la derniere version compatible pour la mise a niveau.

Upgrade Cloud Volumes ONTAP Version

'ﬂ End User License Agreement (EULA)

1. DEFINITIONS
You are about to upgrade Cloud Volumes ONTAP @) 1.1, *Documentation™ means technical documentation
describing the features and functions of the Software.
9121 =2 913.1P10 0ul 7, 2024) 1.2. "NetApp Cloud Provider” means a third party
authorized by NetApp to offer or enable the use of the
Select other versions Software as part of such provider's cloud-based service.
1.3, "NetApp Partner” means an authorized NetApp
distributor, reseller or other channel partner, 1.4, "Open
Source Software" means third party software that is

noenly and freelv licensed under the terms of a nublic

[] 1 read and approve the End User License Agreement (EULA)

T

Si vous souhaitez passer a une autre version, cliquez sur Sélectionner d’autres versions. Vous voyez les
derniéres versions de Cloud Volumes ONTAP répertoriées qui sont également compatibles avec la version
installée sur votre systéme. Par exemple, la version installée sur votre systéme est 9.12.1P3 et les
versions compatibles suivantes sont disponibles :

°© 9.12.1P4 a2 9.12.1P14

° 9.13.1 et 9.13.1P1 Vous voyez 9.13.1P1 comme version par défaut pour la mise a niveau, et
9.12.1P13, 9.13.1P14, 9.13.1 et 9.13.1P1 comme les autres versions disponibles.

4. Vous pouvez également cliquer sur Toutes les versions pour saisir une autre version vers laquelle vous
souhaitez effectuer la mise a niveau (par exemple, le prochain patch de la version installée). Pour un
chemin de mise a niveau compatible de votre version actuelle de Cloud Volumes ONTAP , reportez-vous
a"Chemins de mise a niveau pris en charge" .

5. Cliquez sur Enregistrer, puis sur Appliquer
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task-updating-ontap-cloud.html#supported-upgrade-paths

Select the ONTAP version you want to upgrade ol

Version | Date
8.12.1P14 Aug 22, 2024
J 0,121P13 Jul 7, 2024
9,13.TFi0 Jul 7, 2024
] 0,13.1P2 May 3, 2024
e All versions PN

Write the version you want to:upgrade to;

Apply [ Cancel

6. Sur la page Mettre a niveau Cloud Volumes ONTAP , lisez le CLUF, puis sélectionnez J’ai lu et approuvé
le CLUF.

7. Sélectionnez Mettre a niveau.

8. Pour afficher la progression, sur le systéeme Cloud Volumes ONTAP , sélectionnez Audit.

Résultat

La console démarre la mise a niveau du logiciel. Vous pouvez effectuer des actions sur le systéme lorsque la
mise a jour du logiciel est terminée.

Aprés avoir terminé

Si vous avez suspendu les transferts SnapMirror , utilisez le Gestionnaire systéme pour reprendre les
transferts.

Mise a niveau a partir d’'une image disponible a une URL

Vous pouvez placer I'image du logiciel Cloud Volumes ONTAP sur I'agent de la console ou sur un serveur
HTTP, puis lancer la mise a niveau du logiciel a partir de la console. Vous pouvez utiliser cette option si la
console ne peut pas accéder au bucket S3 pour mettre a niveau le logiciel.

Avant de commencer
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* Les opérations telles que la création de volumes ou d’agrégats ne doivent pas étre en cours sur le systeme
Cloud Volumes ONTAP .

 Si vous utilisez HTTPS pour héberger des images ONTAP , la mise a niveau peut échouer en raison de
problémes d’authentification SSL, causés par des certificats manquants. La solution de contournement
consiste a générer et a installer un certificat signé par une autorité de certification a utiliser pour
l'authentification entre ONTAP et la console.

Accédez a la base de connaissances NetApp pour afficher les instructions étape par étape :

"Base de connaissances NetApp : Comment configurer la console comme serveur HTTPS pour héberger
des images de mise a niveau"

Etapes
1. Facultatif : configurez un serveur HTTP pouvant héberger I'image du logiciel Cloud Volumes ONTAP .

Si vous disposez d’une connexion VPN au réseau virtuel, vous pouvez placer 'image du logiciel Cloud
Volumes ONTAP sur un serveur HTTP de votre propre réseau. Sinon, vous devez placer le fichier sur un
serveur HTTP dans le cloud.

2. Sivous utilisez votre propre groupe de sécurité pour Cloud Volumes ONTAP, assurez-vous que les regles
sortantes autorisent les connexions HTTP afin que Cloud Volumes ONTAP puisse accéder a 'image
logicielle.

@ Le groupe de sécurité Cloud Volumes ONTAP prédéfini autorise les connexions HTTP
sortantes par défaut.

3. Obtenez I'image du logiciel a partir de "le site d’assistance NetApp" .

4. Copiez I'image du logiciel dans un répertoire de I'agent de la console ou sur un serveur HTTP a partir
duquel le fichier sera diffusé.

Deux chemins sont disponibles. Le chemin correct dépend de la version de votre agent de console.

° /opt/application/netapp/cloudmanager/docker occm/data/ontap/images/
° /opt/application/netapp/cloudmanager/ontap/images/
5. Sur le systéme, cliquez sur le s+ icone, puis cliquez sur Mettre a jour Cloud Volumes ONTAP.

6. Sur la page Mettre a jour la version de Cloud Volumes ONTAP , saisissez 'URL, puis cliquez sur Modifier
I'image.

Si vous avez copié I'image du logiciel dans I'agent de la console dans le chemin indiqué ci-dessus, vous
devez saisir 'URL suivante :

http://<Adresse IP privée de I'agent de la console>/ontap/images/<nom du fichier image>
@ Dans I'URL, image-file-name doit suivre le format « cot.image.9.13.1P2.tgz ».

7. Cliquez sur Continuer pour confirmer.

Résultat

La console démarre la mise a jour du logiciel. Vous pouvez effectuer des actions sur le systéme une fois la
mise a jour du logiciel terminée.
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Aprés avoir terminé

Si vous avez suspendu les transferts SnapMirror , utilisez le Gestionnaire systéme pour reprendre les
transferts.

Corriger les échecs de téléchargement lors de I'utilisation d’une passerelle Google Cloud NAT

L'agent de console télécharge automatiquement les mises a jour logicielles pour Cloud Volumes ONTAP. Le
téléchargement peut échouer si votre configuration utilise une passerelle NAT Google Cloud. Vous pouvez
corriger ce probléme en limitant le nombre de parties dans lesquelles I'image du logiciel est divisée. Vous
devez utiliser les API pour terminer cette étape.
Etape

1. Soumettez une requéte PUT a “/occm/ config avec le JSON suivant comme corps :

"maxDownloadSessions": 32

La valeur de maxDownloadSessions peut étre 1 ou tout entier supérieur a 1. Si la valeur est 1, 'image
téléchargée ne sera pas divisée.

Notez que 32 est une valeur d’exemple. La valeur que vous devez utiliser dépend de votre configuration NAT
et du nombre de sessions que vous pouvez avoir simultanément.

"En savoir plus sur I'appel API /occm/config" .

Enregistrer les systémes de paiement a I'utilisation Cloud Volumes ONTAP

Le support de NetApp est inclus avec les systémes Cloud Volumes ONTAP Pay-as-you-
Go (PAYGO), mais vous devez d’abord activer le support en enregistrant les systémes
auprés de NetApp.

L'enregistrement d’'un systeme PAYGO aupres de NetApp est requis pour mettre a niveau le logiciel ONTAP a
l'aide de 'une des méthodes"décrit sur cette page" .

Un systéme qui n’est pas enregistré pour le support recevra toujours les notifications de mise a
jour logicielle qui s’affichent dans la NetApp Console lorsqu’une nouvelle version est disponible.
Mais vous devrez enregistrer le systéme avant de pouvoir mettre a niveau le logiciel.

Etapes

1. Si vous n’avez pas encore ajouté votre compte de site de support NetApp a la console, accédez a
Paramétres du compte et ajoutez-le maintenant.

"Découvrez comment ajouter des comptes de site de support NetApp" .

2. Sur la page Systémes, double-cliquez sur le nom du systeme que vous souhaitez enregistrer.

3. Dans I'onglet Présentation, cliquez sur le panneau Fonctionnalités, puis cliquez sur I'icdne en forme de
crayon a c6té de Enregistrement de I'assistance.
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Information Features

System Tags 3 Tags

2

NI NN NN DN DN

Scheduled Downtime

I
o
=

Blob Access Tiering

Instance Type Standard_E8ds_v4

Charging Method Capacity-based

Write Speed Not Supported

=

Ransomware Protection

Support Registration Not Registered

WORM Disabled

CIFS Setup

4. Sélectionnez un compte de site de support NetApp et cliquez sur S’inscrire.

Résultat
Le systéme est enregistré auprés de NetApp.

Convertir une licence basée sur un nceud Cloud Volumes ONTAP en une licence
basée sur la capacité

Aprés la fin de la disponibilité (EOA) de vos licences basées sur les noeuds, vous devez



passer a des licences basées sur la capacité a I'aide de I'outil de conversion de licence
dans la NetApp Console.

Pour les engagements annuels ou a plus long terme, NetApp vous recommande de contacter votre
représentant NetApp avant la date EOA (11 novembre 2024) ou la date d’expiration de la licence pour vous
assurer que les conditions préalables a la transition sont en place. Si vous ne disposez pas d’un contrat a long
terme pour un nceud Cloud Volumes ONTAP et que vous exécutez votre systéme avec un abonnement a la
demande (PAYGO), il est important de planifier votre conversion avant la fin du support (EOS) le 31 décembre
2024. Dans les deux cas, vous devez vous assurer que votre systéme répond aux exigences avant d’utiliser
I'outil de conversion de licence dans la NetApp Console pour une transition transparente.

Pour plus d’'informations sur ’TEOA et 'EQS, reportez-vous a"Fin de disponibilité des licences basées sur des
noeuds" .

A propos de cette tache

 Lorsque vous utilisez I'outil de conversion de licence, la transition du modéle de licence basé sur les
nceuds au modele de licence basé sur la capacité s’effectue sur place et en ligne, ce qui élimine le besoin
de migration de données ou de provisionnement de ressources cloud supplémentaires.

« |l s’agit d’'une opération non perturbatrice, et aucune interruption de service ni interruption d’application ne
se produit.

* Les données de compte et d’application de votre systeme Cloud Volumes ONTAP restent intactes.
* Les ressources cloud sous-jacentes restent inchangées aprés la conversion.

» L'outil de conversion de licence prend en charge tous les types de déploiement, tels que le noeud unique,
la haute disponibilité (HA) dans une zone de disponibilité unique (AZ), la haute disponibilité dans plusieurs
AZ, apportez votre propre licence (BYOL) et PAYGO.

» L'outil prend en charge toutes les licences basées sur les noeuds comme source et toutes les licences
basées sur la capacité comme destination. Par exemple, si vous possédez une licence PAYGO Standard
basée sur les nceuds, vous pouvez la convertir en n'importe quelle licence basée sur la capacité achetée
sur la place de marché. NetApp a restreint 'achat, la prolongation et le renouvellement des licences BYOL.
Pour plus d’informations, consultez "Disponibilité restreinte des licences BYOL pour Cloud Volumes
ONTAP" .

« La conversion est prise en charge pour tous les fournisseurs de cloud, AWS, Azure et Google Cloud.

» Aprés la conversion, le numéro de série de la licence basée sur les nceuds sera remplacé par un format
basé sur la capacité. Cela s’effectue dans le cadre de la conversion et est reflété sur votre compte NetApp
Support Site (NSS).

» Lorsque vous passez au modéle basé sur la capacité, vos données continuent d’étre conservées au méme
emplacement que la licence basée sur les nceuds. Cette approche garantit I'absence de perturbation dans
le placement des données et respecte les principes de souveraineté des données tout au long de la
transition.

Avant de commencer
* Vous devez disposer d’un compte NSS avec acces client ou acces administrateur.

» Votre compte NSS doit étre enregistré avec les informations d’identification utilisateur que vous avez
utilisées pour accéder a la console.

* Le systéme Cloud Volumes ONTAP doit étre lié¢ au compte NSS avec un acces client ou un acces
administrateur.

* Vous devez disposer d’'une licence valide basée sur la capacité, soit une licence BYOL, soit un
abonnement au marché.
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* Une licence basée sur la capacité devrait étre disponible sur votre compte. Cette licence peut étre un

abonnement marketplace ou un package BYOL/offre privée disponible sous * Licenses and subscriptions™
dans la Console.

» Comprendre les critéres suivants avant de sélectionner un forfait de destination :

> Si le compte dispose d’'une licence BYOL basée sur la capacité, le package de destination sélectionné
doit correspondre aux licences BYOL basées sur la capacité du compte :

* Quand Professional est sélectionné comme package de destination, le compte doit avoir une
licence BYOL avec un package Professionnel :

* Quand Essentials est sélectionné comme package de destination, le compte doit avoir une
licence BYOL avec le package Essentials.

> Si le package de destination ne correspond pas a la disponibilité de la licence BYOL du compte, cela
implique que la licence basée sur la capacité peut ne pas inclure le package sélectionné. Dans ce cas,
vous serez facturé via votre abonnement marketplace.

o S'il n'existe pas de licence BYOL basée sur la capacité mais uniguement un abonnement au marché,
vous devez vous assurer que le package sélectionné est inclus dans votre abonnement au marché
basé sur la capacité.

o §’il 'y a pas suffisamment de capacité dans votre licence basée sur la capacité existante et si vous
disposez d’un abonnement Marketplace pour facturer I'utilisation de la capacité supplémentaire, la
capacité supplémentaire vous sera facturée via votre abonnement Marketplace.

o §'il N’y a pas suffisamment de capacité dans votre licence basée sur la capacité existante et que vous
ne disposez pas d’'un abonnement Marketplace pour facturer I'utilisation de la capacité supplémentaire,
la conversion ne peut pas avoir lieu. Vous devez ajouter un abonnement au marché pour facturer la
capacité supplémentaire ou étendre la capacité disponible a votre licence actuelle.

> Si le package de destination ne correspond pas a la disponibilité de la licence BYOL du compte et s'il
n’y a pas suffisamment de capacité dans votre licence basée sur la capacité existante, vous serez
facturé via votre abonnement au marché.

Si'une de ces exigences n’est pas remplie, la conversion de licence n’a pas lieu. Dans des cas

@ spécifiques, la licence peut étre convertie, mais ne peut pas étre utilisée. Cliquez sur l'icbne

d’information pour identifier les problemes et prendre des mesures correctives.

Etapes

1.

Sur la page Systémes, double-cliquez sur le nom du systéme pour lequel vous souhaitez modifier le type
de licence.

Dans 'onglet Présentation, cliquez sur le panneau Fonctionnalités.

Vérifiez I'icbne en forme de crayon a c6té de Méthode de chargement. Si la méthode de charge de votre
systéme est Node Based, vous pouvez le convertir en charge par capacité.

L'icone est désactivée si votre systeme Cloud Volumes ONTAP est déja chargé par capacité
ou si 'une des exigences n’est pas remplie.

. Sur I'écran Convertir les licences basées sur les nceuds en licences basées sur la capacité, vérifiez

le nom du systeme et les détails de la licence source.
Sélectionnez le package de destination pour convertir la licence existante :
° Essentiel. La valeur par défaut est Essentials .

o Professionnel
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6. Si vous disposez d’une licence BYOL, vous pouvez cocher la case pour supprimer la licence basée sur les
nceuds de la console une fois la conversion terminée. Si la conversion est toujours en cours, la sélection
de cette case a cocher ne supprimera pas la licence de la console. Cette option n’est pas disponible pour
les abonnements a la place de marché.

7. Cochez la case pour confirmer que vous comprenez les implications du changement, puis cliquez sur
Continuer.

Aprés avoir terminé

Affichez le nouveau numéro de série de la licence et vérifiez les modifications dans le menu * Licenses and
subscriptions® de la console.

Tarification dans différents hyperscalaires

Pour plus de détails sur les prix, rendez-vous sur le "Site Web de la NetApp Console" .
Pour plus d’informations sur les offres privées dans des hyperscalaires spécifiques, écrivez a :

+ AWS - awspo@netapp.com
* Azure - azurepo@netapp.com

* Google Cloud - gcppo@netapp.com

Démarrer et arréter un systéme Cloud Volumes ONTAP

Vous pouvez arréter et démarrer Cloud Volumes ONTAP a partir de la NetApp Console
pour gérer vos codlts de calcul cloud.

Planification des arréts automatiques de Cloud Volumes ONTAP

Vous souhaiterez peut-étre arréter Cloud Volumes ONTAP pendant des intervalles de temps spécifiques pour
réduire vos colts de calcul. Plutét que de le faire manuellement, vous pouvez configurer la console pour
gu’elle arréte automatiquement puis redémarre les systemes a des heures précises.

A propos de cette tache

 Lorsque vous planifiez un arrét automatique de votre systéme Cloud Volumes ONTAP , la console reporte
l'arrét si un transfert de données actif est en cours.

Il arréte le systeme une fois le transfert terminé.

» Cette tache planifie les arréts automatiques des deux nceuds d’une paire HA.
* Les instantanés des disques de démarrage et racine ne sont pas créés lors de la désactivation de Cloud
Volumes ONTAP via des arréts planifiés.

Les instantanés sont créés automatiquement uniquement lors d’'un arrét manuel, comme décrit dans la
section suivante.

Etapes
1. Sur la page Systémes, double-cliquez sur le systéme Cloud Volumes ONTAP .

2. Dans I'onglet Présentation, cliquez sur le panneau Fonctionnalités, puis cliquez sur I'icdne en forme de
crayon a c6té de Temps d’arrét planifié.
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Information Features
System Tags 3 Tags
Scheduled Downtime On
S3 Storage Classes Standard
Instance Type mb5.xlarge

Charging Method

Write Speed

Ransomware Protection

Support Registration

WORM

CIFS Setup

3. Spécifiez le calendrier d’arrét :

a. Choisissez si vous souhaitez arréter le systeme tous les jours, tous les jours de la semaine, tous les

Capacity-based

Normal

@]
=

VNN NN VDN DN DVNND

MNot Registered

Disabled

week-ends ou toute combinaison des trois options.

b. Indiquez quand vous souhaitez éteindre le systéme et pendant combien de temps vous souhaitez qu’il

soit éteint.

Exemple

L'image suivante montre un calendrier qui demande a la console d’arréter le systéme tous les samedis
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a 20h00 (20h00) pendant 12 heures. La console redémarre le systéme tous les lundis a 00h00

Schedule Downtime

Console Time Zone: 13:48 UTC

Select when to turn off your system:

Turn off every day at 20 : 00 for 12 haours (1-24)

Sun, Mon, Tue, Wed, Thu, Fri, Sat

4. Cliquez sur Enregistrer.

Résultat

Le planning est enregistré. La ligne de temps d’arrét planifié correspondante sous le panneau Fonctionnalités
affiche « Activé ».

Arrét de Cloud Volumes ONTAP

L’arrét de Cloud Volumes ONTAP vous évite d’accumuler des codts de calcul et crée des instantanés des
disques racine et de démarrage, ce qui peut étre utile pour le dépannage.

Pour réduire les colts, la console supprime périodiquement les anciens instantanés des disques
@ racine et de démarrage. Seuls les deux instantanés les plus récents sont conservés pour les
disques racine et de démarrage.

A propos de cette tache
Lorsque vous arrétez une paire HA, la console arréte les deux nceuds.

Etapes
1. Depuis le systéme, cliquez sur l'icobne Désactiver.
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2. Gardez l'option de création d’instantanés activée, car les instantanés peuvent permettre la récupération du
systéme.

3. Cliquez sur Désactiver.

L'arrét du systéme peut prendre jusqu’a quelques minutes. Vous pouvez redémarrer les systemes
ultérieurement a partir de la page Systémes.

@ Les instantanés sont créés automatiquement au redémarrage.

Synchroniser I’heure systéme Cloud Volumes ONTAP a I'aide du serveur NTP

Pour garantir une synchronisation horaire précise, vous devez configurer un serveur NTP
(Network Time Protocol) pour vos systémes Cloud Volumes ONTAP . Veillez a configurer
un serveur NTP pour vos systémes Cloud Volumes ONTAP chez tous les fournisseurs de
cloud afin de maintenir une synchronisation horaire cohérente au sein de votre réseau.

@ Si vous ne configurez pas de serveur NTP, vous risquez de subir des interruptions de service et
une synchronisation horaire inexacte.

Vous pouvez spécifier un serveur NTP en utilisant :

* "L’API de la NetApp Console".

* La commande CLI ONTAP "serveur NTP de service de temps de cluster créer".

Liens connexes

* Article de la base de connaissances (KB) : "Comment un cluster CVO utilise-t-il NTP ?"
* "Préparez-vous a utiliser I'API"

* "Flux de travail Cloud Volumes ONTAP"

+ "Obtenir les identifiants requis”

 "Utiliser les APl REST pour la NetApp Console"

Modifier la vitesse d’écriture du systeme

Vous pouvez choisir une vitesse d’écriture normale ou élevée pour Cloud Volumes
ONTAP dans la NetApp Console. La vitesse d’écriture par défaut est normale. Vous
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pouvez passer a une vitesse d’écriture élevée si des performances d’écriture rapides
sont requises pour votre charge de travail.

La vitesse d’écriture élevée est prise en charge par tous les types de systemes a nceud unique et certaines
configurations de paire haute disponibilité. Consultez les configurations prises en charge dans la "Notes de
version de Cloud Volumes ONTAP"

Avant de modifier la vitesse d’écriture, vous devez"comprendre les différences entre les réglages normaux et
éleves" .
A propos de cette tache
» Assurez-vous que des opérations telles que la création de volumes ou d’agrégats ne sont pas en cours.
» Sachez que cette modification redémarre le systeme Cloud Volumes ONTAP . Il s’agit d’'un processus
perturbateur qui nécessite un temps d’arrét pour 'ensemble du systeme.
Etapes

1. Sur la page Systémes, double-cliquez sur le nom du systéeme que vous configurez pour la vitesse
d’écriture.

2. Dans l'onglet Présentation, cliquez sur le panneau Fonctionnalités, puis cliquez sur I'icéne en forme de
crayon a c6té de Vitesse d’écriture.

3. Sélectionnez Normal ou Elevé.

Si vous choisissez Elevé, vous devrez lire la déclaration « Je comprends... » et confirmer en cochant la
case.

@ L’option de vitesse d’écriture Elevée est prise en charge avec les paires Cloud Volumes
ONTAP HA dans Google Cloud a partir de la version 9.13.0.

4. Cliquez sur Enregistrer, vérifiez le message de confirmation, puis cliquez sur Approuver.

Modifier le mot de passe administrateur du cluster Cloud Volumes ONTAP

Cloud Volumes ONTAP inclut un compte administrateur de cluster. Vous pouvez modifier
le mot de passe de ce compte a partir de la NetApp Console, si nécessaire.

Vous ne devez pas modifier le mot de passe du compte administrateur via ONTAP System
Manager ou ONTAP CLI. Le mot de passe ne sera pas reflété dans la console. Par conséquent,
la console ne peut pas surveiller correctement l'instance.

A propos de cette tache
Le mot de passe doit respecter quelques regles. Le nouveau mot de passe:

* Ne devrait pas contenir le mot admin
* Doit comporter entre huit et 50 caractéres

* Doit contenir au moins une lettre anglaise et un chiffre

* Ne doit pas contenir ces caractéres spéciaux:/ () { } [ 1 # : % "™ 2 \

Etapes
1. Sur la page Systémes, double-cliquez sur le nom du systeme Cloud Volumes ONTAP .
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2. En haut a droite de la console, cliquez sur le === icOne et sélectionnez Définir le mot de passe.

- 2 8 0 0

Audit ‘ c O 6

Set Password

Update ONTAP Version

Remove from workspace

Delete

Ajouter, supprimer ou supprimer des systémes

Ajouter un systéme Cloud Volumes ONTAP existant a la NetApp Console

Vous pouvez découvrir et ajouter des systemes Cloud Volumes ONTAP existants a la
NetApp Console. Vous pouvez le faire si vous déployez un nouveau systéme.

Vous ne pouvez ajouter que les systémes enregistrés avec le compte que vous avez utilisé pour
vous connecter a la console. Si vous possédez plusieurs comptes ou organisations, assurez-

@ vous d’étre connecté au bon compte avant d’ajouter des systémes. Vous ne pouvez pas

découvrir, consulter ni gérer les systéemes enregistrés auprés d’un autre compte ou d’'une autre
organisation.

Avant de commencer

Vous devez connaitre le mot de passe du compte utilisateur administrateur Cloud Volumes ONTAP .

Etapes

1.

+

Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.

2. Sur la page Systéme, cliquez sur Ajouter un systéme.

3. Sélectionnez le fournisseur de cloud dans lequel réside le systeme.
4.
5

Choisissez le type de systeme Cloud Volumes ONTAP a ajouter.

. Cliquez sur le lien pour découvrir un systeme existant.
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1. Sur la page Région, sélectionnez une région. Vous pouvez voir les systémes en cours d’exécution dans la
région sélectionnée.

Les systemes Cloud Volumes ONTAP sont représentés sous forme d’instances sur cette
page. Dans la liste, vous pouvez sélectionner uniguement les instances enregistrées avec le
compte actuel.

2. Sur la page Informations d’identification, saisissez le mot de passe de I'utilisateur administrateur Cloud
Volumes ONTAP , puis sélectionnez Aller.

Résultat
La console ajoute les systemes Cloud Volumes ONTAP a la page Systémes.

Supprimer un systéme Cloud Volumes ONTAP de la NetApp Console

Vous pouvez supprimer un systéme Cloud Volumes ONTAP pour le déplacer vers un
autre systéme ou pour résoudre des problémes de découverte.

A propos de cette tache
La suppression d’'un systéme Cloud Volumes ONTAP le supprime de la NetApp Console. Il ne supprime pas le

systéme Cloud Volumes ONTAP . Vous pourrez ultérieurement redécouvrir le systéme si vous en avez besoin.
Etapes

1. Sur la page Systémes, double-cliquez sur le systéme que vous souhaitez supprimer.

2. En haut a droite de la console, cliquez sur le +s= icOne et sélectionnez Supprimer de I’espace de travail.

3. Dans la fenétre Supprimer de I’espace de travail, cliquez sur Supprimer.

Résultat

La console supprime le systéme. Les utilisateurs peuvent redécouvrir le systéme supprimé a partir de la page
Systémes a tout moment.
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Supprimer un systéme Cloud Volumes ONTAP de la NetApp Console

Vous devez toujours supprimer les systémes Cloud Volumes ONTAP de la NetApp
Console, plutdt que de I'application de votre fournisseur de cloud. Par exemple, si vous
résiliez une instance Cloud Volumes ONTAP sous licence auprés de votre fournisseur de
cloud, vous ne pouvez pas utiliser la clé de licence pour une autre instance. Vous devez
supprimer le systeme Cloud Volumes ONTAP de la console pour libérer la licence.

Lorsque vous supprimez un systéme, la console met fin aux instances Cloud Volumes ONTAP et supprime les
disques et les snapshots.

D’autres ressources, telles que les sauvegardes gérées par NetApp Backup and Recovery et

@ les instances pour NetApp Data Classification, ne sont pas supprimées lorsque vous supprimez
un systeme. Vous devrez les supprimer manuellement. Si vous ne le faites pas, vous
continuerez a payer des frais pour ces ressources.

Lorsque la console déploie Cloud Volumes ONTAP chez votre fournisseur de cloud, elle active la protection
contre la résiliation sur les instances. Cette option permet d’éviter toute interruption accidentelle.

Etapes

1. Si vous avez activé la sauvegarde et la restauration sur le systéeme, déterminez si les données
sauvegardées sont toujours nécessaires, puis... "supprimer les sauvegardes, si nécessaire" .

La sauvegarde et la récupération sont indépendantes de Cloud Volumes ONTAP par conception. Backup
and Recovery ne supprime pas automatiquement les sauvegardes lorsque vous supprimez un systéme
Cloud Volumes ONTAP, et il n’existe actuellement aucune prise en charge dans l'interface utilisateur pour
supprimer les sauvegardes une fois le systéme supprimé.

2. Sivous avez activeé la classification des données sur ce systéme et qu’aucun autre systéme n’utilise ce
service, vous devez supprimer l'instance du service.

"En savoir plus sur l'instance de classification des données" .

3. Supprimez le systéme Cloud Volumes ONTAP .

a. Sur la page Systémes, double-cliquez sur le nom du systeme Cloud Volumes ONTAP que vous
souhaitez supprimer.

b. En haut a droite de la console, cliquez sur le s+ icne et sélectionnez Supprimer.

c. Tapez le nom du systéme que vous souhaitez supprimer, puis cliquez sur Supprimer. La suppression
d’'un systéme peut prendre jusqu’a cing minutes.

La sauvegarde et la récupération sont gratuites uniquement pour les licences Cloud Volumes
ONTAP Professional. Cet avantage gratuit ne s’applique pas aux environnements supprimés. Si

@ des copies sauvegardées de I'environnement Cloud Volumes ONTAP sont conservées dans
une instance de sauvegarde et de récupération, les copies sauvegardées vous seront facturées
jusqu’a leur suppression.

Administration AWS
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Modifier le type d’instance EC2 pour un systéme Cloud Volumes ONTAP dans AWS

Vous pouvez choisir parmi plusieurs instances ou types lorsque vous lancez Cloud
Volumes ONTAP dans AWS. Vous pouvez modifier le type d’instance a tout moment si
vous déterminez qu'il est sous-dimensionné ou surdimensionné par rapport a vos
besoins.

A propos de cette tache

* La restitution automatique doit étre activée sur une paire Cloud Volumes ONTAP HA (il s’agit du paramétre
par défaut). Si ce n’est pas le cas, I'opération échouera.

"Documentation ONTAP 9 : commandes de configuration du retour automatique"

» La modification du type d’instance peut affecter les frais de service AWS.

* L'opération redémarre Cloud Volumes ONTAP.
Pour les systémes a nceud unique, les E/S sont interrompues.

Pour les paires HA, le changement n’est pas perturbateur. Les paires HA continuent de fournir des
données.

La NetApp Console modifie un nceud a la fois en langant la prise de contréle et en attendant
le retour. L'équipe d’assurance qualité de NetApp a testé I'écriture et la lecture des fichiers

au cours de ce processus et n’a constaté aucun probléme cété client. A mesure que les
connexions changeaient, certaines nouvelles tentatives ont été observées au niveau des
E/S, mais la couche application a surmonté le recablage des connexions NFS/CIFS.

Référence

Pour obtenir la liste des types d’instances pris en charge dans AWS, reportez-vous a"Instances EC2 prises en
charge" .

Si vous ne pouvez pas modifier le type d’'instance a partir des instances ¢4, m4 ou r4, reportez-vous a l'article
de la base de connaissances"Conversion d’'une instance AWS Xen CVO en Nitro (KVM)" .
Etapes

1. Sur la page Systémes, sélectionnez le systéeme.

2. Dans l'onglet Présentation, cliquez sur le panneau Fonctionnalités, puis cliquez sur I'icdne en forme de
crayon a c6té de Type d’instance.
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Information

Features

System Tags

Scheduled Downtime

S3 Storage

Classes

Tags 7
off

Standard-Infrequent Access f

Support Registration

CIFs Setup

Instance Type mb5.xlarge
Write Speed Normal
Ransomware Protection Off

Not Registered

NN IRNUD

Si vous utilisez une licence PAYGO (paiement a I'utilisation) basée sur des nceuds, vous pouvez
éventuellement choisir une licence et un type d’'instance différents en cliquant sur 'icbne en forme de

crayon a cbté de Type de licence.

3. Choisissez un type d’instance, cochez la case pour confirmer que vous comprenez les implications du
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changement, puis cliquez sur Modifier.

Résultat
Cloud Volumes ONTAP redémarre avec la nouvelle configuration.

Modifier les tables de routage pour les paires Cloud Volumes ONTAP HA dans plusieurs zones de
disponibilité AWS

Vous pouvez modifier les tables de routage AWS qui incluent des routes vers les
adresses IP flottantes pour une paire HA déployée dans plusieurs zones de disponibilité
AWS (AZ). Vous pouvez le faire si de nouveaux clients NFS ou CIFS doivent accéder a
une paire HA dans AWS.

Etapes
1. Sur la page Systémes, sélectionnez le systéeme.

2. Dans l'onglet Présentation, cliquez sur le panneau Fonctionnalités, puis cliquez sur I'icéne en forme de
crayon a c6té de Tables de routage.

3. Modifiez la liste des tables de routage sélectionnées, puis cliquez sur Enregistrer.

Résultat
La NetApp Console envoie une requéte AWS pour modifier les tables de routage.

Administration Azure

Modifier le type de machine virtuelle Azure pour Cloud Volumes ONTAP

Vous pouvez choisir parmi plusieurs types de machines virtuelles lorsque vous lancez
Cloud Volumes ONTAP dans Microsoft Azure. Vous pouvez modifier le type de machine
virtuelle a tout moment si vous déterminez qu’elle est sous-dimensionnée ou
surdimensionnée par rapport a vos besoins.

A propos de cette tache

« La restitution automatique doit étre activée sur une paire Cloud Volumes ONTAP HA (il s’agit du parametre
par défaut). Si ce n’est pas le cas, I'opération échouera.

"Documentation ONTAP 9 : commandes de configuration du retour automatique"

* La modification du type de machine virtuelle peut affecter les frais de service Microsoft Azure.

* L'opération redémarre Cloud Volumes ONTAP.
Pour les systemes a nceud unique, les E/S sont interrompues.

Pour les paires HA, le changement n’est pas perturbateur. Les paires HA continuent de fournir des
données.

La NetApp Console modifie un nceud a la fois en langant la prise de contrOle et en attendant
le retour. L'équipe d’assurance qualité de NetApp a testé I'écriture et la lecture des fichiers

au cours de ce processus et n’a constaté aucun probléme cété client. A mesure que les
connexions changeaient, certaines nouvelles tentatives ont été observées au niveau des
E/S, mais la couche application a surmonté le recablage des connexions NFS/CIFS.
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Etapes
1. Sur la page Systémes, sélectionnez le systéme.

2. Dans l'onglet Présentation, cliquez sur le panneau Fonctionnalités, puis cliquez sur I'icone en forme de
crayon en regard de Type de machine virtuelle.

Si vous utilisez une licence PAYGO (pay-as-you-go) basée sur des noeuds, vous pouvez éventuellement
choisir une licence et un type de machine virtuelle différents en cliquant sur l'icbne en forme de crayon a
c6té de Type de licence.

3. Sélectionnez un type de machine virtuelle, cochez la case pour confirmer que vous comprenez les
implications du changement, puis cliquez sur Modifier.

Résultat
Cloud Volumes ONTAP redémarre avec la nouvelle configuration.

Remplacer les verrous CIFS pour les paires Cloud Volumes ONTAP HA dans Azure

L’administrateur de I'organisation ou du compte peut activer un paramétre dans la
NetApp Console qui empéche les problémes de restitution du stockage Cloud Volumes
ONTAP lors des événements de maintenance Azure. Lorsque vous activez ce paramétre,
Cloud Volumes ONTAP oppose son veto aux verrous CIFS et réinitialise les sessions
CIFS actives.

A propos de cette tache

Microsoft Azure planifie des événements de maintenance périodiques sur ses machines virtuelles. Lorsqu’un
événement de maintenance se produit sur une paire Cloud Volumes ONTAP HA, la paire HA lance la prise de
contrdle du stockage. S’il existe des sessions CIFS actives pendant cet événement de maintenance, les
verrous sur les fichiers CIFS peuvent empécher la restitution du stockage.

Si vous activez ce parametre, Cloud Volumes ONTAP opposera son veto aux verrous et réinitialisera les
sessions CIFS actives. Par conséquent, la paire HA peut effectuer la restitution du stockage pendant ces
événements de maintenance.

@ Ce processus peut étre perturbateur pour les clients CIFS. Les données qui ne sont pas
validées par les clients CIFS peuvent étre perdues.

Avant de commencer

Vous devez créer un agent de console avant de pouvoir modifier les paramétres de la console. "Apprenez
comment"” .
Etapes

1. Dans le volet de navigation de gauche, accédez a Administration > Agents.

2. Cliquez sur le == icdne pour I'agent de console qui gere votre systeme Cloud Volumes ONTAP .

3. Sélectionnez * Paramétres Cloud Volumes ONTAP *.
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4. Sous Azure, cliquez sur Verrous Azure CIFS pour les systémes Azure HA.

5. Cliquez sur la case a cocher pour activer la fonctionnalité, puis cliquez sur Enregistrer.

Utiliser un lien privé Azure ou des points de terminaison de service pour les systémes Cloud Volumes
ONTAP

Cloud Volumes ONTAP utilise un lien privé Azure pour les connexions a ses comptes de
stockage associés. Si nécessaire, vous pouvez désactiver Azure Private Links et utiliser
des points de terminaison de service a la place.

Apercu

Par défaut, la NetApp Console active une liaison privée Azure pour les connexions entre Cloud Volumes
ONTAP et ses comptes de stockage associés. Un lien privé Azure sécurise les connexions entre les points de
terminaison dans Azure et offre des avantages en termes de performances.

Si nécessaire, vous pouvez configurer Cloud Volumes ONTAP pour utiliser des points de terminaison de
service au lieu d’'un lien privé Azure.

Quelle que soit la configuration, la console limite toujours I'accés au réseau pour les connexions entre Cloud
Volumes ONTAP et les comptes de stockage. L’acces au réseau est limité au réseau virtuel sur lequel Cloud
Volumes ONTAP est déployé et au réseau virtuel sur lequel 'agent de console est déployé.

Désactiver les liens privés Azure et utiliser les points de terminaison de service a la place

Si votre entreprise I'exige, vous pouvez modifier un paramétre dans la console afin qu’il configure Cloud
Volumes ONTAP pour utiliser des points de terminaison de service au lieu d’un lien privé Azure. La
modification de ce parametre s’applique aux nouveaux systemes Cloud Volumes ONTAP que vous créez. Les
points de terminaison de service ne sont pris en charge que dans"Paires de régions Azure" entre 'agent de
console et les réseaux virtuels Cloud Volumes ONTAP .

L’agent de console doit étre déployé dans la méme région Azure que les systemes Cloud Volumes ONTAP
qu’il gere, ou dans la "Paire de régions Azure" pour les systemes Cloud Volumes ONTAP .

Etapes
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1. Dans le volet de navigation de gauche, accédez a Administration > Agents.
2. Cliquez sur le == icdne pour I'agent de console qui gere votre systeme Cloud Volumes ONTAP .

3. Sélectionnez * Paramétres Cloud Volumes ONTAP *.

= M NetApp console :::::::i:vn v ::2:; i v .=' a e e
Agents
Overview
Agents (3 / 58) Q
Name + | Location = | status(n) =] Deployment Type = |
AWSAgent US East (N. Virginia) Active aws
I8 eastus Active =”i G

L tAWS US East (N. Virginia) Active EditAgent

Go to local Ul [3

[}

Agent Id:

HTTPS Setup

| Cloud Volumes ONTAP Settings I

4. Sous Azure, cliquez sur Utiliser Azure Private Link.
5. Désélectionnez Connexion Private Link entre Cloud Volumes ONTAP et les comptes de stockage.
6. Cliquez sur Enregistrer.

Aprés avoir terminé

Si vous avez désactivé Azure Private Links et que I'agent de la console utilise un serveur proxy, vous devez
activer le trafic API direct.

"Découvrez comment activer le trafic API direct sur 'agent de la console"

Travailler avec Azure Private Links

Dans la plupart des cas, vous n’avez rien a faire pour configurer des liaisons privées Azure avec Cloud
Volumes ONTAP. La console gére les liens privés Azure pour vous. Mais si vous utilisez une zone DNS privée
Azure existante, vous devrez modifier un fichier de configuration.

Exigence pour un DNS personnalisé

En option, si vous travaillez avec un DNS personnalisé, vous devez créer un redirecteur conditionnel vers la
zone DNS privée Azure a partir de vos serveurs DNS personnalisés. Pour en savoir plus,
consultez"Documentation d’Azure sur l'utilisation d’un redirecteur DNS" .

Comment fonctionnent les connexions Private Link

Lorsque la console déploie Cloud Volumes ONTAP dans Azure, elle crée un point de terminaison privé dans le
groupe de ressources. Le point de terminaison privé est associé aux comptes de stockage pour Cloud
Volumes ONTAP. Par conséquent, 'accés au stockage Cloud Volumes ONTAP transite par le réseau principal
de Microsoft.

L'accés client passe par la liaison privée lorsque les clients se trouvent dans le méme réseau virtuel que Cloud
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Volumes ONTAP, dans des réseaux virtuels homologues ou dans votre réseau local lorsque vous utilisez une
connexion VPN privée ou ExpressRoute au réseau virtuel.

Voici un exemple qui montre I'accés client via une liaison privée a partir du méme réseau virtuel et a partir d’'un
réseau local doté d’'une connexion VPN privée ou ExpressRoute.

Microsaft
Azure

Clients Cloud Volumes Private Storage
ONTAP endpoint account
. / il
e N —_—
= U S * I
- Private
A link

Clients

On-prem network

SiI'agent de console et les systémes Cloud Volumes ONTAP sont déployés dans des réseaux

@ virtuels différents, vous devez configurer 'appairage de réseaux virtuels entre le réseau virtuel
sur lequel I'agent de console est déployé et le réseau virtuel sur lequel les systéemes Cloud
Volumes ONTAP sont déployés.

Fournissez des détails sur votre DNS privé Azure

Si vous utilisez "DNS privé Azure" , vous devez alors modifier un fichier de configuration sur chaque agent de
console. Sinon, la console ne peut pas définir la connexion Azure Private Link entre Cloud Volumes ONTAP et
ses comptes de stockage associés.

Notez que le nom DNS doit correspondre aux exigences de dénomination DNS Azure "comme indique dans la
documentation Azure" .

Etapes
1. Connectez-vous en SSH a I'h6te de I'agent de console et connectez-vous.
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2. Accédez au /opt/application/netapp/cloudmanager/docker occm/data annuaire.

3. Modifier app . conf en ajoutant le user-private-dns-zone-settings paramétre avec les paires mot-
clé-valeur suivantes :

"user-private-dns-zone-settings" : {
"resource—-group" : "<resource group name of the DNS zone>",
"subscription" : "<subscription ID>",
"use-existing" : true,

"create-private-dns-zone-1link" : true

Le subscription Le mot clé n’est requis que si la zone DNS privée se trouve dans un abonnement
différent de celui de I'agent de la console.

4. Enregistrez le fichier et déconnectez-vous de I'agent de la console.

Un redémarrage n’est pas nécessaire.

Activer la restauration en cas d’échec

Si la console ne parvient pas a créer un lien privé Azure dans le cadre d’actions spécifiques, elle termine
I'action sans la connexion au lien privé Azure. Cela peut se produire lors de la création d’'un nouveau systeme
(nceud unique ou paire HA), ou lorsque les actions suivantes se produisent sur une paire HA : création d’'un
nouvel agrégat, ajout de disques a un agrégat existant ou création d’'un nouveau compte de stockage lorsque
I'on dépasse 32 Tio.

Vous pouvez modifier ce comportement par défaut en activant la restauration si la console ne parvient pas a
créer le lien privé Azure. Cela peut vous aider a garantir que vous étes entierement conforme aux
réglementations de sécurité de votre entreprise.

Si vous activez la restauration, la console arréte I'action et restaure toutes les ressources créées dans le cadre
de l'action.

Vous pouvez activer la restauration via I'API ou en mettant a jour le fichier app.conf.
Activer la restauration via I’API

Etape

1. Utilisez le PUT /occm/config Appel d’API avec le corps de requéte suivant :

{ "rollbackOnAzurePrivateLinkFailure": true }

Activer la restauration en mettant a jour app.conf

Etapes
1. Connectez-vous en SSH a I'héte de I'agent de la console et connectez-vous.

2. Accédez au répertoire suivant : /opt/application/netapp/cloudmanager/docker_occm/data

109



3. Modifiez app.conf en ajoutant le paramétre et la valeur suivants :

"rollback-on-private-link-failure": true
Enregistrez le fichier et déconnectez-vous de 1’agent de la console.

Un redémarrage n’est pas nécessaire.

Déplacer un groupe de ressources Azure pour Cloud Volumes ONTAP dans la console Azure

Cloud Volumes ONTAP prend en charge les déplacements de groupes de ressources
Azure, mais le flux de travail se produit uniquement dans la console Azure.

Vous pouvez déplacer un systéme Cloud Volumes ONTAP d’un groupe de ressources vers un autre groupe de
ressources dans Azure au sein du méme abonnement Azure. Le déplacement de groupes de ressources entre
différents abonnements Azure n’est pas pris en charge.

Etapes
1. Supprimez le systeme Cloud Volumes ONTAP . "Suppression des systemes Cloud Volumes ONTAP" .

2. Exécutez le déplacement du groupe de ressources dans la console Azure.

Pour terminer le déplacement, reportez-vous a"Déplacer des ressources vers un nouveau groupe de
ressources ou un abonnement dans la documentation de Microsoft Azure" .

3. Sur la page Systémes, découvrez le systeme.

4. Recherchez le nouveau groupe de ressources dans les informations du systeme.

Résultat

Le systeme et ses ressources (machines virtuelles, disques, comptes de stockage, interfaces réseau,
snapshots) se trouvent dans le nouveau groupe de ressources.

Séparer le trafic SnapMirror dans Azure

Avec Cloud Volumes ONTAP dans Azure, vous pouvez séparer le trafic de réplication
SnapMirror du trafic de données et de gestion. Pour séparer le trafic de réplication
SnapMirror de votre trafic de données, vous ajouterez une nouvelle carte d’interface
réseau (NIC), un LIF intercluster associé et un sous-réseau non routable.

A propos de la séparation du trafic SnapMirror dans Azure

Par défaut, la NetApp Console configure toutes les cartes réseau et LIF dans un déploiement Cloud Volumes
ONTAP sur le méme sous-réseau. Dans de telles configurations, le trafic de réplication SnapMirror et le trafic
de données et de gestion utilisent le méme sous-réseau. La séparation du trafic SnapMirror exploite un sous-
réseau supplémentaire qui n’est pas routable vers le sous-réseau existant utilisé pour le trafic de données et
de gestion.

Figure 1

Les diagrammes suivants montrent la séparation du trafic de réplication SnapMirror avec une carte réseau
supplémentaire, un LIF intercluster associé et un sous-réseau non routable dans un déploiement a nceud
unique. Le déploiement d’une paire HA differe légerement.
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Avant de commencer

Passez en revue les considérations suivantes :
* Vous ne pouvez ajouter qu’une seule carte réseau a un déploiement de nceud unique ou de paire HA
Cloud Volumes ONTAP (instance de machine virtuelle) pour la séparation du trafic SnapMirror .

» Pour ajouter une nouvelle carte réseau, le type d’instance de machine virtuelle que vous déployez doit
avoir une carte réseau inutilisée.

* Les clusters source et de destination doivent avoir acces au méme réseau virtuel (VNet). Le cluster de
destination est un systéme Cloud Volumes ONTAP dans Azure. Le cluster source peut étre un systéme
Cloud Volumes ONTAP dans Azure ou un systéme ONTAP .

Etape 1 : Créez une carte réseau supplémentaire et connectez-la a la machine virtuelle de destination

Cette section fournit des instructions sur la fagon de créer une carte réseau supplémentaire et de la connecter
a la machine virtuelle de destination. La machine virtuelle de destination est le nceud unique ou le systeme a
paire HA dans Cloud Volumes ONTAP dans Azure ou vous souhaitez configurer votre carte réseau
supplémentaire.

Etapes

1. Dans l'interface de ligne de commande ONTAP , arrétez le nceud.

dest::> halt -node <dest node-vm>

2. Dans le portail Azure, vérifiez que I'état de la machine virtuelle (nceud) est arrété.

az vm get-instance-view —--resource-group <dest-rg> --name <dest-vm>
-—-query instanceView.statuses[1l].displayStatus

3. Utilisez I'environnement Bash dans Azure Cloud Shell pour arréter le noeud.

a. Arrétez le nosud.
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az vm stop --resource-group <dest node-rg> --name <dest node-vm>

b. Désallouer le nosud.

az vm deallocate --resource-group <dest node-rg> --name <dest node-
vm>

4. Configurez les régles du groupe de sécurité réseau pour rendre les deux sous-réseaux (sous-réseau du
cluster source et sous-réseau du cluster de destination) non routables I'un vers l'autre.

a. Créez la nouvelle carte réseau sur la machine virtuelle de destination.

b. Recherchez I'ID de sous-réseau du sous-réseau du cluster source.

az network vnet subnet show -g <src vnet-rg> -n <src_ subnet> --vnet
-name <vnet> --query id

c. Créez la nouvelle carte réseau sur la machine virtuelle de destination avec I'lD de sous-réseau du
sous-réseau du cluster source. Entrez ici le nom de la nouvelle carte réseau.

az network nic create -g <dest node-rg> -n <dest node-vm-nic-new>
-—subnet <id from prev command> --accelerated-networking true

d. Enregistrez I'adresse IP privée. Cette adresse IP, <new_added_nic_primary_addr>, est utilisée pour
créer un LIF intercluster dansdomaine de diffusion, LIF intercluster pour la nouvelle carte réseau .

5. Connectez la nouvelle carte réseau a la machine virtuelle.

az vm nic add -g <dest node-rg> --vm-name <dest node-vm> --nics

<dest node-vm-nic-new>

6. Démarrer la VM (nceud).

az vm start --resource-group <dest node-rg> --name <dest node-vm>

7. Dans le portail Azure, accédez a Réseau et confirmez que la nouvelle carte réseau, par exemple nic-new,
existe et que la mise en réseau accélérée est activée.

az network nic list --resource-group azure-59806175-60147103-azure-rg
-—-query "[].{NIC: name, VM: virtualMachine.id}"

Pour les déploiements par paire HA, répétez les étapes pour le nceud partenaire.
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Etape 2 : créer un nouvel espace IP, un domaine de diffusion et un LIF intercluster pour la nouvelle carte réseau

Un espace IP distinct pour les LIF interclusters fournit une séparation logique entre les fonctionnalités réseau
pour la réplication entre les clusters.

Utilisez Iinterface de ligne de commande ONTAP pour les étapes suivantes.
Etapes
1. Créez le nouvel espace IP (new_ipspace).
dest::> network ipspace create -ipspace <new ipspace>
2. Créez un domaine de diffusion sur le nouvel espace IP (new_ipspace) et ajoutez le port nic-new.

dest::> network port show

3. Pour les systemes a noeud unique, le port nouvellement ajouté est eOb. Pour les déploiements de paire
haute disponibilité avec disques managés, le port nouvellement ajouté est e0Od. Pour les déploiements de
paire haute disponibilité avec blobs de pages, le port nouvellement ajouté est e0e. Utilisez le nom du
nceud, pas le nom de la machine virtuelle. Trouvez le nom du nceud en exécutant node show.

dest::> broadcast-domain create -broadcast-domain <new bd> -mtu 1500
-lpspace <new_ ipspace> -ports <dest node-cot-vm:eOb>

4. Créez un LIF intercluster sur le nouveau domaine de diffusion (new_bd) et sur la nouvelle carte réseau
(nic-new).

dest::> net int create -vserver <new ipspace> -1lif <new dest node-ic-
1if> -service-policy default-intercluster -address
<new_added nic primary addr> -home-port <eOb> -home-node <node> -netmask
<new netmask ip> -broadcast-domain <new bd>

5. Vérifier la création du nouveau LIF intercluster.

dest::> net int show

Pour les déploiements par paire HA, répétez les étapes pour le nceud partenaire.

Etape 3 : Vérifier 'appairage de cluster entre les systémes source et de destination

Cette section fournit des instructions sur la maniére de vérifier ’homologation entre les systémes source et de
destination.

Utilisez I'interface de ligne de commande ONTAP pour les étapes suivantes.
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Etapes

1. Vérifiez que le LIF intercluster du cluster de destination peut envoyer une requéte ping au LIF intercluster
du cluster source. Etant donné que le cluster de destination exécute cette commande, I'adresse IP de
destination est I'adresse IP LIF intercluster sur la source.

dest::> ping -1if <new dest node-ic-1if> -vserver <new ipspace>
—-destination <10.161.189.6>

2. Veérifiez que le LIF intercluster du cluster source peut envoyer un ping au LIF intercluster du cluster de
destination. La destination est I'adresse IP de la nouvelle carte réseau créée sur la destination.

src::> ping -1if <src node-ic-1lif> -vserver <src svm> -destination
<10.161.189.18>

Pour les déploiements par paire HA, répétez les étapes pour le nceud partenaire.

Etape 4 : créer un peering SVM entre le systéme source et le systéme de destination

Cette section fournit des instructions sur la fagon de créer un peering SVM entre le systéme source et le
systéme de destination.

Utilisez I'interface de ligne de commande ONTAP pour les étapes suivantes.

Etapes
1. Créez un peering de cluster sur la destination en utilisant 'adresse IP LIF intercluster source comme
-peer—-addrs . Pour les paires HA, indiquez I'adresse IP LIF intercluster source pour les deux nceuds
comme -peer-addrs .

dest::> cluster peer create -peer-addrs <10.161.189.6> -ipspace
<new ipspace>

2. Saisissez et confirmez la phrase secrete.

3. Créez un peering de cluster sur la source en utilisant 'adresse IP LIF du cluster de destination comme
peer-addrs . Pour les paires HA, indiquez I'adresse IP LIF intercluster de destination pour les deux
noceuds comme -peer-addrs .

src::> cluster peer create -peer-addrs <10.161.189.18>

4. Saisissez et confirmez la phrase secréte.

5. Vérifiez que le cluster est appairé.

src::> cluster peer show
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Un peering réussi affiche Disponible dans le champ de disponibilité.
6. Créez un peering SVM sur la destination. Les SVM source et de destination doivent étre des SVM de

données.

dest::> vserver peer create -vserver <dest svm> -peer-vserver <src_ svm>
-peer-cluster <src cluster> -applications snapmirror

7. Accepter le peering SVM.

sSrc::> vserver peer accept -vserver <src svm> -peer-vserver <dest svm>

8. Vérifiez que le SVM est appairé.

dest::> vserver peer show

Les émissions des Etats pairs*pecred * et les applications de peering montrent*snapmirror *.

Etape 5 : Créer une relation de réplication SnapMirror entre le systéme source et le systéme de destination

Cette section fournit des instructions sur la fagon de créer une relation de réplication SnapMirror entre le
systéme source et le systéme de destination.

Pour déplacer une relation de réplication SnapMirror existante, vous devez d’abord rompre la relation de
réplication SnapMirror existante avant de créer une nouvelle relation de réplication SnapMirror .

Utilisez Iinterface de ligne de commande ONTAP pour les étapes suivantes.
Etapes

1. Créez un volume protégé par des données sur le SVM de destination.

dest::> vol create -volume <new dest vol> -vserver <dest svm> -type DP
-size <10GB> -aggregate <aggrl>

2. Créez la relation de réplication SnapMirror sur la destination qui inclut la politique SnapMirror et la
planification de la réplication.

dest::> snapmirror create -source-path src svm:src vol -destination
-path dest svm:new dest vol -vserver dest svm -policy
MirrorAllSnapshots -schedule 5min

3. Initialisez la relation de réplication SnapMirror sur la destination.
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dest::> snapmirror initialize -destination-path <dest svm:new dest vol>

4. Dans linterface de ligne de commande ONTAP , validez I'état de la relation SnapMirror en exécutant la
commande suivante :

dest::> snapmirror show

Le statut de la relation est Snapmirrored et la santé de la relation est true .
5. Facultatif : dans l'interface de ligne de commande ONTAP , exécutez la commande suivante pour afficher

I'historique des actions pour la relation SnapMirror .

dest::> snapmirror show-history

En option, vous pouvez monter les volumes source et de destination, écrire un fichier sur la source et vérifier
que le volume est répliqué vers la destination.

Administration de Google Cloud

Modifier le type de machine Google Cloud pour Cloud Volumes ONTAP

Vous pouvez choisir parmi plusieurs types de machines lorsque vous lancez Cloud
Volumes ONTAP dans Google Cloud. Vous pouvez modifier le type d’instance ou de
machine a tout moment si vous déterminez qu’il est sous-dimensionné ou
surdimensionné par rapport a vos besoins.

A propos de cette tache

* La restitution automatique doit étre activée sur une paire Cloud Volumes ONTAP HA (il s’agit du paramétre
par défaut). Si ce n’est pas le cas, I'opération échouera.

"Documentation ONTAP 9 : commandes de configuration du retour automatique"

» La modification du type de machine peut affecter les frais de service Google Cloud.

* L'opération redémarre Cloud Volumes ONTAP.
Pour les systémes a nceud unique, les E/S sont interrompues.

Pour les paires HA, le changement n’est pas perturbateur. Les paires HA continuent de fournir des
données.

La NetApp Console modifie un nceud a la fois en langant la prise de contréle et en attendant
le retour. L'équipe d’assurance qualité de NetApp a testé I'écriture et la lecture des fichiers

au cours de ce processus et n'a constaté aucun probléme cété client. A mesure que les
connexions changeaient, certaines nouvelles tentatives ont été observées au niveau des
E/S, mais la couche application a surmonté le recablage des connexions NFS/CIFS.
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Etapes

1. Sur la page Systémes, sélectionnez le systéme.

2. Dans l'onglet Présentation, cliquez sur le panneau Fonctionnalités, puis cliquez sur I'icdne en forme de

crayon a cété de Type de machine.

Scheduled Downtime

Storage Class

INFORMATION FEATURES
System Tags 0 Tags
CIFS Setup Mot Configured

Off

Standard Storage

Machine Type

nZ-standard-4

R

Write Speed

Ransomware Protection

Support Registration

Marmal

Off

MOC Reglstered

Si vous utilisez une licence PAYGO (pay-as-you-go) basée sur des noeuds, vous pouvez éventuellement

choisir une licence et un type de machine différents en cliquant sur l'icbne en forme de crayon a cbté de Type

de licence.

1. Choisissez un type de machine, cochez la case pour confirmer que vous comprenez les implications du
changement, puis cliquez sur Modifier.

Résultat

Cloud Volumes ONTAP redémarre avec la nouvelle configuration.

Convertissez les déploiements Cloud Volumes ONTAP existants vers Infrastructure Manager

A compter du 12 janvier 2026, les nouveaux déploiements Cloud Volumes ONTAP sur
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Google Cloud pourront utiliser Google Cloud Infrastructure Manager. Google est sur le
point de déprécier Google Cloud Deployment Manager au profit d’'Infrastructure Manager.
Par conséquent, vous devez exécuter manuellement un outil de transition pour convertir
vos déploiements Cloud Volumes ONTAP existants de Deployment Manager vers
Infrastructure Manager. |l s’agit d’'un processus unique, aprés quoi vos systémes
commenceront automatiquement a utiliser Infrastructure Manager.

A propos de cette tache
L'outil de transition est disponible dans le "Site de support NetApp", et crée les artefacts suivants :

* Artefacts Terraform, enregistrés dans conversion output/deployment name.

* Résumé de la conversion, enregistré dans
conversion output/batch summary <deployment name> <timestamp>.Jjson.

* Les journaux de débogage, enregistrés dans le <gcp project number>-<region>-blueprint-
config/<cvo name> répertoire. Vous avez besoin de ces journaux pour le dépannage. Le <gcp
project number>-<region>-blueprint-config compartiment stocke les journaux Terraform.

Les systemes Cloud Volumes ONTAP utilisant Infrastructure Manager stockent les données et
les enregistrements dans des compartiments Google Cloud Storage. Des frais supplémentaires
peuvent s’appliquer pour ces compartiments, mais ne modifiez pas et ne supprimez pas les
compartiments ni leur contenu :

<:> * gs://netapp-cvo-infrastructure-manager—-<project id>/dm-to-im-convert
: pour stocker les fichiers Terraform de Cloud Volumes ONTAP

* <gcp project number>-<region>-blueprint-config: pour stocker les artefacts
Terraform de Google Cloud

Avant de commencer
» Assurez-vous que votre systeme Cloud Volumes ONTAP est en version 9.16.1 ou ultérieure.

» Assurez-vous qu’aucune des ressources Cloud Volumes ONTAP ni aucune de leurs propriétés n’a éte
modifiée manuellement depuis la Google Cloud Console.

* Assurez-vous que les APl Google Cloud sont activées. Consultez "Activer les APl Google Cloud". Assurez-
vous d’activer I'API Google Cloud Quotas, en plus des autres API.

« Vérifiez que le compte de service de I'agent NetApp Console dispose de toutes les autorisations requises.
Consultez "Autorisations Google Cloud pour I'agent de la console".

 L'outil de conversion utilise les domaines suivants. Activez-les sur le port 443 de votre réseau :

Domaine Port Protocole Direction But

cloudresourcem 443 TCP SORTIE Validation du projet
anager.googlea

pis.com

deploymentman 443 TCP SORTIE Découverte du déploiement
ager.googleapis.

com

config.googleapi 443 TCP SORTIE API du Infrastructure Manager

S.com
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Domaine Port

storage.googlea 443
pis.com

iam.googleapis. 443
com

compute.google 443
apis.com

openidconnect.g 443
oogleapis.com

oauth2.googlea 443
pis.com

registry.terrafor 443
m.io

releases.hashic 443

orp.com
apt.releases.has 443
hicorp.com

us-central1- 443

docker.pkg.dev

metadata.googl 80
e.internal

Etapes

Protocole

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

HTTP

Direction

SORTIE

SORTIE

SORTIE

SORTIE

SORTIE

SORTIE

SORTIE

SORTIE

SORTIE

Interne

But

opérations de compartiment GCS

Validation du compte de service

Appels d’API de calcul utilisés par
Google Cloud et Terraform Import
et Plan

Authentification

échange de jetons OAuth2

Registre des fournisseurs
Terraform

Téléchargements binaires
Terraform

HashiCorp APT dép6t

GCP Artifact Registry

Métadonnées de VM et jetons
d’authentification

Suivez ces étapes pour passer de Deployment Manager a Infrastructure Manager et exécuter I'outil pour les
déploiements Cloud Volumes ONTAP existants.

1. Créez un rble et associez-le a un compte de service :

a. Créez un fichier YAML avec les autorisations suivantes :
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title: NetApp Dm TO IM Convert Solution
description: Permissions for the service account associated with the
VM where the tool will run.

stage: GA

includedPermissions:

- compute.addresses.get

- compute.disks.get

- compute.forwardingRules.get

— compute.healthChecks.get

- compute.instanceGroups.get

- compute.instances.get

- compute.regionBackendServices.get
- config.deployments.create

- config.deployments.get

- config.deployments.getLock

- config.deployments.lock

- config.deployments.unlock

- config.deployments.update

- config.deployments.delete

- config.deployments.updateState

- config.operations.get

- deploymentmanager.deployments.get
- deploymentmanager.deployments.list
- deploymentmanager.manifests.get

- iam.serviceAccounts.get

- storage.buckets.create

- storage.objects.create

- storage.objects.delete

- storage.objects.get

- storage.objects.list

b. Créez un réle personnalisé dans Google Cloud avec les autorisations définies dans le fichier YAML.
gcloud iam roles create dmtoim convert tool role --project=PROJECT ID \
--file=YAML FILE_ PATH Pour plus d’'informations, consultez "Creation et gestion de réles
personnalisés".

c. Associez le role personnalisé au compte de service que vous utiliserez pour créer la VM.

d. Ajoutez le roles/iam.serviceAccountUser réle a ce compte de service. Consultez "Apercu des
comptes de service".

2. Créez une machine virtuelle avec les configurations suivantes. Vous exécutez I'outil sur cette machine
virtuelle.

o Type de machine : Google Compute Engine machine type e2-medium

> OS : Ubuntu 25.10 AMD64 Minimal (image : ubuntu-minimal-2510-amd64)
o Réseautique : Pare-feu autorisant HTTP et HTTPs

o Taille du disque : 20 Go
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o Sécurité : Comptes de service : le compte de service que vous avez créé
o Sécurité : Etendue de I'accés - accés défini pour chaque API :
= Plateforme cloud : activée
= Moteur de calcul : Lecture seule
= Stockage : Lecture seule (par défaut)
= API Google Cloud Logging (anciennement Stackdriver Logging) : Write only (par défaut)

» API| Stackdriver Monitoring (désormais intégrée a Google Cloud Operations) : écriture seule (par
défaut)

= Gestion des services : Lecture seule (par défaut)
= Contréle du service : Activé (par défaut)
= Google Cloud Trace (anciennement Stackdriver Trace) : écriture seule (par défaut)

3. Connectez-vous a la machine virtuelle nouvellement créée a I'aide de SSH: gcloud compute ssh
dmtoim-convert-executor-vm --zone <region where VM 1is deployed>

4. Téléchargez 'outil de conversion depuis le "Site de support NetApp" en utilisant vos identifiants NSS :
wget <download link from NetApp Support site>

5. Extrayez le fichier TAR téléchargé : tar -xvf <downloaded file name>
6. Téléchargez et installez ces packages prérequis :

o Docker: 28.2.2 build 28.2.2-0Oubuntu1 ou version ultérieure

o Terraform : 1.14.1 ou version ultérieure

o Python : 3.13.7, python3-pip, python3 venv

sudo apt-get update

sudo apt-get install python3-pip python3-venv -y

wget -O - https://apt.releases.hashicorp.com/gpg | sudo gpg —--dearmor
-0 /usr/share/keyrings/hashicorp-archive-keyring.gpg

echo "deb [arch=$ (dpkg --print-architecture) signed-
by=/usr/share/keyrings/hashicorp-archive-keyring.gpg]
https://apt.releases.hashicorp.com noble main" | sudo tee
/etc/apt/sources.list.d/hashicorp.list

sudo apt update && sudo apt install terraform

sudo apt-get install -y docker.io

sudo systemctl start docker

Google Cloud CLI gcloud est préinstallé sur la machine virtuelle.

7. Ajoutez I'utilisateur actuel au groupe Docker, afin que I'outil puisse utiliser Docker sans sudo priviléges.

sudo usermod -aG docker SUSER
newgrp docker
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8.

Installez I'outil de conversion :

cd <folder where you extracted the tool>
./install.sh

Cela installe I'outil dans un environnement isolé, dmconvert-venv et vérifie que tous les logiciels requis
sont installés.

. Saisissez I'environnement dans lequel I'outil est installé : source dmconvert-venv/bin/activate

. Exécutez I'outil de conversion en tant qu’ "non-sudo’utilisateur. Assurez-vous d'utiliser le méme compte de

service que le compte de service de I'agent Console, et que le compte de service dispose de tous les
"Autorisations nécessaires pour Google Cloud Infrastructure Manager".

dmconvert \

--project-id=<the Google Cloud project ID for the Cloud Volumes ONTAP
deployment> \

-—-cvo-name=<Cloud Volumes ONTAP system name> \

--service-account=<the service account attached to the Console agent>

Aprés avoir terminé

L'outil affiche une liste de tous les systémes Cloud Volumes ONTAP et les détails des SVM. Lorsqu’il a
terminé son exécution, vous pouvez voir les statuts de tous les systémes convertis. Chaque systeme
converti apparait dans la console Google sous Infrastructure Manager dans un format <converted system
name-imdeploy>, indiquant que la console utilise désormais les API d’Infrastructure Manager pour gérer ce
systéme Cloud Volumes ONTAP.

Aprés la conversion, ne supprimez pas I'objet de déploiement pour Deployment Manager
dans la Google Cloud Console. Cet objet de déploiement contient les métadonnées
gu’Infrastructure Manager utilise pour gérer les systemes Cloud Volumes ONTAP.

Si vous devez annuler la conversion, vous devez utiliser la méme machine virtuelle. Si vous avez converti tous
les systémes et que vous n’avez pas besoin de revenir a Deployment Manager, vous pouvez supprimer la
machine virtuelle.

Annuler la conversion

Si vous ne souhaitez pas poursuivre la conversion, vous pouvez revenir a Deployment Manager en suivant ces
étapes :

Etapes

1.
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dmconvert \

--project-id=<the Google Cloud project ID for the Cloud Volumes ONTAP
deployment> \

--cvo-name=<Cloud Volumes ONTAP system name> \

--service-account=<the service account attached to the Console agent> \
--rollback

2. Attendez que le rollback soit terminé.

Liens connexes
* "NetApp Console Agent 4.2.0 Notes de version"

+ "Autorisations requises pour Google Cloud Infrastructure Manager"

Administrer Cloud Volumes ONTAP a I'aide de System Manager

Les fonctionnalités avancées de gestion du stockage dans Cloud Volumes ONTAP sont
disponibles via ONTAP System Manager, une interface de gestion fournie avec les
systémes ONTAP . Vous pouvez accéder au Gestionnaire systéme directement depuis la
NetApp Console.

Caractéristiques

Vous pouvez exécuter diverses fonctions de gestion du stockage a I'aide d' ONTAP System Manager dans la
console. La liste suivante inclut certaines de ces fonctionnalités, mais elle n’est pas exhaustive :

» Gestion avancée du stockage : gérez les groupes de cohérence, les partages, les qtrees, les quotas et les
machines virtuelles de stockage.
» Déplacement du volume : "Déplacer un volume vers un autre agrégat.”

» Gestion du réseau : gérez les espaces IP, les interfaces réseau, les ensembles de ports et les ports
Ethernet.

» Gestion des volumes FlexGroup : vous pouvez créer et gérer des volumes FlexGroup uniquement via le
Gestionnaire systéme. La console ne prend pas en charge la création de volumes FlexGroup .

+ Evénements et tAches : affichez les journaux d’événements, les alertes systéme, les taches et les journaux
d’audit.

* Protection avancée des données : protégez les machines virtuelles de stockage, les LUN et les groupes de
cohérence.

» Gestion des hoétes : configurez les groupes d’initiateurs SAN et les clients NFS.

» Gestion du stockage d’objets ONTAP S3 : les fonctionnalités de gestion du stockage ONTAP S3 dans
Cloud Volumes ONTAP sont disponibles uniquement dans System Manager, et non dans la NetApp
Console.

Configurations prises en charge

» La gestion avancée du stockage via ONTAP System Manager est disponible dans Cloud Volumes ONTAP
9.10.0 et versions ultérieures dans les régions cloud standard.

 L'intégration de System Manager n’est pas prise en charge dans les régions GovCloud ou dans les régions
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qui n‘ont pas d’acces Internet sortant.

Limites

Certaines fonctionnalités qui apparaissent dans I'interface du Gestionnaire systéme ne sont pas prises en
charge avec Cloud Volumes ONTAP:

* NetApp Cloud Tiering: Cloud Volumes ONTAP ne prend pas en charge Cloud Tiering. Vous devez
configurer la hiérarchisation des données vers le stockage d’'objets directement a partir de la vue standard
lors de la création de volumes.

» Niveaux : la gestion des agrégats (y compris les niveaux locaux et cloud) n’est pas prise en charge par le
Gestionnaire systéme. Vous devez gérer les agrégats directement a partir de la vue standard.

* Mises a niveau du micrologiciel : Cloud Volumes ONTAP ne prend pas en charge les mises a jour
automatiques du micrologiciel a partir de la page Cluster > Paramétres du Gestionnaire systéme.

» Contrdle d’acces basé sur les réles : le contrble d’accés basé sur les roles du Gestionnaire systéme n’est
pas pris en charge.

* Disponibilité continue SMB (CA) : Cloud Volumes ONTAP ne prend pas en charge "actions SMB
disponibles en continu" pour des opérations non perturbatrices.

Configurer I'authentification pour accéder au Gestionnaire systéme

En tant qu’administrateur, vous pouvez activer I'authentification pour les utilisateurs accédant a ONTAP
System Manager a partir de la console. Vous pouvez déterminer le niveau approprié d’autorisations d’accés en
fonction des réles d’utilisateur ONTAP et activer ou désactiver I'authentification selon les besoins. Si vous
activez l'authentification, les utilisateurs doivent saisir leurs informations d’identification d’utilisateur ONTAP
chaque fois qu’ils accédent a System Manager a partir de la console ou lorsque la page est rechargée, car la
console ne stocke pas les informations d’identification en interne. Si vous désactivez I'authentification, les
utilisateurs peuvent accéder au Gestionnaire systeme a I'aide des informations d’identification de
'administrateur.

@ Ce parameétre s’applique a chaque agent de console pour les utilisateurs ONTAP de votre
organisation ou de votre compte, quel que soit le systeme Cloud Volumes ONTAP .

Autorisations requises
Vous devez disposer des priviléges d’administrateur d’organisation ou de compte pour modifier les paramétres

de I'agent de console pour l'authentification utilisateur Cloud Volumes ONTAP .
Etapes
1. Dans le volet de navigation de gauche, accédez a Administration > Agents.
2. Cliquez sur le ==+ icone pour I'agent de console requis et sélectionnez Modifier I’agent de console.

3. Sous Forcer les informations d’identification de 'utilisateur, cochez la case Activer/Désactiver. Par
défaut, 'authentification est désactivée.

@ Si vous définissez cette valeur sur Activer, I'authentification est réinitialisée et vous devez
modifier tous les flux de travail existants pour prendre en compte ce changement.

4. Cliquez sur Enregistrer.
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Démarrer avec System Manager
Vous pouvez accéder a ONTAP System Manager a partir d’'un systeme Cloud Volumes ONTAP .

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.
2. Sur la page Systémes, double-cliquez sur le systéeme Cloud Volumes ONTAP requis.

3. Cliquez sur Gestionnaire systéme.

Organization Project w = ’ e e
NetAppNew Project-1 = =

System Manager Audit ‘ O (D @

4. Sivous y étes invité, saisissez vos informations d’identification d’utilisateur ONTAP et cliquez sur
Connexion.

5. Si un message de confirmation apparait, lisez-le et cliquez sur Fermer.

Utilisez System Manager pour gérer votre systéme Cloud Volumes ONTAP . Vous pouvez cliquer sur Retour
pour revenir a la console.

Aide a l'utilisation du Gestionnaire systéme

Si vous avez besoin d’aide pour utiliser System Manager avec Cloud Volumes ONTAP, vous pouvez vous
référer au "Documentation ONTAP" pour des instructions étape par étape. Voici quelques liens vers la
documentation ONTAP qui pourraient vous aider :

* "Roéles, applications et authentification ONTAP"

« "Utiliser le Gestionnaire systeme pour accéder a un cluster" .

+ "Gestion des volumes et des LUN"

+ "Gestion de réseau"

* "Protection des données"

» "Créer des partages SMB disponibles en continu”

Administrer Cloud Volumes ONTAP depuis la CLI

L'interface de ligne de commande Cloud Volumes ONTAP vous permet d’exécuter toutes
les commandes d’administration et constitue un bon choix pour les taches avancées ou si
vous étes plus a l'aise avec l'interface de ligne de commande. Vous pouvez vous

125



https://docs.netapp.com/us-en/ontap/index.html
https://docs.netapp.com/us-en/ontap/ontap-security-hardening/roles-applications-authentication.html
https://docs.netapp.com/us-en/ontap/system-admin/access-cluster-system-manager-browser-task.html
https://docs.netapp.com/us-en/ontap/volume-admin-overview-concept.html
https://docs.netapp.com/us-en/ontap/network-manage-overview-concept.html
https://docs.netapp.com/us-en/ontap/concept_dp_overview.html
https://docs.netapp.com/us-en/ontap/smb-hyper-v-sql/create-continuously-available-shares-task.html

connecter a la CLI a l'aide de Secure Shell (SSH).

Avant de commencer

L'héte a partir duquel vous utilisez SSH pour vous connecter a Cloud Volumes ONTAP doit disposer d’'une
connexion réseau a Cloud Volumes ONTAP. Par exemple, vous devrez peut-étre vous connecter en SSH a
partir d’'un héte de saut qui se trouve dans le réseau de votre fournisseur de cloud.

Lorsqu’elles sont déployées dans plusieurs zones de disponibilité, les configurations Cloud

@ Volumes ONTAP HA utilisent une adresse IP flottante pour I'interface de gestion du cluster, ce
qui signifie que le routage externe n’est pas disponible. Vous devez vous connecter a partir d’'un
hoéte faisant partie du méme domaine de routage.

Etapes
1. Dans la NetApp Console, identifiez 'adresse IP de I'interface de gestion du cluster :
a. Dans le menu de navigation de gauche, sélectionnez Stockage > Gestion.
b. Sur la page Systémes, sélectionnez le systeme Cloud Volumes ONTAP .
c. Copiez I'adresse IP de gestion du cluster qui apparait dans le volet de droite.
2. Utilisez SSH pour vous connecter a I'adresse IP de I'interface de gestion du cluster a I'aide du compte
administrateur.

Exemple

L'image suivante montre un exemple utilisant PUTTY :

Specify the destination you want to connect to

Host Name (or IP address) Port
admin@192.168.111.5 2 |
Connection type

OBaw OTeinet ORiogn @SSH (O Seal

3. ATinvite de connexion, entrez le mot de passe du compte administrateur.

Exemple

Password: *****x*xkx%k

COT2::>

Santé et événements du systéme

Vérifier la configuration AutoSupport pour Cloud Volumes ONTAP

AutoSupport surveille de maniére proactive I'état de votre systéme et envoie des
messages au support technique NetApp . Par défaut, AutoSupport est activé sur chaque
nceud pour envoyer des messages au support technique a 'aide du protocole de
transport HTTPS. Il est préférable de vérifier AutoSupport peut envoyer ces messages.
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La seule étape de configuration requise consiste a s’assurer que Cloud Volumes ONTAP dispose d’'une
connectivité Internet sortante. Pour plus de détails, reportez-vous aux exigences réseau de votre fournisseur
de cloud.

Exigences AutoSupport

Les nceuds Cloud Volumes ONTAP nécessitent un accés Internet sortant pour NetApp AutoSupport, qui
surveille de maniére proactive I'état de votre systéme et envoie des messages au support technique NetApp .

Les stratégies de routage et de pare-feu doivent autoriser le trafic HTTPS vers les points de terminaison
suivants afin que Cloud Volumes ONTAP puisse envoyer des messages AutoSupport :

* \ https://mysupport.netapp.com/aods/asupmessage

* \ https://mysupport.netapp.com/asupprod/post/1.0/postAsup

Si une connexion Internet sortante n’est pas disponible pour envoyer des messages AutoSupport , la NetApp
Console configure automatiquement vos systémes Cloud Volumes ONTAP pour utiliser 'agent de la console
comme serveur proxy. La seule exigence est de s’assurer que le groupe de sécurité de I'agent de console
autorise les connexions entrantes sur le port 3128. Vous devrez ouvrir ce port aprés avoir déployé I'agent de
console.

Si vous avez défini des régles sortantes strictes pour Cloud Volumes ONTAP, vous devrez également vous
assurer que le groupe de sécurité Cloud Volumes ONTAP autorise les connexions sortantes sur le port 3128.

Si vous utilisez une paire HA, le médiateur HA ne nécessite pas d’accés Internet sortant.

Apres avoir vérifié que I'acces Internet sortant est disponible, vous pouvez tester AutoSupport pour vous
assurer qu’il peut envoyer des messages. Pour les instructions, reportez-vous a la "Documentation ONTAP :
Configurer AutoSupport" .

Dépannez votre configuration AutoSupport

Si aucune connexion sortante n’est disponible et que la console ne peut pas configurer votre systeme Cloud
Volumes ONTAP pour utiliser I'agent de la console comme serveur proxy, vous recevrez une notification de la
console indiquant que votre systéme est incapable d’envoyer des messages AutoSupport . Suivez ces étapes
pour résoudre ce probleme.

Etapes

1. Connectez-vous en toute sécurité (a I'aide de SSH) au systéme Cloud Volumes ONTAP pour utiliser
l'interface de ligne de commande ONTAP .

"Découvrez comment vous connecter a Cloud Volumes ONTAP" .
2. Vérifiez I'état détaillé du sous-systeme AutoSupport :
autosupport check show-details

La réponse ressemble a ceci :
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Category: smtp
Component: mail-server
Status: failed
Detail: SMTP connectivity check failed for destination:
mailhost. Error: Could not resolve host -
'mailhost'’

Corrective Action: Check the hostname of the SMTP server

Category: http-https
Component: http-put-destination
Status: ok
Detail: Successfully connected to:
<https://support.netapp.com/put/AsupPut/>.

Component: http-post-destination
Status: ok
Detail: Successfully connected to:

https://support.netapp.com/asupprod/post/1.0/postAsup.

Category: on-demand
Component: ondemand-server
Status: ok
Detail: Successfully connected to:
https://support.netapp.com/aods/asupmessage.

Category: configuration
Component: configuration
Status: ok
Detail: No configuration issues found.
5 entries were displayed.

Si le statut de la catégorie http-https est Ok Cela signifie AutoSupport est correctement configuré et que les
messages peuvent étre envoyés.

Sinon, vérifiez 'URL du proxy pour chaque nceud Cloud Volumes ONTAP :

autosupport show -fields proxy-url

. Si le parameétre d’'URL du proxy est vide, configurez Cloud Volumes ONTAP pour utiliser 'agent de la

console comme proxy :

autosupport modify -proxy-url http://<console agent private ip>:3128

5. Vérifiez a nouveau I'état AutoSupport :
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6. Sile statut reste « échec », vérifiez la connectivité entre Cloud Volumes ONTAP et 'agent de la console via

le port 3128.

7. Si le statut est toujours en échec aprés vérification, connectez-vous a I'agent de console via SSH.

"En savoir plus sur la connexion a la machine virtuelle Linux pour I'agent de console"

8. Alleza /opt/application/netapp/cloudmanager/docker occm/data/

9. Ouvrez le fichier de configuration du proxy squid. conf. Voici la structure du fichier :

http port 3128

acl netapp support dst support.netapp.com
http access allow netapp support

request header max size 21 KB

reply header max size 21 KB

http access deny all

httpd suppress version string on

10. Si votre fichier ne contient pas d’entrée pour le bloc CIDR du systéme Cloud Volumes ONTAP , ajoutez

une nouvelle entrée et autorisez l'accés :
acl cvonet src <cidr>
http access allow cvonet

Voici un exemple :

http port 3128

acl netapp support dst support.netapp.com
acl cvonet src <cidr>

http access allow netapp support

http access allow cvonet

request header max size 21 KB

reply header max size 21 KB

http access deny all

httpd suppress version string on

11. Aprés avoir modifié le fichier de configuration, redémarrez le conteneur proxy comme suit : sudo. Ensuite,

12.

selon que vous utilisiez Docker ou Podman, exécutez les commandes suivantes :
Pour Docker, exécutez docker restart squid
Si vous utilisez Podman, exécutez podman restart squid.

Retournez a l'interface de ligne de commande ONTAP et vérifiez que Cloud Volumes ONTAP peut envoyer
des messages AutoSupport :

autosupport check show-details
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Liens connexes
» "Exigences réseau pour Cloud Volumes ONTAP dans AWS"

« "Configuration réseau requise pour Cloud Volumes ONTAP dans Azure"

+ "Exigences réseau pour Cloud Volumes ONTAP dans Google Cloud"

Configurer EMS pour les systémes Cloud Volumes ONTAP

Le systéme de gestion des événements (EMS) collecte et affiche des informations sur les
événements qui se produisent sur les systemes ONTAP . Pour recevoir des notifications
d’événements, vous pouvez définir des destinations d’événements (adresses e-mail,
hétes d’interruption SNMP ou serveurs Syslog) et des itinéraires d’événements pour une
gravité d’événement particuliére.

Vous pouvez configurer EMS a I'aide de la CLI. Pour les instructions, reportez-vous a la "Documentation
ONTAP : Présentation de la configuration EMS" .
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