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Observabilité

Création de tableaux de bord

Présentation des tableaux de bord

Data Infrastructure Insights offre aux utilisateurs la flexibilité de créer des vues
opérationnelles des données d’infrastructure, en vous permettant de créer des tableaux
de bord personnalisés avec une variété de widgets, chacun offrant une grande flexibilité
dans l'affichage et la représentation graphique de vos données.

Les exemples dans ces sections sont fournis a titre explicatif uniquement et ne couvrent pas

@ tous les scénarios possibles. Les concepts et les étapes présentés ici peuvent étre utilisés pour
créer vos propres tableaux de bord afin de mettre en évidence les données spécifiques a vos
besoins particuliers.

Créer un tableau de bord

Vous créez un nouveau tableau de bord a I'un des deux endroits suivants :

* Tableaux de bord > [+Nouveau tableau de bord]

* Tableaux de bord > Afficher tous les tableaux de bord > cliquez sur le bouton [+Tableau de bord]
Voyez-le en action

Créez des tableaux de bord puissants avec NetApp (vidéo),window=read-later

Commandes du tableau de bord

L’écran du tableau de bord comporte plusieurs commandes :

» Sélecteur de temps : vous permet d’afficher les données du tableau de bord pour une plage de temps
allant des 15 derniéres minutes aux 30 derniers jours, ou une plage de temps personnalisée allant jusqu’a
31 jours. Vous pouvez choisir de remplacer cette plage horaire globale dans des widgets individuels.

* Bouton Enregistrer : permet d’enregistrer ou de supprimer le tableau de bord.
Vous pouvez renommer le tableau de bord actuel en cliquant sur Renommer dans le menu Enregistrer.

* + Bouton Ajouter un widget, qui vous permet d’ajouter n'importe quel nombre de tableaux, de
graphiques ou d’autres widgets au tableau de bord.

Les widgets peuvent étre redimensionnés et déplacés vers différentes positions dans le tableau de bord,
pour vous offrir la meilleure vue de vos données en fonction de vos besoins actuels.

* + Bouton Ajouter une variable, qui vous permet d’utiliser des variables pour filtrer activement les
données du tableau de bord.

Types de widgets

Vous pouvez choisir parmi les types de widgets suivants :


https://media.netapp.com/video-detail/5a293f3c-c655-5879-9133-1a32aaa140e8

* Widget de tableau : un tableau affichant des données en fonction des filtres et des colonnes que vous
choisissez. Les données du tableau peuvent étre combinées en groupes qui peuvent étre réduits et
développés.

GroupBy Date < 1h
4 items found in 2 groups
[=] Active Date Storage Node 1 Cache Hit Ratio - Total (%) 10PS - Total (10...  10PS-Write (... Latency
B 06/01/2020 (1} ocinanegal-01 N/A N/A N/A N/A
06/01/2020 ocinanegal-0l N/A N/A N/A N/A
N/A (3) - N/A N/A N/A N/A

» * Graphiques linéaires, splines, de surface, a aires empilées * : il s’agit de widgets de graphiques de séries
chronologiques sur lesquels vous pouvez afficher les performances et d’autres données au fil du temps.
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» Widget a valeur unique : un widget vous permettant d’afficher une valeur unique qui peut étre dérivée
directement d’'un compteur ou calculée a I'aide d’'une requéte ou d’une expression. Vous pouvez définir
des seuils de formatage des couleurs pour indiquer si la valeur est dans la plage attendue, d’avertissement
ou critique.

Single Value Widget i Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

* Widget de jauge : affiche des données a valeur unique dans une jauge traditionnelle (solide) ou une jauge
a puces, avec des couleurs basées sur les valeurs « Avertissement » ou « Critique » que
vous"personnaliser" .


concept_dashboard_features.html#formatting-gauge-widgets

Traditional Gauge widget Bullet Gauge widget
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* Graphiques a barres et a colonnes : affiche les valeurs N supérieures ou inférieures, par exemple, les 10
premiers stockages par capacité ou les 5 derniers volumes par IOPS.

Bar Chart Column Chart
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» * Graphique en boite a moustaches * : Un tracé du minimum, du maximum, de la médiane et de la plage
entre le quartile inférieur et supérieur des données dans un seul graphique.
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* Graphique en nuage de points : trace les données associées sous forme de points, par exemple, les
IOPS et la latence. Dans cet exemple, vous pouvez localiser rapidement des actifs avec un débit élevé et
un faible nombre d’'lOPS.



Scatter Piot

Throughput - Total (MB/s]

0.15
®

o .a;l o o

i @
0.05 P
g & = )
7 e
o 25 05 0.75 1 1.25 5 1.75 2 225

FOF 5 - Write (HO¥s)

« Graphique a secteurs : un graphique a secteurs traditionnel pour afficher les données comme une partie
du total.

Pie Chart
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» Widget de note : Jusqu’a 1 000 caracteres de texte libre.

MNote Widget {with link)

This is 3@ note. You can gype any text you like in here,
for example. 1o give details about the purpose of 2
particular dashbosrd.

You cam also include finks in your note.

* Graphique a barres temporelles : affiche les données du journal ou des métriques au fil du temps.



Count of logs.netapp.ems by source C 30s :

1.5k

8:00 AM 8:30 AM 8:00 AM 9:30 AM 10:00 AM 10:30 AM

Legend

» Tableau des alertes : affiche jusqu’aux 1 000 dernieres alertes.

Pour des explications plus détaillées sur ces fonctionnalités et d’autres fonctionnalités du tableau de
bord,"Cliquez ici" .

Définir un tableau de bord comme page d’accueil

Vous pouvez choisir le tableau de bord a définir comme page d’accueil de votre locataire en utilisant 'une des
méthodes suivantes :

* Accédez a Tableaux de bord > Afficher tous les tableaux de bord pour afficher |a liste des tableaux de
bord de votre locataire. Cliquez sur le menu d’options a droite du tableau de bord souhaité et sélectionnez
Définir comme page d’accueil.

 Cliquez sur un tableau de bord de la liste pour ouvrir le tableau de bord. Cliquez sur le menu déroulant
dans le coin supérieur et sélectionnez Définir comme page d’accueil.

Fonctionnalités du tableau de bord

Les tableaux de bord et les widgets offrent une grande flexibilité dans la fagon dont les
données sont affichées. Voici quelques concepts pour vous aider a tirer le meilleur parti
de vos tableaux de bord personnalisés.

toc(]

Nommage des widgets

Les widgets sont automatiquement nommés en fonction de I'objet, de la métrique ou de I'attribut sélectionné
pour la premiere requéte de widget. Si vous choisissez également un regroupement pour le widget, les
attributs « Grouper par » sont inclus dans la dénomination automatique (méthode d’agrégation et métrique).


concept_dashboard_features.html

Maximum cputime_active by agent_node_ip Cancel m
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B3 A)Query ChartType: BarChart ¥ ChartColor: [ v DecimalPlaces: 2 ¥ Convert to Expression
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La sélection d’'un nouvel objet ou d’un attribut de regroupement met a jour le nom automatique.

Si vous ne souhaitez pas utiliser le nom automatique du widget, vous pouvez simplement saisir un nouveau
nom.

Placement et taille des widgets

Tous les widgets du tableau de bord peuvent étre positionnés et dimensionnés en fonction de vos besoins pour
chaque tableau de bord particulier.

Dupliquer un widget

En mode Edition du tableau de bord, cliquez sur le menu du widget et sélectionnez Dupliquer. L'éditeur de
widgets est lancé, pré-rempli avec la configuration du widget d’origine et avec un suffixe « copie » dans le nom
du widget. Vous pouvez facilement apporter les modifications nécessaires et enregistrer le nouveau widget. Le
widget sera placé en bas de votre tableau de bord et vous pourrez le positionner selon vos besoins. N'oubliez
pas de sauvegarder votre tableau de bord lorsque toutes les modifications sont terminées.

Affichage des légendes des widgets

La plupart des widgets des tableaux de bord peuvent étre affichés avec ou sans lIégendes. Les légendes dans
les widgets peuvent étre activées ou désactivées sur un tableau de bord par 'une des méthodes suivantes :

* Lors de I'affichage du tableau de bord, cliquez sur le bouton Options du widget et sélectionnez Afficher
les légendes dans le menu.

A mesure que les données affichées dans le widget changent, la légende de ce widget est mise & jour de
maniére dynamique.

Lorsque les Iégendes sont affichées, si la page de destination de I'actif indiqué par la Iégende est accessible,
la Iégende s’affichera sous la forme d’un lien vers cette page d’actif. Si la [égende affiche « tous », cliquer sur
le lien affichera une page de requéte correspondant a la premiére requéte du widget.

Transformer les métriques

Data Infrastructure Insights fournit différentes options de transformation pour certaines métriques dans les
widgets (en particulier, les métriques appelées « Personnalisées » ou métriques d’intégration, telles que celles
de Kubernetes, ONTAP Advanced Data, des plugins Telegraf, etc.), vous permettant d’afficher les données de
plusieurs maniéres. Lorsque vous ajoutez des métriques transformables a un widget, une liste déroulante vous
propose les choix de transformation suivants :



Aucun : les données sont affichées telles quelles, sans aucune manipulation.

Taux : Valeur actuelle divisée par la plage de temps depuis I'observation précédente.
Cumulatif : L'accumulation de la somme des valeurs précédentes et de la valeur actuelle.
Delta : La différence entre la valeur d’observation précédente et la valeur actuelle.

Taux Delta : Valeur Delta divisée par la plage de temps depuis I'observation précédente.
Taux cumulé : valeur cumulée divisée par la plage de temps depuis I'observation précédente.

Notez que la transformation des métriques ne modifie pas les données sous-jacentes elles-mémes, mais
uniquement la maniere dont ces données sont affichées.

Requétes et filtres des widgets du tableau de bord

Requétes

La requéte dans un widget de tableau de bord est un outil puissant pour gérer I'affichage de vos données.
Voici quelques éléments a noter sur les requétes de widgets.

Certains widgets peuvent avoir jusqu’a cinq requétes. Chaque requéte tracera son propre ensemble de lignes
ou de graphiques dans le widget. La définition du cumul, du regroupement, des résultats supérieurs/inférieurs,
etc. sur une requéte n’affecte aucune autre requéte pour le widget.

Vous pouvez cliquer sur I'icone en forme d’ceil pour masquer temporairement une requéte. L'affichage du
widget se met a jour automatiquement lorsque vous masquez ou affichez une requéte. Cela vous permet de
veérifier vos données affichées pour des requétes individuelles lorsque vous créez votre widget.

Les types de widgets suivants peuvent avoir plusieurs requétes :

* Graphique en aires

» Graphique a aires empilées
* Graphique linéaire

» Graphique spline

* Widget a valeur unique

Les autres types de widgets ne peuvent avoir qu’une seule requéte :

* Tableau
» Graphique a barres
» Boite a moustaches
* Nuage de points
Filtrage dans les requétes des widgets du tableau de bord

Voici quelques mesures que vous pouvez prendre pour tirer le meilleur parti de vos filtres.

Filtrage de correspondance exacte

Si vous placez une chaine de filtre entre guillemets doubles, Insight traite tout ce qui se trouve entre le premier



et le dernier guillemet comme une correspondance exacte. Tous les caractéres spéciaux ou opérateurs a
lintérieur des guillemets seront traités comme des littéraux. Par exemple, le filtrage par « * » renverra des
résultats qui sont un astérisque littéral ; 'astérisque ne sera pas traité comme un caractére générique dans ce
cas. Les opérateurs AND, OR et NOT seront également traités comme des chaines littérales lorsqu’ils sont
placés entre guillemets.

Vous pouvez utiliser des filtres de correspondance exacte pour trouver des ressources spécifiques, par
exemple le nom d’héte. Si vous souhaitez rechercher uniquement le nom d’hdte « marketing » mais exclure «
marketing01 », « marketing-boston », etc., placez simplement le nom « marketing » entre guillemets.

Caractéres génériques et expressions

Lorsque vous filirez des valeurs de texte ou de liste dans des requétes ou des widgets de tableau de bord,
lorsque vous commencez a saisir, vous avez la possibilité de créer un filtre générique basé sur le texte
actuel. La sélection de cette option renverra tous les résultats correspondant a I'expression générique. Vous
pouvez également créer des expressions en utilisant NOT ou OR, ou vous pouvez sélectionner I'option

« Aucun » pour filtrer les valeurs nulles dans le champ.

kubernetes.pod v
Filter By = pod_name | ingest v (X (2
Group pod_name x Create wildcard containing "ingest”

ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfdsbfc-vxdsp

71 items found
MNone

Les filires basés sur des caractéeres génériques ou des expressions (par exemple NOT, OR, « Aucun », etc.)
s’affichent en bleu foncé dans le champ de filtre. Les éléments que vous sélectionnez directement dans la liste
sont affichés en bleu clair.



kubernetes.pod v

Filter By ~ pod_name ci-service-audit-5f775dd975-bride X X ¥ | X =

Group pod_name X v

3 items found

pod_name
ci-service-audit-5f775dd575-brfdc
ci-service-datalake-ingestion-85bsbdfded-2qbwr

service-foundation-ingest-767dfd5bfc-vxdsp

Notez que le filtrage par caractéres génériques et par expressions fonctionne avec du texte ou des listes, mais
pas avec des nombres, des dates ou des booléens.

Filtrage de texte avancé avec suggestions contextuelles de saisie semi-automatique

Le filtrage dans les requétes de widgets est contextuel ; lorsque vous sélectionnez une ou plusieurs valeurs de
filtre pour un champ, les autres filtres pour cette requéte afficheront les valeurs pertinentes pour ce filtre. Par
exemple, lors de la définition d’un filtre pour un objet spécifique Nom, le champ a filtrer pour Modeéle affichera
uniguement les valeurs pertinentes pour ce nom d’objet.

Le filtrage contextuel s’applique également aux variables de page du tableau de bord (attributs de type texte
ou annotations uniquement). Lorsque vous sélectionnez une valeur de filtre pour une variable, toutes les
autres variables utilisant des objets associés afficheront uniquement les valeurs de filire possibles en fonction
du contexte de ces variables associées.

Notez que seuls les filtres de texte afficheront des suggestions contextuelles de saisie semi-automatique. La
date, 'énumération (liste), etc. n’afficheront pas les suggestions de saisie semi-automatique. Cela dit, vous
pouvez définir un filtre sur un champ Enum (c’est-a-dire une liste) et faire en sorte que d’autres champs de
texte soient filtrés dans le contexte. Par exemple, en sélectionnant une valeur dans un champ Enum comme
Centre de données, les autres filtres afficheront uniguement les modeles/noms de ce centre de données, mais
pas l'inverse.

La plage horaire sélectionnée fournira également un contexte pour les données affichées dans les filtres.

Choix des unités de filtrage

Lorsque vous saisissez une valeur dans un champ de filtre, vous pouvez sélectionner les unités dans
lesquelles afficher les valeurs sur le graphique. Par exemple, vous pouvez filtrer sur la capacité brute et choisir
d’afficher le Gio par défaut, ou sélectionner un autre format tel que Tio. Ceci est utile si vous avez un certain



nombre de graphiques sur votre tableau de bord affichant des valeurs en Tio et que vous souhaitez que tous
vos graphiques affichent des valeurs cohérentes.

capacity.raw by Storage

A} Query | Storage.performance.capacity.raw v

Filter By - capacity.raw | 100 X | To
Group - by  Storage [ERluis (GIB) - default . lop
Display: LineChart = Units 1ln:
bit (b)
capacity.raw [TiE) kibibyte (KiB)
80623 mebibyte (MiB)

341.70638 gibibyte (GiB) r—

. . -
tahibnda ITiR

202 9887

(=]
in

Mone
244 14083
185.3125
146 45438
7:00 PM 7:00 AM (3. Dec) 7:00 FM

Affinements de filtrage supplémentaires

Les éléments suivants peuvent étre utilisés pour affiner davantage vos filtres.

* Un astérisque vous permet de rechercher tout. Par exemple,

vol*rhel

affiche toutes les ressources qui commencent par « vol » et se terminent par « rhel ».

* Le point d’interrogation vous permet de rechercher un nombre spécifique de caractéres. Par exemple,

BOS-PRD??-S12

affiche BOS-PRD12-S12, BOS-PRD13-S12, etc.

» L'opérateur OR vous permet de spécifier plusieurs entités. Par exemple,

FAS2240 OR CX600 OR FAS3270
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trouve plusieurs modeles de stockage.

» L'opérateur NOT vous permet d’exclure du texte des résultats de la recherche. Par exemple,

NOT EMC*

trouve tout ce qui ne commence pas par « EMC ». Vous pouvez utiliser

NOT *

pour afficher les champs qui ne contiennent aucune valeur.

Identification des objets renvoyés par les requétes et les filtres

Les objets renvoyeés par les requétes et les filtres ressemblent a ceux présentés dans l'illustration suivante.
Les objets avec des « balises » qui leur sont attribuées sont des annotations tandis que les objets sans balises
sont des compteurs de performances ou des attributs d’objet.

Filter By 7]
Group [ 4 [ ICA ]
Display: Attributes

QOS5 I0OF5_max

\OPS - Total 0] MeTIES
e IOPS - Max
IOPS - Other
1.6k
IOPS - Read =
—

Regroupement, identification et agrégation

Regroupement (enroulement)

Les données affichées dans un widget sont regroupées (parfois appelées cumulées) a partir des points de
données sous-jacents collectés lors de I'acquisition. Par exemple, si vous disposez d’'un widget de graphique
linéaire affichant les IOPS de stockage au fil du temps, vous souhaiterez peut-étre voir une ligne distincte pour
chacun de vos centres de données, pour une comparaison rapide. Dans le champ « Grouper par »,
sélectionnez le type d’objet lui-méme pour afficher les lignes, zones, barres, colonnes, etc. (selon le type de
widget) individuelles pour chaque objet. Vous pouvez choisir de regrouper les données selon n'importe quel
attribut disponible dans la liste pour cet objet. Par exemple, lors de la consultation des données d’'un volume
interne, vous pouvez souhaiter regrouper les données par nom de stockage.

Pour afficher les données consolidées, supprimez tout attribut Group By, le regroupement s’effectuant par
défaut par « Tous ».

11



Vous pouvez choisir d’agréger ces données de plusieurs maniéres :

* Moyenne : affiche chaque ligne comme la moyenne des données sous-jacentes.
» Maximum : affiche chaque ligne comme le maximum des données sous-jacentes.
* Minimum : affiche chaque ligne comme le minimum des données sous-jacentes.
+ Somme : affiche chaque ligne comme la somme des données sous-jacentes.
Lors de la consultation du tableau de bord, la sélection de la Iégende d’'un widget dont les données sont

regroupées par « Tous » ouvre une page de requéte affichant les résultats de la premiere requéte utilisée dans
le widget.

Si vous avez défini un filtre pour la requéte, les données sont regroupées en fonction des données filtrées.

Identification des données personnalisées

Lorsque vous créez ou modifiez un widget basé sur vos propres données personnalisées, ces données
peuvent ne pas étre correctement représentées dans le widget sans attribut d’identification. Si DIl ne parvient
pas a identifier I'objet que vous avez sélectionné pour votre widget, il vous présentera un lien Configuration
avancée dans la zone « Grouper par ». Développez cette section pour sélectionner I'attribut qui vous permettra
d’identifier vos données.

Group by | | cluster_name X ¥  Aggregatedby  Average ¥ Identify by

|.*-J¢n-:- v | Reset @

&
cluster_fgdn

cluster_model
cluster_name
cluster_serial_number
cluster_type
cluster_uuid

cluster_vendor

Agrégation de données

Vous pouvez affiner davantage vos graphiques en regroupant les points de données par intervalles de
minutes, d’heures ou de jours avant que ces données ne soient ensuite agrégées par attribut (si cette option
est choisie). Vous pouvez choisir d’agréger des points de données en fonction de leur Moyenne, Maximum,
Minimum, Somme ou Nombre.

Un petit intervalle combiné a une longue plage de temps peut entrainer un avertissement « Lintervalle
d’agrégation a généré trop de points de données ». Vous pourriez voir cela si vous avez un petit intervalle et
augmentez la période du tableau de bord a 7 jours. Dans ce cas, Insight augmentera temporairement
lintervalle d’agrégation jusqu’a ce que vous sélectionniez une période plus petite.

La plupart des compteurs d’actifs s’agrégent sur Moyenne par défaut. Certains compteurs s’agrégent sur Max,

Min ou Sum par défaut. Par exemple, les erreurs de port sont regroupées par défaut sur Sum, tandis que les
IOPS de stockage sont regroupées sur Average.

Affichage des résultats supérieurs/inférieurs

Dans un widget graphique, vous pouvez afficher les résultats Meilleurs ou Inférieurs pour les données
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cumulées et choisir le nombre de résultats affichés dans la liste déroulante fournie. Dans un widget de tableau,
vous pouvez trier par n'importe quelle colonne.

Widget graphique haut/bas

Dans un widget graphique, lorsque vous choisissez de regrouper les données par un attribut spécifique, vous
avez la possibilité d’afficher les N premiers ou les N derniers résultats. Notez que vous ne pouvez pas choisir
les résultats supérieurs ou inférieurs lorsque vous choisissez de cumuler par tous les attributs.

Vous pouvez choisir les résultats a afficher en choisissant Haut ou Bas dans le champ Afficher de la requéte
et en sélectionnant une valeur dans la liste fournie.

Le widget de tableau affiche les entrées

Dans un widget de tableau, vous pouvez sélectionner le nombre de résultats affichés dans les résultats du
tableau. Vous n’avez pas la possibilité de choisir les résultats supérieurs ou inférieurs, car le tableau vous
permet de trier par ordre croissant ou décroissant selon n’importe quelle colonne a la demande.

Vous pouvez choisir le nombre de résultats a afficher dans le tableau du tableau de bord en sélectionnant une
valeur dans le champ Afficher les entrées de la requéte.

Widget de regroupement dans le tableau

Les données d’'un widget de tableau peuvent étre regroupées par n'importe quel attribut disponible, vous
permettant de voir un apercu de vos données et de les explorer en profondeur pour plus de détails. Les
mesures du tableau sont regroupées pour une visualisation facile dans chaque ligne réduite.

Les widgets de tableau vous permettent de regrouper vos données en fonction des attributs que vous
définissez. Par exemple, vous souhaiterez peut-étre que votre tableau affiche le nombre total d’'lOPS de
stockage regroupés par centres de données dans lesquels ces stockages se trouvent. Ou vous souhaiterez
peut-étre afficher un tableau de machines virtuelles regroupées en fonction de I'hyperviseur qui les héberge. A
partir de la liste, vous pouvez développer chaque groupe pour afficher les actifs de ce groupe.

Le regroupement n’est disponible que dans le type de widget Tableau.

Exemple de regroupement (avec explication du cumul)

Les widgets de tableau vous permettent de regrouper des données pour un affichage plus facile.

Dans cet exemple, nous allons créer un widget de tableau affichant toutes les machines virtuelles regroupées
par centre de données.
Etapes
1. Créez ou ouvrez un tableau de bord et ajoutez un widget Tableau.
2. Sélectionnez Machine virtuelle comme type d’actif pour ce widget.
3. Cliquez sur le sélecteur de colonnes et choisissez Nom de I'hyperviseur et IOPS - Total.
Ces colonnes sont maintenant affichées dans le tableau.
4. Ignorons toutes les machines virtuelles sans IOPS et incluons uniquement les machines virtuelles dont le
total des IOPS est supérieur a 1. Cliquez sur le bouton Filtrer par [+] et sélectionnez /IOPS - Total. Cliquez

sur Any, et dans le champ de, tapez 1. Laissez le champ a vide. Appuyez sur Entrée ou cliquez sur le
champ de filtre pour appliquer le filtre.
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Le tableau affiche désormais toutes les machines virtuelles avec un nombre total d'lOPS supérieur ou égal
a 1. Notez qu’il n’y a pas de regroupement dans le tableau. Toutes les machines virtuelles sont affichées.

5. Cliquez sur le bouton Grouper par [+].

Vous pouvez regrouper par n'importe quel attribut ou annotation affiché. Choisissez Tout pour afficher
toutes les machines virtuelles dans un seul groupe.

Tout en-téte de colonne pour une mesure de performance affiche un menu « trois points » contenant une
option Récapitulatif . La méthode de cumul par défaut est Average. Cela signifie que le nombre affiché
pour le groupe est la moyenne de tous les IOPS totaux signalés pour chaque machine virtuelle a l'intérieur
du groupe. Vous pouvez choisir de regrouper cette colonne par Moyenne, Somme, Minimum ou Maximum.
Toute colonne que vous affichez et qui contient des mesures de performances peut étre regroupée
individuellement.

|

=" x

m

IO Density - Total

few I B

Roll Up by Avg *

Avg
2013 Max
29.44

Min
0,44

Sum

6. Cliquez sur Tous et sélectionnez Nom de I'hyperviseur.

La liste des machines virtuelles est désormais regroupée par hyperviseur. Vous pouvez développer chaque
hyperviseur pour afficher les machines virtuelles hébergées par celui-ci.

7. Cliquez sur Enregistrer pour enregistrer le tableau dans le tableau de bord. Vous pouvez redimensionner
ou déplacer le widget comme vous le souhaitez.

8. Cliquez sur Enregistrer pour enregistrer le tableau de bord.

Synthése des données de performance

Si vous incluez une colonne pour les données de performances (par exemple, IOPS - Total) dans un widget de
tableau, lorsque vous choisissez de regrouper les données, vous pouvez alors choisir une méthode de cumul
pour cette colonne. La méthode de cumul par défaut consiste a afficher la moyenne (avg) des données sous-
jacentes dans la ligne de groupe. Vous pouvez également choisir d’afficher la somme, le minimum ou le
maximum des données.

Sélecteur de plage horaire du tableau de bord

Vous pouvez sélectionner la plage horaire pour les données de votre tableau de bord. Seules les données
pertinentes pour la plage horaire sélectionnée seront affichées dans les widgets du tableau de bord. Vous
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pouvez sélectionner parmi les plages horaires suivantes :

* Les 15 derniéres minutes

* Les 30 derniéres minutes

* Les 60 derniéres minutes

* Les 2 derniéres heures

» 3 dernieres heures (c’est la valeur par défaut)

* Les 6 derniéres heures

* Les 12 derniéres heures

* Derniéres 24 heures

* Les 2 derniers jours

* Les 3 derniers jours

* Les 7 derniers jours

* Les 30 derniers jours

* Plage horaire personnalisée
La plage horaire personnalisée vous permet de sélectionner jusqu’a 31 jours consécutifs. Vous pouvez
également définir I’'heure de début et I'heure de fin de la journée pour cette plage. L'heure de début par

défaut est 00h0O le premier jour sélectionné et I'heure de fin par défaut est 23h59 le dernier jour
sélectionné. Cliquez sur Appliquer pour appliquer la plage horaire personnalisée au tableau de bord.

Zoom sur une plage horaire

Lorsque vous visualisez un widget de série chronologique (Ligne, Spline, Zone, Zone empilée) ou un
graphique sur une page de destination, vous pouvez faire glisser la souris sur le graphique pour effectuer un
zoom avant. Dans le coin supérieur droit de I'écran, vous pouvez ensuite verrouiller cette plage de temps afin
que les graphiques sur d’autres pages reflétent les données de cette plage de temps verrouillée. Pour
déverrouiller, sélectionnez une plage horaire différente dans la liste.

Remplacement de I’heure du tableau de bord dans les widgets individuels

Vous pouvez remplacer le parameétre de plage horaire du tableau de bord principal dans des widgets
individuels. Ces widgets afficheront les données en fonction de leur période définie, et non de la période du
tableau de bord.

Pour remplacer I'heure du tableau de bord et forcer un widget a utiliser sa propre période, dans le mode
d’édition du widget, choisissez la plage horaire souhaitée et enregistrez le widget sur le tableau de bord.

Le widget affichera ses données en fonction de la période définie, quelle que soit la période que vous
sélectionnez sur le tableau de bord lui-méme.

La période que vous définissez pour un widget n’affectera aucun autre widget du tableau de bord.
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Axe primaire et secondaire

Difféerentes mesures utilisent différentes unités de mesure pour les données qu’elles rapportent dans un
graphique. Par exemple, lorsque I'on examine les IOPS, I'unité de mesure est le nombre d’opérations d’E/S
par seconde (IO/s), tandis que la latence est purement une mesure du temps (millisecondes, microsecondes,
secondes, etc.). Lors de la représentation graphique des deux métriques sur un graphique a ligne unique a
l'aide d’'un seul ensemble de valeurs pour I'axe Y, les nombres de latence (généralement une poignée de
millisecondes) sont représentés sur la méme échelle que les IOPS (généralement numérotés en milliers), et la
ligne de latence se perd a cette échelle.

Mais il est possible de représenter graphiquement les deux ensembles de données sur un seul graphique
significatif, en plagant une unité de mesure sur I'axe Y principal (c6té gauche) et I'autre unité de mesure sur
'axe Y secondaire (c6té droit). Chaque mesure est représentée a sa propre échelle.

Etapes
Cet exemple illustre le concept des axes primaires et secondaires dans un widget de graphique.

1. Créer ou ouvrir un tableau de bord. Ajoutez un widget de graphique linéaire, de graphique spline, de
graphique a aires ou de graphique a aires empilées au tableau de bord.

2. Sélectionnez un type d’actif (par exemple Stockage) et choisissez IOPS - Total pour votre premiére
métrique. Définissez les filtres de votre choix et choisissez une méthode de regroupement si vous le
souhaitez.

La ligne IOPS est affichée sur le graphique, avec son échelle indiquée sur la gauche.

3. Cliquez sur [+Requéte] pour ajouter une deuxieme ligne au graphique. Pour cette ligne, choisissez
Latence - Total pour la métrique.

Notez que la ligne est affichée a plat en bas du graphique. C’est parce qu’il est dessiné a la méme échelle
que la ligne IOPS.

4. Dans la requéte Latence, sélectionnez Axe Y : Secondaire.

La ligne de latence est désormais dessinée a sa propre échelle, qui est affichée sur le c6té droit du
graphique.
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Expressions dans les widgets

Dans un tableau de bord, n’importe quel widget de série chronologique (ligne, spline, zone, zone empilée),
graphique a barres, graphique a colonnes, graphique a secteurs ou widget de tableau vous permet de créer
des expressions a partir des mesures que vous choisissez et d’afficher le résultat de ces expressions dans un
seul graphique (ou colonne dans le cas duwidget de tableau ). Les exemples suivants utilisent des expressions
pour résoudre des problémes spécifiques. Dans le premier exemple, nous souhaitons afficher les IOPS de
lecture sous forme de pourcentage du total des IOPS pour tous les actifs de stockage de votre locataire. Le
deuxieme exemple donne une visibilité sur les IOPS « systéme » ou « surcharge » qui se produisent sur votre
locataire, c’est-a-dire les IOPS qui ne proviennent pas directement de la lecture ou de I'écriture de données.

Vous pouvez utiliser des variables dans des expressions (par exemple, $Var1 * 100)

Exemple d’expressions : Lire le pourcentage d’lOPS

Dans cet exemple, nous souhaitons afficher les IOPS de lecture en pourcentage du total des IOPS. Vous
pouvez considérer cela comme la formule suivante :

Read Percentage = (Read IOPS / Total IOPS) x 100
Ces données peuvent étre affichées sous forme de graphique linéaire sur
votre tableau de bord. Pour ce faire, suivez ces étapes

Etapes
1. Créez un nouveau tableau de bord ou ouvrez un tableau de bord existant en mode édition.

2. Ajoutez un widget au tableau de bord. Choisissez Graphique en aires.

Le widget s’'ouvre en mode édition. Par défaut, une requéte s’affiche indiquant /OPS - Total pour les actifs
Storage. Si vous le souhaitez, sélectionnez un autre type d’actif.

3. Cliquez sur le lien Convertir en expression a droite.
La requéte actuelle est convertie en mode Expression. Notez que vous ne pouvez pas modifier le type
d’actif en mode Expression. Lorsque vous étes en mode Expression, le lien devient Revenir a la requéte.
Cliquez ici si vous souhaitez revenir au mode Requéte a tout moment. Sachez que le passage d’'un mode

a l'autre réinitialisera les champs a leurs valeurs par défaut.

Pour l'instant, restez en mode Expression.

17



4. La métrique IOPS - Total se trouve désormais dans le champ de variable alphabétique « a ». Dans le
champ variable « b », cliquez sur Sélectionner et choisissez IOPS - Lecture.

Vous pouvez ajouter jusqu’a un total de cing variables alphabétiques pour votre expression en cliquant sur
le bouton + suivant les champs de variables. Pour notre exemple de pourcentage de lecture, nous n’avons
besoin que du total des IOPS (« a ») et des IOPS de lecture (« b »).

5. Dans le champ Expression, vous utilisez les lettres correspondant a chaque variable pour construire votre
expression. Nous savons que le pourcentage de lecture = (IOPS de lecture / IOPS totales) x 100, nous
écririons donc cette expression comme suit :

(b / a) * 100

Le champ *Label* identifie 1l'expression. Modifiez 1'étiquette en
« Pourcentage de lecture » ou en quelque chose d'aussi significatif pour
vous.

o

Modifiez le champ *Unités* en « % » ou « Pourcentage ».

Le graphique affiche le pourcentage de lecture IOPS au fil du temps pour les périphériques de stockage
choisis. Si vous le souhaitez, vous pouvez définir un filtre ou choisir une autre méthode de cumul. Sachez
que si vous sélectionnez Somme comme méthode de cumul, toutes les valeurs de pourcentage sont
additionnées, ce qui peut potentiellement dépasser 100 %.

6. Cliquez sur Enregistrer pour enregistrer le graphique sur votre tableau de bord.

Exemple d’expressions : E/S « Systéme »

Exemple 2 : Parmi les mesures collectées a partir des sources de données figurent la lecture, I'écriture et le
nombre total d’E/S par seconde. Cependant, le nombre total d'lOPS signalé par une source de données inclut
parfois les IOPS « systéme », qui sont les opérations d’E/S qui ne font pas directement partie de la lecture ou
de I'écriture de données. Ces E/S systéme peuvent également étre considérées comme des E/S « en
hauteur », nécessaires au bon fonctionnement du systéeme mais non directement liées aux opérations de
données.

Pour afficher ces E/S systeme, vous pouvez soustraire les IOPS en lecture et en écriture du total des IOPS

signalés depuis I'acquisition. La formule pourrait ressembler a ceci :

System IOPS = Total IOPS - (Read IOPS + Write IOPS)
Ces données peuvent ensuite étre affichées sous forme de graphique
linéaire sur votre tableau de bord. Pour ce faire, suivez ces étapes

Etapes
1. Créez un nouveau tableau de bord ou ouvrez un tableau de bord existant en mode édition.

2. Ajoutez un widget au tableau de bord. Choisissez Graphique linéaire.

Le widget s’ouvre en mode édition. Par défaut, une requéte s’affiche indiquant IOPS - Total pour les actifs
Storage. Si vous le souhaitez, sélectionnez un autre type d’actif.

3. Dans le champ Regrouper, choisissez Somme par Tous.

Le graphique affiche une ligne indiquant la somme des IOPS totales.
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4. Cliquez sur l'icéne Dupliquer cette requéte pour créer une copie de la requéte.
Un duplicata de la requéte est ajouté sous l'original.
5. Dans la deuxieme requéte, cliquez sur le bouton Convertir en expression.

La requéte actuelle est convertie en mode Expression. Cliquez sur Revenir a la requéte si vous souhaitez
revenir au mode Requéte a tout moment. Sachez que le passage d’un mode a I'autre réinitialisera les
champs a leurs valeurs par défaut.

Pour I'instant, restez en mode Expression.

6. La métrique IOPS - Total se trouve désormais dans le champ de variable alphabétique « a ». Cliquez sur
IOPS - Total et remplacez-le par IOPS - Lecture.
7. Dans le champ variable « b », cliquez sur Sélectionner et choisissez IOPS - Ecriture.

8. Dans le champ Expression, vous utilisez les lettres correspondant a chaque variable pour construire votre
expression. Nous écririons notre expression simplement comme :

Dans la section Affichage, choisissez Graphique en aires pour cette expression.

9. Le champ Label identifie I'expression. Modifiez I'étiquette en « IOPS systéme » ou en quelque chose
d’aussi significatif pour vous.

Le graphique affiche le total des IOPS sous forme de graphique linéaire, avec un graphique en aires
indiquant la combinaison des IOPS en lecture et en écriture en dessous. L'écart entre les deux montre les
IOPS qui ne sont pas directement liées aux opérations de lecture ou d’écriture de données. Il s’agit de vos
IOPS « systeme ».

10. Cliquez sur Enregistrer pour enregistrer le graphique sur votre tableau de bord.

Pour utiliser une variable dans une expression, saisissez simplement le nom de la variable, par exemple $var1
*100. Seules les variables numériques peuvent étre utilisées dans les expressions.

Expressions dans un widget de tableau

Les widgets de tableau gérent les expressions un peu differemment. Vous pouvez avoir jusqu’a cinq
expressions dans un seul widget de tableau, chacune d’entre elles étant ajoutée en tant que nouvelle colonne
au tableau. Chaque expression peut inclure jusqu’a cing valeurs sur lesquelles effectuer son calcul. Vous
pouvez facilement nommer la colonne avec un nom significatif.

A} Expression

ﬂ iops.total v “ iops.read v X Expression  b/a Column Label = Read I0Ps over Total

Variables

Les variables vous permettent de modifier les données affichées dans certains ou tous les widgets d’un
tableau de bord a la fois. En définissant un ou plusieurs widgets pour utiliser une variable commune, les
modifications apportées a un endroit entrainent la mise a jour automatique des données affichées dans
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chaque widget.

Types de variables

Une variable peut étre de I'un des types suivants :

« Attribut : utilisez les attributs ou les métriques d’'un objet pour filtrer
» Annotation : Utilisez un"Annotation" pour filtrer les données du widget.

» Texte : Une chaine alphanumérique.

« Numérique : Une valeur numérique. A utiliser seul ou comme valeur « de » ou « & », selon le champ de
votre widget.

+ Booléen : A utiliser pour les champs avec des valeurs Vrai/Faux, Oui/Non, etc. Pour la variable booléenne,
les choix sont Oui, Non, Aucun, N'importe lequel.

+ Date : une valeur de date. A utiliser comme valeur « de » ou « & », selon la configuration de votre widget.

=+ Vvariables
Aftribute
Annotation
Text
Mumber
Boolean

Date

Variables d’attribut

La sélection d’'une variable de type Attribut vous permet de filtrer les données du widget contenant la ou les
valeurs d’attribut spécifiées. L'exemple ci-dessous montre un widget de ligne affichant les tendances de
mémoire libre pour les nceuds d’agent. Nous avons créé une variable pour les adresses IP des nceuds
d’agent, actuellement configurée pour afficher toutes les adresses IP :
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Mais si vous souhaitez temporairement voir uniguement les noeuds sur des sous-réseaux individuels de votre
locataire, vous pouvez définir ou modifier la variable sur une ou plusieurs adresses IP de nceud d’agent
spécifiques. Ici, nous visualisons uniqguement les noeuds du sous-réseau « 123 » :
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Vous pouvez également définir une variable pour filtrer sur tous les objets avec un attribut particulier quel que
soit le type d’objet, par exemple les objets avec un attribut « vendor », en spécifiant *.vendor dans le champ
variable. Vous n’avez pas besoin de saisir le caractére « * ». Data Infrastructure Insights le fournira si vous
sélectionnez I'option générique.

Attribute *

vendor

Objects containing "vendor”
Disk.vendor
GenericDevice.vendor
Storage.vendor
StoragePoolwendorTier
Switch.vendor

Tape.vendor
InternalVolume.storage.vendor

netapp_ontap.disk_constituent.vender

Lorsque vous déroulez la liste des choix pour la valeur de la variable, les résultats sont filtrés afin d’afficher
uniguement les fournisseurs disponibles en fonction des objets de votre tableau de bord.

Attribute X
*wendor hd
vendor All -

Filter automatically . NETAPF

MetApp
PLIANT
SEAGATE
Unkmown
Mone

Si vous modifiez un widget sur votre tableau de bord ou le filtre d’attribut est pertinent (ce qui signifie que les
objets du widget contiennent un attribut *.vendor), cela vous montre que le filtre d’attribut est automatiquement

appliqué.
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Appliquer des variables est aussi simple que de modifier les données d’attribut de votre choix.

Variables d’annotation

Le choix d’une variable d’annotation vous permet de filtrer les objets associés a cette annotation, par exemple
ceux appartenant au méme centre de données.

Annotation X
Data Center v
Data Center All v

Filter automatically . Boston

London
Mone

Variable texte, nombre, date ou booléenne

Vous pouvez créer des variables génériques qui ne sont pas associées a un attribut particulier en
sélectionnant un type de variable Texte, Nombre, Booléen ou Date. Une fois la variable créée, vous pouvez la
sélectionner dans un champ de filire de widget. Lors de la définition d’un filire dans un widget, en plus des
valeurs spécifiques que vous pouvez sélectionner pour le filtre, toutes les variables qui ont été créées pour le
tableau de bord sont affichées dans la liste. Elles sont regroupées sous la section « Variables » dans la liste
déroulante et ont des noms commengant par « $ ». Choisir une variable dans ce filtre vous permettra de
rechercher les valeurs que vous saisissez dans le champ variable du tableau de bord lui-méme. Tous les
widgets utilisant cette variable dans un filtre seront mis a jour de maniere dynamique.
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Portée du filtre variable

Lorsque vous ajoutez une variable d’annotation ou d’attribut a votre tableau de bord, la variable peut étre
appliquée a tous les widgets du tableau de bord, ce qui signifie que tous les widgets de votre tableau de bord
afficheront des résultats filtrés en fonction de la valeur que vous avez définie dans la variable.

Annotation X
Division A
Division All -

Filter automatically o (7% Automatically filter all widgets in the dashboard using this variable

Notez que seules les variables d’attribut et d’annotation peuvent étre filtrées automatiquement de cette
maniére. Les variables non annotées ou attributaires ne peuvent pas étre filtrées automatiquement. Chaque
widget individuel doit étre configuré pour utiliser des variables de ces types.

Pour désactiver le filtrage automatique afin que la variable s’applique uniquement aux widgets pour lesquels
vous l'avez spécifiquement définie, cliquez sur le curseur « Filtrer automatiquement » pour le désactiver.

Pour définir une variable dans un widget individuel, ouvrez le widget en mode édition et sélectionnez
I'annotation ou l'attribut spécifique dans le champ Filtrer par. Avec une variable d’annotation, vous pouvez
sélectionner une ou plusieurs valeurs spécifiques, ou sélectionner le nom de la variable (indiqué par le « $ »
initial) pour permettre la saisie de la variable au niveau du tableau de bord. La méme chose s’applique aux
variables d’attribut. Seuls les widgets pour lesquels vous définissez la variable afficheront les résultats filtrés.

Le filtrage des variables est contextuel ; lorsque vous sélectionnez une ou plusieurs valeurs de filtre pour une

24



variable, les autres variables de votre page afficheront uniquement les valeurs pertinentes pour ce filtre. Par
exemple, lors de la définition d’un filtre de variable sur un modéle de stockage spécifique, toutes les variables
définies pour filtrer le nom de stockage afficheront uniquement les valeurs pertinentes pour ce modéle.

Pour utiliser une variable dans une expression, saisissez simplement le nom de la variable dans le cadre de
I'expression, par exemple, $var1 * 100. Seules les variables numériques peuvent étre utilisées dans les
expressions. Vous ne pouvez pas utiliser de variables d’annotation ou d’attribut numériques dans les
expressions.

Le filtrage des variables est contextuel ; lorsque vous sélectionnez une ou plusieurs valeurs de filtre pour une
variable, les autres variables de votre page afficheront uniquement les valeurs pertinentes pour ce filtre. Par
exemple, lors de la définition d’un filtre de variable sur un modéle de stockage spécifique, toutes les variables
définies pour filtrer le nom de stockage afficheront uniquement les valeurs pertinentes pour ce modéle.

Nommage des variables

Noms des variables :
+ Doit inclure uniquement les lettres a a z, les chiffres 0 a 9, le point (.), le trait de soulignement () et
'espace ().
* Ne peut pas dépasser 20 caractéres.
« Sont sensibles a la casse : $CityName et $cityname sont des variables différentes.
* Ne peut pas étre identique a un nom de variable existant.

* Ne peut pas étre vide.

Widgets de jauge de formatage

Les widgets Solid et Bullet Gauge vous permettent de définir des seuils pour les niveaux Avertissement et/ou
Critique, fournissant une représentation claire des données que vous spécifiez.

Widget 12 Overmrride Dashboard Time b 4

v A) Query Storage.performance.iops.total - (]

Filter By

Group - Avg v Time aggregate by  Avg ¥ lLess Options
Formatting: Hfvalusis = - A Waming 500 10/s and/or @ Critical 1000 i0/s Showing €@ In Range as sreen

Description  IOPS - Total Calculation A MinValue Ootiona MaxValue 1260
Display: BulletGsuge * DecimalPlaces: 2 + ; v Units Displayed In: Auto Format *

_— .
904.21 10/s

200 459 600 800 ik 1.7k
e m

Pour définir la mise en forme de ces widgets, suivez ces étapes :

1. Choisissez si vous souhaitez mettre en évidence les valeurs supérieures (>) ou inférieures (<) a vos seuils.
Dans cet exemple, nous mettrons en évidence les valeurs supérieures (>) aux niveaux de seuil.
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2. Choisissez une valeur pour le seuil « Avertissement ». Lorsque le widget affiche des valeurs supérieures a
ce niveau, il affiche la jauge en orange.

3. Choisissez une valeur pour le seuil « Critique ». Les valeurs supérieures a ce niveau entraineront
I'affichage de la jauge en rouge.

Vous pouvez éventuellement choisir une valeur minimale et maximale pour la jauge. Les valeurs inférieures au
minimum n’afficheront pas la jauge. Les valeurs supérieures au maximum afficheront une jauge pleine. Si vous

ne choisissez pas de valeurs minimales ou maximales, le widget sélectionne les valeurs minimales et
maximales optimales en fonction de la valeur du widget.

Traditional Gauge widget

Ak

439.09i0/s
0 MOPS - Tozsl 600
Bullet Gauge widget
e 2

509.0910/=

oA

Formatage d’un widget a valeur unique

dans le widget Valeur unique, en plus de définir les seuils d’avertissement (orange) et critique (rouge), vous

pouvez choisir d’afficher les valeurs « Dans la plage » (celles en dessous du niveau d’avertissement) avec un
arriere-plan vert ou blanc.

Single Value Widget

10.0561

Average User CPU Usage

Single-Value widget with formatting

373.54 10/s

IOPS - Total

Cliquer sur le lien dans un widget a valeur unique ou dans un widget de jauge affichera une page de requéte
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correspondant a la premiére requéte du widget.

Widgets de tableau de formatage

Comme les widgets a valeur unique et a jauge, vous pouvez définir une mise en forme conditionnelle dans les
widgets de tableau, vous permettant de mettre en évidence les données avec des couleurs et/ou des icones
spéciales.

La mise en forme conditionnelle vous permet de définir et de mettre en évidence les seuils de niveau

d’avertissement et de niveau critique dans les widgets de tableau, offrant une visibilité instantanée sur les
valeurs aberrantes et les points de données exceptionnels.

14 items found in 1 group

Expanded Deta

[=] alt Storage Pool capacityRatio.used (%) n capacity.provisioned (GiB)
All (14
o mnge I - ..
= rip-sa-cl06-02:aggr_datal_rtp_sa cl06_02 079
> Unit Display
- rtp-sa-cl06-01:aggr_datal_rtp_sa_cl06_01 2.45
 cConditienal Formatting Reset
- rtp-sa-cl06-02:aggr0_rtp_sa_cl06_02_root
Ifvalueis > {Greaterthan) v
- rtp-sa-cl06-01:ager0_rtp_sa_cl06_01_root
A Warning 70 %
O critical 90 %

Formatting: Show Expanded Details  Cenditional Formatting  Background Color +Icon v @ [ show © InRange as green

> Rename Column

La mise en forme conditionnelle est définie séparément pour chaque colonne d’un tableau. Par exemple, vous
pouvez choisir un ensemble de seuils pour une colonne de capacité et un autre ensemble pour une colonne de
débit.

Si vous modifiez I'affichage de I'unité pour une colonne, la mise en forme conditionnelle reste la méme et
reflete la modification des valeurs. Les images ci-dessous montrent la méme mise en forme conditionnelle
méme si 'unité d’affichage est différente.

capacity.used (GiB) | n throughput.total (MiB/s)
B ...
= S
. .

If value is = (Greater than) -
6,671.72

A Warning 2000 GiB

© Critical 10000 GiB

? Rename Column
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capacity.used (TiB) n throughput.total (MiB/s)

> Aggregation

“ Unit Display

Basze Unit gibibyte (GiB)

Displayed In tebibyte (TiB) v

BILNDYLE 1OIny

“ Conditional Formatt  3830yte (GE)

Ifvalue iz tebibyte (Tig)

A Warning terabyte (TE)

© Critical pebibyte (FiB)
petabyte (PE)

— izl L fTarh
? Rename Column

Vous pouvez choisir d’afficher la mise en forme des conditions sous forme de couleur, d’icones ou les deux.

Choix de I'unité d’affichage des données

La plupart des widgets d’un tableau de bord vous permettent de spécifier les unités dans lesquelles afficher les
valeurs, par exemple Mégaoctets, Milliers, Pourcentage, Millisecondes (ms), etc. Dans de nombreux cas, Data
Infrastructure Insights connait le meilleur format pour les données acquises. Dans les cas ou le meilleur format
n’est pas connu, vous pouvez définir le format souhaité.

Dans I'exemple de graphique linéaire ci-dessous, les données sélectionnées pour le widget sont connues pour
étre en octets (I'unité de données IEC de base : voir le tableau ci-dessous), donc I'unité de base est
automatiquement sélectionnée comme « octet (B) ». Cependant, les valeurs de données sont suffisamment
grandes pour étre présentées sous forme de gibioctets (Gio), donc Data Infrastructure Insights formate
automatiquement par défaut les valeurs en Gio. L'axe Y du graphique indique « Gio » comme unité d’affichage
et toutes les valeurs sont affichées en fonction de cette unité.
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A) Query agent.node.mem.used.total ¥

Transform None v @ Filter By

Group ~ Avg v by node.name X v | Show Bottom ¥ 5 ¥  More Options Reset Defat
Display: LineChart ¥  Y-axis: ary ¥ Units Displayed In: Auto Format ¥
ue
Base Unit byte (B) b
mem.used.total (GiB)
4 DisplayedIn  Auto Format b

1:15 AM 11:20 AM 11:25 AM 11:30 AM 11:35 AM 11:40 AM 11:45 AM

Si vous souhaitez afficher le graphique dans une unité différente, vous pouvez choisir un autre format dans
lequel afficher les valeurs. Etant donné que l'unité de base dans cet exemple est octet, vous pouvez choisir
parmi les formats « basés sur les octets » pris en charge : bit (b), octet (B), kibioctet (Kio), mébioctet (Mio),

gibioctet (Gio). L'étiquette et les valeurs de 'axe Y changent en fonction du format que vous choisissez.

A) Query agent.node.mem.used.total ¥

Transform None ~+ @ Filter By

Group ~ Avg v by  nodename X v | Show Top v 5 ¥  More Options Reset Default
Display: LineChart ¥  Y-axis: Units Displayed In:  Auto Format +
ue!
BaseUnit | byte(® .
mem.used.total (GiB)
20 Displayed In  Auto Format v

Auto Format

bit (b)
10 byte (B)
kibibyte (KiB)
’ 9:30 AM 9:45 AM 10:00 AM 10115 AM 10:30An  Mebibyte (MiB) 11:00 AM
— node.name=ip-10-30-2 — node.n: gibibyte (GiB) »=ip-10-30-2 -
0-206.ec2.internal 0-14.ecz.nnernan v-1a.eczmternal

Dans les cas ou l'unité de base n’est pas connue, vous pouvez attribuer une unité parmi les"unités

disponibles" , ou saisissez le vbtre. Une fois que vous avez attribué une unité de base, vous pouvez ensuite
choisir d’afficher les données dans I'un des formats pris en charge appropriés.
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#available-units
#available-units

Auto Format +

Base Unit [ |bit/sec (b/s) v

Displayed In Data Rate (IEC)

bit/sec (b/s)

byte/sec (B/s)

kibibyte/sec (KiB/s)

mebibyte/sec (MiB/s) I

gibibyte/sec (GiB/s)

10:30 AM 11:00 A

Pour effacer vos paramétres et recommencer, cliquez sur Réinitialiser les valeurs par défaut.

Un mot sur le formatage automatique

La plupart des mesures sont rapportées par les collecteurs de données dans la plus petite unité, par exemple
sous la forme d’un nombre entier tel que 1 234 567 890 octets. Par défaut, Data Infrastructure Insights
formatera automatiquement la valeur pour 'affichage le plus lisible. Par exemple, une valeur de données de

1 234 567 890 octets serait automatiquement formatée a 1,23 Gibioctets. Vous pouvez choisir de I'afficher
dans un autre format, tel que Mébioctets. La valeur s’affichera en conséquence.

@ Data Infrastructure Insights utilise les normes de dénomination des nombres en anglais
américain. Le « milliard » américain équivaut a « mille millions ».
Widgets avec requétes multiples

Si vous disposez d’'un widget de série chronologique (c’est-a-dire une ligne, une spline, une zone, une zone
empilée) comportant deux requétes ou les deux sont tracées sur 'axe Y principal, 'unité de base n’est pas
affichée en haut de I'axe Y. Cependant, si votre widget comporte une requéte sur I'axe Y principal et une
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requéte sur 'axe Y secondaire, les unités de base de chacun sont affichées.

Si votre widget comporte trois requétes ou plus, les unités de base ne sont pas affichées sur I'axe Y.

Unités disponibles

Le tableau suivant présente toutes les unités disponibles par catégorie.

Catégorie
Devise

Données (CEI)

Débit de données (CEl)

Données (métriques)

Débit de données (métrique)

CEl
Décimal
Pourcentage

Durée

Température
Fréquence

processeur

Débit

Mode TV et rafraichissement automatique

Unités
cent dollar

bit octet kibioctet mébioctet gibioctet tébioctet
pébioctet exbioctet

bit/sec octet/sec kibioctet/sec mébioctet/sec
gibioctet/sec tébioctet/sec pébioctet/sec

kilooctet mégaoctet gigaoctet téraoctet pétaoctet
exaoctet

kilooctet/sec mégaoctet/sec gigaoctet/sec
téraoctet/sec pétaoctet/sec exaoctet/sec

kibi mebi gibi tebi pebi exbi
nombre entier mille millions milliards mille milliards
pourcentage

nanoseconde microseconde milliseconde seconde
minute heure

Celsius Fahrenheit
hertz kilohertz mégahertz gigahertz

nanocores microcores millicores coeurs kilocores
meégacores gigacores teracores petacores exacores

E/S ops/sec ops/sec requétes/sec lectures/sec
écritures/sec ops/min lectures/min écritures/min

Les données des widgets des tableaux de bord et des pages de destination des ressources s’actualisent
automatiquement en fonction d’un intervalle d’actualisation déterminé par la plage horaire du tableau de bord
sélectionnée. Lintervalle d’actualisation est basé sur le fait que le widget est une série chronologique
(graphique linéaire, spline, aire, aire empilée) ou non chronologique (tous les autres graphiques).
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Plage de temps du tableau de bord Intervalle de rafraichissement des  Intervalle de rafraichissement non

séries chronologiques chronologique
Les 15 derniéres minutes 10 secondes 1 minute
Les 30 derniéres minutes 15 secondes 1 minute
Les 60 derniéres minutes 15 secondes 1 minute
Les 2 derniéres heures 30 secondes 5 minutes
Les 3 derniéres heures 30 secondes 5 minutes
Les 6 derniéres heures 1 minute 5 minutes
Les 12 derniéres heures 5 minutes 10 minutes
Dernieres 24 heures 5 minutes 10 minutes
Les 2 derniers jours 10 minutes 10 minutes
Les 3 derniers jours 15 minutes 15 minutes
Les 7 derniers jours 1 heure 1 heure
Les 30 derniers jours 2 heures 2 heures

Chaque widget affiche son intervalle d’actualisation automatique dans le coin supérieur droit du widget.
L'actualisation automatique n’est pas disponible pour la plage horaire du tableau de bord personnalisé.

Associé au Mode TV, I'actualisation automatique permet un affichage en temps quasi réel des données sur un
tableau de bord ou une page d’actif. Le mode TV offre un affichage épuré ; le menu de navigation est masque,
offrant plus d’espace a I'écran pour 'affichage de vos données, tout comme le bouton Modifier. Le mode TV
ignore les délais d’expiration typiques de Data Infrastructure Insights , laissant I'affichage en direct jusqu’a la
déconnexion manuelle ou automatique par les protocoles de sécurité d’autorisation.

Etant donné que la NetApp Console dispose de son propre délai d’expiration de connexion

@ utilisateur de 7 jours, Data Infrastructure Insights doit également se déconnecter avec cet
événement. Vous pouvez simplement vous reconnecter et votre tableau de bord continuera a
s’afficher.

* Pour activer le mode TV, cliquez sur le bouton Mode TV.

* Pour désactiver le mode TV, cliquez sur le bouton Quitter en haut a gauche de I'écran.
Vous pouvez suspendre temporairement I'actualisation automatique en cliquant sur le bouton Pause dans le
coin supérieur droit. En pause, le champ de plage horaire du tableau de bord affichera la plage horaire active
des données en pause. Vos données sont toujours en cours d’acquisition et de mise a jour pendant que

I'actualisation automatique est suspendue. Cliquez sur le bouton Reprendre pour continuer I'actualisation
automatique des données.

Feb 24,2020-Feb 25,2020 o

3:42 PM 342 PM

Groupes de tableaux de bord

Le regroupement vous permet de visualiser et de gérer les tableaux de bord associés. Par exemple, vous
pouvez avoir un groupe de tableaux de bord dédié au stockage sur votre locataire. Les groupes de tableaux de

32



bord sont gérés sur la page Tableaux de bord > Afficher tous les tableaux de bord.

Dashboard Groups (3) 7 Dashboards (7)

Q, search groups.. Name T

All Dashboards (60 Dashboard - Storage Cost

Dashboard - Storage 10 Detail
My Dashboards (11

Dashboard - Storage Overview

e

Storage Group (7)
Gauges Storage Performance

Storage Admin - Which nodes are in high demand?
Storage Admin - Which pools are in high demand?

Storage IOPs

Deux groupes sont affichés par défaut :

» Tous les tableaux de bord répertorie tous les tableaux de bord qui ont été créés, quel que soit le
propriétaire.

* Mes tableaux de bord répertorie uniquement les tableaux de bord créés par l'utilisateur actuel.
Le nombre de tableaux de bord contenus dans chaque groupe est indiqué a c6té du nom du groupe.

Pour créer un nouveau groupe, cliquez sur le bouton "+" Créer un nouveau groupe de tableau de bord.
Saisissez un nom pour le groupe et cliquez sur Créer un groupe. Un groupe vide est créé avec ce nom.

Pour ajouter des tableaux de bord au groupe, cliquez sur le groupe Tous les tableaux de bord pour afficher
tous les tableaux de bord de votre locataire, ou cliquez sur Mes tableaux de bord si vous souhaitez
uniquement voir les tableaux de bord que vous possédez, puis effectuez I'une des opérations suivantes :

* Pour ajouter un seul tableau de bord, cliquez sur le menu a droite du tableau de bord et sélectionnez
Ajouter au groupe.

* Pour ajouter plusieurs tableaux de bord a un groupe, sélectionnez-les en cliquant sur la case a cocher en
regard de chaque tableau de bord, puis cliquez sur le bouton Actions en masse et sélectionnez Ajouter
au groupe.

Supprimez les tableaux de bord du groupe actuel de la méme maniére en sélectionnant Supprimer du groupe.
Vous ne pouvez pas supprimer les tableaux de bord du groupe Tous les tableaux de bord ou Mes tableaux de
bord.

La suppression d’un tableau de bord d’'un groupe ne supprime pas le tableau de bord de Data

@ Infrastructure Insights. Pour supprimer completement un tableau de bord, sélectionnez le
tableau de bord et cliquez sur Supprimer. Cela le supprime de tous les groupes auxquels il
appartenait et il n’est plus disponible pour aucun utilisateur.
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Epinglez vos tableaux de bord préférés

Vous pouvez gérer davantage vos tableaux de bord en épinglant vos favoris en haut de votre liste de tableaux
de bord. Pour épingler un tableau de bord, cliquez simplement sur le bouton en forme de punaise affiché
lorsque vous survolez un tableau de bord dans n’importe quelle liste.

L'épinglage/désépinglage du tableau de bord est une préférence individuelle de l'utilisateur et indépendante du
groupe (ou des groupes) auquel appartient le tableau de bord.

Dashboards (7)

Mame T

« Dashboard - Storage Overview

«  Storage Admin - Which nodes are in high demand?

%

Storage IOPs

Dashboard - Storage Cost
Dashboard - Storage 10 Detail
Gauges Storage Performance

Storage Admin - Which pools are in high demand?

Théme sombre

Vous pouvez choisir d’afficher Data Infrastructure Insights a I'aide d’'un théme clair (par défaut), qui affiche la
plupart des écrans avec un arriére-plan clair et du texte sombre, ou d’'un théme sombre qui affiche la plupart
des écrans avec un arriére-plan sombre et du texte clair.

Pour basculer entre les thémes clairs et sombres, cliquez sur le bouton du nom d’utilisateur dans le coin
supérieur droit de I'écran et choisissez le théme souhaité.

Switch to Dark Mode

Log Qut

Vue du tableau de bord du theme
sombre :
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Cloud Insights (mal) (C—)  Getting Staried ¥

pik2gis / Dashboards / ONTAP FAS/AFF - Capacity Utilization

ONTAP FAS/AFF Raw Capacity Total Z2h Raw Capacity by ONTAP FAS/AFF Top 10

399.12. N NN

Total Capacity - Raw

Apgregate Capacity Usage - Ratio 2 Ageregate Capacity Free 2 Apgregate Capacity Top 5

& aomin
CLOUD SECURE 191.17 B

CapacityFree

o= =
. Aggregate Capacdity Total

245.01+

CapacityFree

FlexVol Capacity Usage - Ratio 2 FlexVol Capacity Free 2 FlexVol Capacity Top 5

155.13w

Capacity Free

FlexVol Capacity Total

Vue du tableau de bord du théme
clair :

Cloud Insights (Tral)

pikZgis | Dashboards | ONTAP FAS/AFF - Capadity Utilization (® tss30Days * @ ZEw -
i wome
ONTAP FAS/AFF Raw Capacity Total Zh Raw Capacity by ONTAP FAS/AFF Top 10 < 2h
© Dpasusosros Capacity - Raw [TB
A aems 399.12TB ‘ <
B aroms @ Total Capacity - Raw 3
X
Aggregate Capacity Usage - Ratio & Aggregate Capacity Free Tk Aggregate Capacity Top 5 < 2h
& somm
CLOUD SECURE 8 191 18 T8
o HELP _ Q o N
X e Aggregate Capacity Total S ET
245.01+
FlexVol Capacity Usage - Ratio T FlexVol Capacity Free Tah FlexVol Capacity Top 5 2
155.13w
4 niriize Capacity Fras
. sl FlexVol Capacity Total =k
@ Certaines zones de I'écran, telles que certains graphiques de widgets, affichent toujours des
arriere-plans clairs méme lorsqu’elles sont visualisées dans un theme sombre.

Interpolation de graphique linéaire

Différents collecteurs de données interrogent souvent leurs données a des intervalles différents. Par exemple,
le collecteur de données A peut interroger toutes les 15 minutes tandis que le collecteur de données B
interroge toutes les cing minutes. Lorsqu’un widget de graphique linéaire (également des graphiques splines, a
aires et a aires empilées) regroupe ces données provenant de plusieurs collecteurs de données en une seule
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ligne (par exemple, lorsque le widget regroupe par « tous ») et actualise la ligne toutes les cing minutes, les
données du collecteur B peuvent étre affichées avec précision tandis que les données du collecteur A peuvent
comporter des lacunes, affectant ainsi 'agrégat jusqu’a ce que le collecteur A interroge a nouveau.

Pour remédier a ce probléme, Data Infrastructure Insights interpole les données lors de I'agrégation, en
utilisant les points de données environnants pour faire une « meilleure estimation » des données jusqu’a ce
que les collecteurs de données effectuent une nouvelle interrogation. Vous pouvez toujours afficher les
données d’objet de chaque collecteur de données individuellement en ajustant le regroupement du widget.

Méthodes d’interpolation

Lors de la création ou de la modification d’'un graphique linéaire (ou d’'un graphique spline, a aires ou a aires
empilées), vous pouvez définir la méthode d’interpolation sur I'un des trois types suivants. Dans la section
« Grouper par », choisissez l'interpolation souhaitée.

Group by | All ¥  apgregated by | Average ¥ Apply fix) = Interpolation Linear +

Mone
Linsar
Stair

* Aucun : Ne rien faire, c’est-a-dire ne pas générer de points entre les deux.

No Interpolation

S:00:00 AR 9:05:00 AM 2:10000 AR S:15:00 AN D:20:00 AM 9:25:00 AM 2:30:00 AR 9:35:00 AM 9:40:00 AM 94500 AR 9:50:00 AM 9:55:00 AM  10:00:00
AR

e W5l T 1

» Escalier : Un point est généré a partir de la valeur du point précédent. En ligne droite, cela s’afficherait
comme une disposition « en escalier » typique.
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Stair Interpalation
ED

ED

50

40 -

an

0

900 00 AM 9:05:00 AM 210000 AN 9:15:00 AM 92000 AR 2:25:00 AM 9:30:00 AM 93500 AM 9:40:00 AM 9:45:00 A 350000 AM 9:55:00 AM  10:00:00
Al

e i Ui 1

« Linéaire : un point est généré comme valeur entre la connexion des deux points. Génére une ligne qui
ressemble a la ligne reliant les deux points, mais avec des points de données supplémentaires
(interpolés).

Linear Interpolation

410
30
20

10

90000 AN 3:05:00 AM 910000 AR 9:15:00 AM 920000 AR 9:25:00 AM 930000 A 5:35:00 AM 940000 AM 5:45:00 AM 95000 AR 3:55:00 AM  10:00:00
L]

e Wi i

Limites d’anomalie dans les widgets de ligne

Lorsque vous incluez un widget de graphique linéaire ou spline sur un tableau de bord ou une page de
destination, vous pouvez choisir d’afficher le graphique dans le contexte des limites attendues pour les
données. Vous pouvez considérer cela comme une recherche d’anomalies dans les modéles de vos données.

DIl utilise des données saisonniéres (horaires ou quotidiennes) pour définir des limites supérieures et
inférieures sur lesquelles il s’attend a ce que les données tombent a un moment donné. Si les données
dépassent ou chutent en dessous des limites attendues, le graphique mettra cela en évidence comme une
anomalie.
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Average iops.total C 10m g :

22k
20k
18Kk
16k
14k
12k

10k

8k

: —

4k

8:00 PM 4:00 AM (3. Apr) 12:00 PM 8:00 PM 4:00 AM (4. Apr) 12:00 PM

Pour afficher les limites d’anomalie, modifiez le widget et choisissez Afficher les limites d’anomalie. VVous
pouvez choisir entre deux algorithmes de détection :

+ Détecteur adaptatif s’adapte rapidement aux changements, ce qui le rend utile pour les enquétes
détaillées.

+ Smooth Detector minimise le bruit et les faux positifs, filtrant les fluctuations a court terme tout en
détectant les changements significatifs.

De plus, vous pouvez choisir d’afficher la saisonnalité horaire ou quotidienne, ainsi que de définir la sensibilité
de détection. Une sensibilité élevée détecte davantage de franchissements de limites, une sensibilité faible en
détecte moins.

Show Expected Bounds:  Adaptive Detector + @ Seasonality: Hourly ¥  Sensitivity: | High ¥

Gardez a I'esprit que vous ne pouvez afficher les limites attendues que lorsque le graphique est configuré pour
afficher une seule ligne. Si vos parametres ou filtres de regroupement affichent plusieurs lignes, ou si vous
avez défini plusieurs requétes pour le widget, 'option permettant d’afficher les limites attendues sera
désactivée.
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Gestion des acceés au tableau de bord

Data Infrastructure Insights vous offre désormais un meilleur contrdle sur 'accés aux
tableaux de bord que vous créez. Vous choisissez qui peut modifier vos graphiques.
Vous contrélez I'exposition aux informations potentiellement sensibles. Garder un tableau
de bord privé vous permet de finaliser vos visualisations jusqu’a ce qu’elles soient prétes
a étre utilisées par d’autres personnes de votre organisation.

Edit Dashboard Access Settings

Select dashboard sharing access:

O O rrivate
® @ share

Select Editor: Everyone v O

_ None
Select Viewer:

Everyone

Specific Users

Par défaut, lorsque vous créez un nouveau tableau de bord, ce tableau de bord n’est visible que par vous, le
créateur. Aucun autre utilisateur ne peut voir ou modifier le tableau de bord.

Une fois votre tableau de bord finalisé, vous pouvez choisir d’autoriser d’autres membres de votre organisation
a le consulter. Pour partager un tableau de bord, dans la liste des tableaux de bord, sélectionnez Partager
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dans le menu de droite.

[ + Tony Dashboard Dec 13 2024 15:48 3 Tonyl Private
. ¥
Tony Dashboard Jan 10 2025 £3:39 TonyL Private Duplicate
Tony Dashboard Oct 82024 11:16 TonyL @ Shared Add to Group
Shars
Pin to Top
Delete

Vous pouvez choisir de partager le tableau de bord avec tout le monde ou de sélectionner des utilisateurs,
avec des autorisations de modification ou de lecture seule.

Edit Dashboard Access Settings

Select dashboard sharing access:

O 0 Privats

(=) &) Share
Select Editor: Everyone * 0
None
Select Viewer:
Everyone
Specific Users

Bonnes pratiques pour les tableaux de bord et les widgets

Conseils et astuces pour vous aider a tirer le meilleur parti des puissantes fonctionnalités
des tableaux de bord et des widgets.

Trouver la bonne métrique

Data Infrastructure Insights acquiert des compteurs et des mesures a 'aide de noms qui different parfois d’'un
collecteur de données a I'autre.

Lorsque vous recherchez la bonne métrique ou le bon compteur pour votre widget de tableau de bord, gardez
a I'esprit que la métrique que vous souhaitez peut étre sous un nom différent de celui auquel vous pensez.
Bien que les listes déroulantes de Data Infrastructure Insights soient généralement classées par ordre
alphabétique, il arrive qu’un terme n’apparaisse pas dans la liste la ou vous pensez qu'il devrait I'étre. Par
exemple, des termes tels que « capacité brute » et « capacité utilisée » n'apparaissent pas ensemble dans la
plupart des listes.

Meilleure pratique : utilisez la fonction de recherche dans des champs tels que Filtrer par ou des

emplacements comme le sélecteur de colonnes pour trouver ce que vous cherchez. Par exemple, la recherche
de « cap » affichera toutes les mesures contenant « capacité » dans leur nom, quel que soit leur emplacement
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dans la liste. Vous pouvez ensuite facilement sélectionner les mesures souhaitées dans cette liste plus courte.

Voici quelques expressions alternatives que vous pouvez essayer lors de la recherche de métriques :

Lorsque vous souhaitez trouver :
processeur

Capacité

Vitesse du disque

Hote
Hyperviseur
Microcode

Nom

Lire / Ecrire

Machine virtuelle

Essayez également de rechercher :
Processeur

Capacité utilisée Capacité brute Capacité
provisionnée Capacité des pools de stockage <autre
type d’actif> Capacité écrite

Vitesse de disque la plus faible Type de disque le
moins performant

Hétes hyperviseurs
L'héte est un hyperviseur
Micrologiciel

Alias Nom de I'hyperviseur Nom de stockage Nom de
<autre type d’actif> Nom simple Nom de la ressource
Fabric Alias

Ecritures partielles en attente de lecture/écriture IOPS
- Capacité d’écriture Latence - Lecture Utilisation du
cache - Lecture

VM est virtuelle

Cette liste n’est pas exhaustive. Ce ne sont que des exemples de termes de recherche possibles.

Trouver les bons actifs

Les ressources que vous pouvez référencer dans les filtres et les recherches de widgets varient d’'un type de

ressource a l'autre.

Dans les tableaux de bord et les pages d’actifs, le type d’actif autour duquel vous construisez votre widget
détermine les autres compteurs de type d’actif pour lesquels vous pouvez filtrer ou ajouter une colonne.
Gardez les points suivants a I'esprit lors de la création de votre widget :

Ce type d’actif / compteur :
Machine virtuelle
Magasin(s) de données
Hyperviseur

Hote(s)

Tissu

Cette liste n’est pas exhaustive.

Peut étre filtré sous ces actifs :

VMDK

Volume interne Volume de machine virtuelle VMDK
La machine virtuelle est un héte hyperviseur

Volume interne Cluster de volumes Hbte Machine
virtuelle

Port

Meilleure pratique : Si vous filtrez un type d’actif particulier qui n’apparait pas dans la liste, essayez de créer

votre requéte autour d’un autre type d’actif.
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Exemple de nuage de points : connaitre votre axe

La modification de I'ordre des compteurs dans un widget de nuage de points modifie les axes sur lesquels les
données sont affichées.

A propos de cette tache

Cet exemple créera un nuage de points qui vous permettra de voir les machines virtuelles sous-performantes
qui ont une latence élevée par rapport aux IOPS faibles.

Etapes
1. Créez ou ouvrez un tableau de bord en mode édition et ajoutez un widget * Graphique en nuage de points

*

2. Sélectionnez un type d’actif, par exemple, Machine virtuelle.

3. Sélectionnez le premier compteur que vous souhaitez tracer. Pour cet exemple, sélectionnez Latence -
Total.

Latence - Total est représenté sur I'axe des X du graphique.

4. Sélectionnez le deuxiéme compteur que vous souhaitez tracer. Pour cet exemple, sélectionnez /OPS -
Total.

IOPS - Total est représenté le long de 'axe Y du graphique. Les machines virtuelles avec une latence plus
élevée s’affichent sur le coté droit du graphique. Seules les 100 machines virtuelles présentant la latence
la plus élevée sont affichées, car le parametre Top par axe X est actuel.

VM Latency vs IOPS X

./ Mirtual Machine = |
Latency - Total * | | IOPS -Total ~ | | Fitcer By .
Roll Up - Show | Topby X-axis = | 50 -

Colo- WA ~

HOPS - Total (10/5)

®
@
50
5 ®
: < &
& [ ]
®
s
[} =3 i L
- . -
(8GE% e w» © . ® 2
i] 5 a 15 20 25 30 35 40

Latency - Total (ms)

= -

5. Inversez maintenant I'ordre des compteurs en définissant le premier compteur sur /OPS - Total et le
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second sur Latency - Total.

Latency-Total est désormais représenté sur I'axe Y du graphique et IOPS - Total sur 'axe X. Les machines
virtuelles avec des IOPS plus élevées s’affichent désormais sur le cété droit du graphique.

Notez que, comme nous n’avons pas modifié le paramétre Top par axe X, le widget affiche désormais les
100 machines virtuelles avec les IOPS les plus élevées, car c’est ce qui est actuellement tracé le long de

axe X.

VM Latency vs IOPS X

Virtual Machine =

IOPS - Total = Latency - Total = Filter By .

Roll Up . Show | Top by X-axis = | S0 -

Color: W~

Latency - Total (ms)

75

&
® v
]
L
] L
* L
'.
QHE o0 “~, * e®
va'e b *

] 500 1000 1500 200

=]

I0P5 - Tetal {1045)

2500 3000 3500 4000 4200 5000 5500 £000 G500

Vous pouvez choisir que le graphique affiche les N premiers sur I'axe X, les N premiers sur 'axe Y, les N
derniers sur I'axe X ou les N derniers sur I'axe Y. Dans notre dernier exemple, le graphique affiche les 100
principales machines virtuelles qui ont le nombre total d'lOPS le plus élevé. Si nous le modifions en Top par

axe Y, le graphique affichera a nouveau les 100 premiéres machines virtuelles qui ont la latence totale la plus

élevée.

Notez que dans un graphique en nuage de points, vous pouvez cliquer sur un point pour accéder a la page
d’actif de cette ressource.

Exemples de tableaux de bord

Exemple de tableau de bord : performances d’une machine virtuelle

Les opérations informatiques sont aujourd’hui confrontées a de nombreux défis. On
demande aux administrateurs de faire plus avec moins, et avoir une visibilité compléte
sur vos centres de données dynamiques est indispensable. Dans cet exemple, nous
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allons vous montrer comment créer un tableau de bord avec des widgets qui vous
donnent des informations opérationnelles sur les performances de la machine virtuelle
(VM) sur votre locataire. En suivant cet exemple et en créant des widgets pour cibler vos
besoins spécifiques, vous pouvez effectuer des opérations telles que la visualisation des
performances de stockage back-end par rapport aux performances de la machine
virtuelle front-end, ou l'affichage de la latence de la machine virtuelle par rapport a la
demande d’'E/S.

A propos de cette tache

Ici, nous allons créer un tableau de bord des performances de la machine virtuelle contenant les éléments
suivants :
* un tableau répertoriant les noms des machines virtuelles et les données de performances
* un graphique comparant la latence des machines virtuelles a la latence du stockage
» un graphique montrant les lectures, les écritures et le total des IOPS pour les machines virtuelles
* un graphique montrant le débit maximal de vos machines virtuelles
Ceci n’est qu’'un exemple de base. Vous pouvez personnaliser votre tableau de bord pour mettre en évidence
et comparer toutes les données de performance que vous choisissez, afin de cibler vos propres meilleures
pratiques opérationnelles.
Etapes
1. Connectez-vous a Insight en tant qu’utilisateur disposant d’autorisations administratives.
2. Dans le menu Tableaux de bord, sélectionnez [+Nouveau tableau de bord].
La page Nouveau tableau de bord s’ouvre.
3. En haut de la page, saisissez un nom unique pour le tableau de bord, par exemple « Performances des
machines virtuelles par application ».
4. Cliquez sur Enregistrer pour enregistrer le tableau de bord avec le nouveau nom.
5. Commencgons a ajouter nos widgets. Si nécessaire, cliquez sur l'icbne Modifier pour activer le mode
Edition.
6. Cliquez sur I'icone Ajouter un widget et sélectionnez Tableau pour ajouter un nouveau widget de tableau

au tableau de bord.

La boite de dialogue Modifier le widget s’ouvre. Les données par défaut affichées concernent tous les
stockages de votre locataire.
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Table Widget

=] Hypervisor Name T
[ 10.187.143.33{9)

10.187.143.54 (7)

[

10.197.143.57 (11)

[

10.197.143.58 {10)

B BH B B H

¥

H anjalivingruns0-rg-avset.anjalivingruns0-rg.308:
[ batutiscanaryHAS7a-rg-avset.batutiscanaryhad?

i+ hatufiscanarvHASTh-re-avset hatutiscanarvhag’

AzureComputeDefaultAvailabilitySet (363

anandh2162020113020-rg-avset.anandh2816202(
anandh816202013287-rg-avset.anandh2162020:
anandh21720201288-rg-avset.anandh01720201:

anjalivingrun48-rg-avset.anjalivingrund8-rg.39

o

Virtual Machine

Capacity - Total (GB)

1,600.58

« Tableau des performances de la machine virtuelle ».

1OPS - Total (10/s)

1.80

< 1om

Latency - Total (ms)

12.04

Nous pouvons personnaliser ce widget. Dans le champ Nom en haut, supprimez « Widget 1 » et saisissez

Cliquez sur la liste déroulante du type d’actif et remplacez Stockage par Machine virtuelle.

Les données du tableau changent pour afficher toutes les machines virtuelles de votre locataire.

. Ajoutons quelques colonnes au tableau. Cliquez sur 'icbne d’engrenage a droite et sélectionnez Nom de

I'hyperviseur, IOPS - Total et Latence - Total. Vous pouvez également essayer de saisir le nom dans la
recherche pour afficher rapidement le champ souhaité.

Ces colonnes sont désormais affichées dans le tableau. Vous pouvez trier le tableau selon n’importe
laguelle de ces colonnes. Notez que les colonnes sont affichées dans I'ordre dans lequel elles ont été

ajoutées au widget.

. Pour cet exercice, nous exclurons les machines virtuelles qui ne sont pas activement utilisées. Nous allons

donc filtrer tout ce qui a moins de 10 IOPS au total. Cliquez sur le bouton [+] a c6té de Filtrer par et
sélectionnez IOPS - Total. Cliquez sur N'importe lequel et entrez « 10 » dans le champ de. Laissez le
champ a vide. Cliquez en dehors du champ de filtre ou appuyez sur Entrée pour définir le filtre.

Le tableau affiche désormais uniquement les machines virtuelles avec un total de 10 IOPS ou plus.

. Nous pouvons encore réduire le tableau en regroupant les résultats. Cliquez sur le bouton [+] a c6té de

Grouper par et sélectionnez un champ par lequel regrouper, tel que Application ou Nom de I'hyperviseur.

Le regroupement est appliqué automatiquement.

Les lignes du tableau sont désormais regroupées en fonction de vos parameétres. Vous pouvez développer
et réduire les groupes selon vos besoins. Les lignes groupées affichent les données cumulées pour
chacune des colonnes. Certaines colonnes vous permettent de choisir la méthode de cumul pour cette

colonne.
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Virtual Machine Performance Table Override dashboard time X

Viriual Machine «

Filter by || 10PS - Total (10/5) | »=10 Group by || Hypevisor name +

181 items found in 4 groups Q}

[5] Hypervisor name L Name Hypervisor name IOPS - Total E‘ I[.ate;ncy—TotaI
vl ms

us-east-1d (62) us-east-1d RollUpby | Avg v 1,04

us-east-1c (20) us-g2ast-1c 0.80

us-gas-1b (1) TBDemoEnv us-sast-1b 32.66 0.70

us-east-1a (38) us-2ast-12 121.22 0.81

Cance' m

1. Lorsque vous avez personnalisé le widget de tableau a votre convenance, cliquez sur le bouton
[Enregistrer].

Le widget de tableau est enregistré dans le tableau de bord.

Vous pouvez redimensionner le widget sur le tableau de bord en faisant glisser le coin inférieur droit.
Agrandissez le widget pour afficher clairement toutes les colonnes. Cliquez sur Enregistrer pour enregistrer le
tableau de bord actuel.

Ensuite, nous ajouterons quelques graphiques pour montrer les performances de notre machine virtuelle.
Créons un graphique linéaire comparant la latence de la VM avec la latence de VMDK.
1. Si nécessaire, cliquez sur l'icone Modifier sur le tableau de bord pour activer le mode Edition.

2. Cliquez sur l'icdne [Ajouter un widget] et sélectionnez Graphique linéaire pour ajouter un nouveau widget
de graphique linéaire au tableau de bord.

3. La boite de dialogue Modifier le widget s’ouvre. Nommez ce widget « VM / VMDK Max Latency »

4. Sélectionnez Machine virtuelle et choisissez Latence - Max. Définissez les filtres que vous souhaitez ou
laissez Filtrer par vide. Pour Regrouper, choisissez Somme par Tous. Affichez ces données sous forme
de graphique linéaire et laissez axe Y comme principal.

5. Cliquez sur le bouton [+Requéte] pour ajouter une deuxiéme ligne de données. Pour cette ligne,
sélectionnez VMDK et Latency - Max. Définissez les filtres que vous souhaitez ou laissez Filtrer par vide.
Pour Regrouper, choisissez Somme par Tous. Affichez ces données sous forme de graphique linéaire et
laissez axe Y comme principal.

6. Cliquez sur [Enregistrer] pour ajouter ce widget au tableau de bord.
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| VM /NMDK Max Latency i i X

A} Query Virtual Machine = Convert to Expression Eﬂ @
Latency - Max « | | Filzer by -
Rollup || Sum v | by | Al v B4 More options

Display: | Line chart « Y-axis: Color: W *

B) Query VMDK * | Convert to Expression [ E
Latency - Max = | | Fileer by g
Rollup | Sum v | by | Al » B4 More options

Display: | Linechart v | Y-axis: | Primary = Color H ~

15k
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Caﬂ cel E

Ensuite, nous ajouterons un graphique montrant la lecture, I'écriture et le nombre total d'|OPS de la machine
virtuelle dans un seul graphique.

1. Cliquez sur I'icéne [Ajouter un widget] et sélectionnez Graphique en aires pour ajouter un nouveau
widget de graphique en aires au tableau de bord.
2. La boite de dialogue Modifier le widget s’ouvre. Nommez ce widget « VM IOPS »

3. Sélectionnez Machine virtuelle et choisissez /OPS - Total. Définissez les filtres que vous souhaitez ou
laissez Filtrer par vide. Pour Réduire, choisissez Somme par Tous. Affichez ces données sous forme de
graphique a aires et laissez axe Y comme principal.

4. Cliquez sur le bouton [+Requéte] pour ajouter une deuxiéme ligne de données. Pour cette ligne,
sélectionnez Machine virtuelle et choisissez IOPS - Lecture.

5. Cliquez sur le bouton [+Requéte] pour ajouter une troisieme ligne de données. Pour cette ligne,
sélectionnez Machine virtuelle et choisissez IOPS - Ecriture.

6. Cliquez sur Afficher la Iégende pour afficher une Iégende pour ce widget sur le tableau de bord.

47



VM IOPS Show legend

C) Query ~ Virtual Machine = | Convert to Expression

| 10PS - Write ¥ | | Filzer by !

| Roll up ii Avg v | by | Al - @ More options

Display: Area chart = Y-agwis: Frimary « Color: | | b

D} Query | Virtual Machine + | Convert to Expression

[10Ps-Read + | | Filterby ;

| Roll up :! Avg - | by | Al b g More options
Dispiay: | Areachart v Y-axis: | Primary = Color: v

m il

| all

= all

, E— e

12:00 PM 3:00PM 6:00 PM S:00PM 25_Jul 3200 AM 6:00 AM 5:00 AM

X

O

O @

| i |E

1. Cliquez sur [Enregistrer] pour ajouter ce widget au tableau de bord.

Ensuite, nous ajouterons un graphique montrant le débit de la machine virtuelle pour chaque application

associée a la machine virtuelle. Nous utiliserons la fonction Roll Up pour cela.

1. Cliquez sur l'icone [Ajouter un widget] et sélectionnez Graphique linéaire pour ajouter un nouveau widget

de graphique linéaire au tableau de bord.

2. La boite de dialogue Modifier le widget s’ouvre. Nommez ce widget « Débit VM par application »

3. Sélectionnez Machine virtuelle et choisissez Débit - Total. Définissez les filtres souhaités ou laissez Filtrer
par vide. Pour Roll up, choisissez « Max » et sélectionnez par « Application » ou « Nom ». Afficher les 10
meilleures applications. Affichez ces données sous forme de graphique linéaire et laissez 'axe Y comme

axe principal.

4. Cliquez sur [Enregistrer] pour ajouter ce widget au tableau de bord.

Vous pouvez déplacer des widgets sur le tableau de bord en maintenant le bouton de la souris enfoncé

n’importe ou en haut du widget et en le faisant glisser vers un nouvel emplacement.
Vous pouvez redimensionner les widgets en faisant glisser le coin inférieur droit.
Assurez-vous de [Enregistrer] le tableau de bord aprés avoir effectué vos modifications.

Votre tableau de bord final des performances de la machine virtuelle ressemblera a ceci :
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Observability / Analyze / VM Optimization / Summary

Filter By = Data Center All v X VirtualCenter IP  All v X Cluster Al v X 9

Summary Hypervisor Decommissioning VM Reclamation

== Save 2,228 cores by decommissioning 58 hypervisors & 5‘3 Save 74.8 TiB by reclaiming 343 virtual machines <

©ooo Decommissioning these Hypervisors will reduce your consumption of cores by 27.9% Reclaiming these VMs will reduce your allocated capacity by 8.5%

Top 10 clusters by cores savings opportunities Underutilized capacity (TiB)

o _

DC06/DC06_660_M660._...
DC06/DC06_660_M660._....

DC14/DC14_1460_M146...

DC06/DC06_660_M660._....
DC61/DC61_M6170_HNX...
DC62/DC62_M6270_HCl...
DC62/DC62_M6270_HNX...

DC14/DC14_1460_M146...

Z
>

DC14/DC14_1460_M146...

0 10000 200.00 - 30000 400.00 500.00 0 9.77 19.53 29.30 39.06 48.83 5859  68.36
hosts.cpu.savings (cores) capacitytotal (TiB)
Memory Savings (TiB) VvCPU Savings Memory Savings (TiB)
38.9 2,825 8.7
26.8% savings 9.2% savings 8.0% savings
View All Hypervisor Decommissions View All VM Reclamations

Travailler avec des requétes

Interrogation des assets et des métriques

Interrogez les ressources physiques et virtuelles de votre infrastructure pour surveiller les
performances, résoudre les problemes et effectuer des recherches précises selon des
critéres personnalisés comme des annotations. Data Infrastructure Insights permet
d’interroger différents types de ressources — des baies de stockage et hétes aux
applications et machines virtuelles — ainsi que d’'intégrer des indicateurs provenant de
Kubernetes, Docker et ONTAP Advanced Data pour une visibilité compléte.

Notez que les régles d’annotation, qui attribuent automatiquement des annotations aux ressources,
nécessitent une requéte partagée avec tout le monde. Voir ci-dessous pour plus d’informations sur le partage
des requétes.

Vous pouvez interroger les actifs d'inventaire physiques ou virtuels (et leurs métriques associées) sur votre
locataire, ou les métriques fournies avec I'intégration telle que Kubernetes ou ONTAP Advanced Data.

Actifs d’inventaire

Tous les types d’actifs d’inventaire (également appelés infrastructure) (stockage, switch, VM, Application, etc.)
peuvent étre utilisés dans les requétes, les widgets de tableau de bord et les pages d’accueil personnalisées
des actifs. Les champs et compteurs disponibles pour les filtres, les expressions et I'affichage varient selon les
types d’actifs.
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Mesures d’intégration

Outre l'interrogation des actifs d’'inventaire et de leurs mesures de performances associées, vous pouvez
également interroger les mesures de données d’intégration, telles que celles générées par Kubernetes ou
Docker, ou fournies avec ONTAP Advanced Metrics.

0N 350 -
i 3:!:'

netapp_ontap ageregaie

netapp_oniap.resource_headroom_agpr

Partage de requétes

Contrélez I'acces a vos requétes en choisissant qui peut les consulter et les modifier. Par défaut, les nouvelles
requétes sont privées et visibles uniquement par vous, et vous pouvez choisir de les partager avec des
utilisateurs spécifiques ou avec I'ensemble de votre organisation grace a des niveaux d’autorisation flexibles
(lecture seule ou modification).

Vous pouvez choisir de partager la requéte avec Everyone ou avec certains utilisateurs, avec des autorisations
de modification ou de lecture seule.

@ Les utilisateurs disposant de 'autorisation Account Owner peuvent voir toutes les requétes, quel
que soit le parameétre de confidentialité.

Créer des requétes

Les requétes vous permettent de rechercher les actifs de votre locataire a un niveau
granulaire, ce qui vous permet de filtrer les données souhaitées et de trier les résultats a
votre guise.

Par exemple, vous pouvez créer une requéte pour les volumes, ajouter un filtre pour rechercher des stockages
particuliers associés aux volumes sélectionnés, ajouter un autre filtre pour rechercher une annotation
particuliere telle que « Niveau 1 » sur les stockages sélectionnés, et enfin ajouter un autre filtre pour
rechercher tous les stockages avec IOPS - Lecture (I0/s) supérieur a 25. Lorsque les résultats sont affichés,
vous pouvez ensduite trier les colonnes d’informations associées a la requéte par ordre croissant ou
décroissant.

Remarque : lorsqu’un nouveau collecteur de données est ajouté et acquiert des ressources, ou que des
annotations ou des affectations d’application sont effectuées, vous pouvez interroger ces nouvelles
ressources, annotations ou applications uniquement apres l'indexation des requétes. L'indexation se produit a
un intervalle régulier ou lors de certains événements tels que I'exécution de regles d’annotation.

Créer une requéte est trés simple :
1. Accédez a Requétes > *+Nouvelle requéte.

2. Dans la liste « Sélectionner... », sélectionnez le type d’objet que vous souhaitez interroger. Vous pouvez
faire défiler la liste ou commencer a taper pour trouver plus rapidement ce que vous recherchez.

Liste déroulante :
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awesome site [ All Queries /| New Query

|select... v

agent.node
agent.node_diskio
agent.node_fs
agent.node_net
Application
DataStore

Dizk

Fabric

GenericDevice

Tapez pour rechercher :
on aggr b
neiapp_ontap.ageregaie

netapp_ontap.resource_headroom_ager

Vous pouvez ajouter des filtres pour affiner davantage votre requéte en cliquant sur le bouton + dans le champ
Filtrer par. Regrouper les lignes par objet ou par attribut. Lorsque vous travaillez avec des données
d’intégration (Kubernetes, ONTAP Advanced Metrics, etc.), vous pouvez regrouper par plusieurs attributs, si
vous le souhaitez.
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netapp_ontap.aggregate v
FiltearBy - cluster_name ci- x
Group aggr_name X -

5 items found

aggr_name cp_read_blocks cluster_name |
oci02sat0 0.5% oci-phonehome
ocid2satl 0.15 oci-phonehome
oci02sat2 212.64 oci-phonehome
oci01sat0 0.39 oci-phonehome
oci0lsatl 48.85 oci-phonehome

La liste des résultats de la requéte affiche un certain nombre de colonnes par défaut, en fonction du type
d’objet recherché. Pour ajouter, supprimer ou modifier les colonnes, cliquez sur I'icdbne d’engrenage a droite du
tableau. Les colonnes disponibles varient en fonction du type d’actif/métrique.

netapp_ontap.aggregate v
Filter By
Group aggr_name X -
aggr_name cp_read_blocks agent_version T -
|_| show Selected Only
aggr0_optimus_02 172 Apache-HttpClien' e
agent_version
agerl_optimus_02 408.84 Apache-HttpClient
|_| aggr_name
ocinaneqal_04_ager0 6.19 Apache-HupClient
] cluster_location
ocinanegal_03_agerl 8.48 Apache-HttpClien!
cluster_name
oci02satd 1.04 Apache-HttpClien'

[_] cluster_serial_number

|| cluster_version

Voyez-le en action

"Explorer et analyser avec des requétes dans Data Infrastructure Insights (Vidéo)"

Choix de I’agrégation, des unités et de la mise en forme conditionnelle
Agrégation et unités

Pour les colonnes « valeur », vous pouvez affiner davantage les résultats de votre requéte en choisissant la
maniére dont les valeurs affichées sont agrégées ainsi qu’en sélectionnant les unités dans lesquelles ces
valeurs sont affichées. Ces options se trouvent en sélectionnant le menu « trois points » dans le coin supérieur
d’'une colonne.
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143 ftems found

agent.node_diskio T io_time (ms) n

nvmeldnl 20,604,960.00 "
gl v Aggregation

mvmelni 26,184,970.00 Group By Avg -
nvme0dni 4,642,684.00 Time Aggregate By Last v
mymednl 31,5918,988.00

* Unit Display
nvmednl 29,258,256.00

Base Unit il [
nvmeOni 18,022,164.00 millisecond {ms|

Displayed In millisecond (ms) v
nvmealdnl 28,483,300.00
Ll G0 f=5,016.00 ~ Conditional Formatting Reset
nvmednl 15,8932,780.00 Ifvalueis > [Greater than) hd
nvme0ni 44,169,696.00 A Warning Optiona ms
nvme0ni 12,138,928.00 © Critical Optiona ms
mymelnl 5,234,528.00

? Rename Column
nvmednl 34,260,552.00

Unités

Vous pouvez sélectionner les unités dans lesquelles afficher les valeurs. Par exemple, si la colonne
sélectionnée affiche la capacité brute et que les valeurs sont affichées en Gio, mais que vous préférez les
afficher en Tio, sélectionnez simplement Tio dans la liste déroulante Affichage de l'unité.

Agrégation

De la méme maniére, si les valeurs affichées sont agrégées a partir des données sous-jacentes sous la forme
« Moyenne », mais que vous préférez afficher la somme de toutes les valeurs, sélectionnez « Somme » dans
la liste déroulante Grouper par (si vous souhaitez que les valeurs groupées affichent les sommes) ou dans la
liste déroulante Agréger par heure (si vous souhaitez que les valeurs de ligne affichent les sommes des
données sous-jacentes).

Vous pouvez choisir d’agréger des points de données groupés par Moyenne, Max, Min ou Somme.

Vous pouvez regrouper les données de lignes individuelles par Moyenne, Dernier point de données acquis,
Maximum, Minimum ou Somme.

Mise en forme conditionnelle

La mise en forme conditionnelle vous permet de mettre en évidence les seuils de niveau d’avertissement et de
niveau critique dans la liste des résultats de la requéte, offrant ainsi une visibilité instantanée sur les valeurs
aberrantes et les points de données exceptionnels.
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143 items found
Metrice & Attributes

agent.node_diskio T io_time (sec) E

nvmednl

> Aggregation
nvmelnl
> Unit Display
nvrmednd 4,642.68
v Conditional Formatting Reset
Ifvalue is > (Greater than) v
nvmednl
A Warning 10000 sec
nvrnednl
@ critical 20000 sec

nvmelnl

nvmednl

nvmednl

La mise en forme conditionnelle est définie séparément pour chaque colonne. Par exemple, vous pouvez
choisir un ensemble de seuils pour une colonne de capacité et un autre ensemble pour une colonne de débit.

Renommer la colonne

Renommer une colonne modifie le nom affiché dans la liste des résultats de la requéte. Le nouveau nom de
colonne est également affiché dans le fichier résultant si vous exportez la liste de requétes au format .CSV.

Enregistrer

Aprés avoir configuré votre requéte pour afficher les résultats souhaités, vous pouvez cliquer sur le bouton
Enregistrer pour enregistrer la requéte pour une utilisation ultérieure. Donnez-lui un nom significatif et unique.

En savoir plus sur le filtrage

Caractéres génériques et expressions

Lorsque vous filtrez des valeurs de texte ou de liste dans des requétes ou des widgets de tableau de bord,
lorsque vous commencez a saisir, vous avez la possibilité de créer un filtre générique basé sur le texte
actuel. La sélection de cette option renverra tous les résultats correspondant a I'expression générique. Vous
pouvez également créer des expressions en utilisant NOT ou OR, ou vous pouvez sélectionner 'option

« Aucun » pour filtrer les valeurs nulles dans le champ.

kubernetes.pod v
Filter By - pod_name | ingest v X Bd @
Group pod_name “i Create wildcard containing "ingest”

' ci-service-datalake-ingestion-85b5bdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

71 items found

None
Table Row Grouping
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Les filtres basés sur des caractéres génériques ou des expressions (par exemple NOT, OR, « Aucun », etc.)
s’affichent en bleu foncé dans le champ de filtre. Les éléments que vous sélectionnez directement dans la liste

sont affichés en bleu clair.

ci-service-audit-5f775dd975-bride X

X v XEdO

kubernetes.pod v
Filter By = pod_name
Group pod_name X

3 items found

pod_name

ci-service-audit-5f775dd975-brfdc

-

ci-service-datalake-ingestion-85bsbdfded-2qbwr

service-foundation-ingest-767dfd5bfc-vxdsp

Notez que le filtrage par caractéres génériques et par expressions fonctionne avec du texte ou des listes, mais
pas avec des nombres, des dates ou des booléens.

Filtres de raffinage

Vous pouvez utiliser les éléments suivants pour affiner votre filtre :

Filtre

* (Astérisque)

? (point d’interrogation)

ou

PAS

Ce qu'il fait

vous permet de
rechercher tout ce que
vous voulez

vous permet de
rechercher un nombre
spécifique de caractéres

vous permet de spécifier
plusieurs entités

vous permet d’exclure du
texte des résultats de
recherche

Exemple

vol*rhel

BOS-PRD??-S12

FAS2240 OU CX600 OU
FAS3270

NON EMC*

Résultat

renvoie toutes les
ressources commengant
par « vol » et se terminant
par « rhel »

renvoie BOS-PRD72-S12,
BOS-PRD23-S12, et ainsi
de suite

renvoie I'un des FAS2440,
CX600 ou FAS3270

renvoie tout ce qui ne
commence pas par
« EMC »
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Aucun recherche les valeurs Aucun renvoie les résultats

NULL dans tous les lorsque le champ cible est
champs vide

Pas * recherche les valeurs Pas * renvoie les résultats
NULL dans les champs lorsque le champ cible est
texte uniquement vide

Si vous placez une chaine de filtre entre guillemets doubles, Insight traite tout ce qui se trouve entre le premier
et le dernier guillemet comme une correspondance exacte. Tous les caractéeres spéciaux ou opérateurs a
l'intérieur des guillemets seront traités comme des littéraux. Par exemple, le filtrage par « * » renverra des
résultats qui sont un astérisque littéral ; I'astérisque ne sera pas traité comme un caractére générique dans ce
cas. Les opérateurs OR et NOT seront également traités comme des chaines littérales lorsqu’ils sont placés
entre guillemets.

Filtrage des valeurs booléennes

Lorsque vous filtrez une valeur booléenne, les choix suivants peuvent vous étre proposés pour filtrer :

* Tout : cela renverra tous les résultats, y compris les résultats définis sur « Oui », « Non » ou pas définis du
tout.

» Oui : renvoie uniqguement les résultats « Oui ». Notez que DIl affiche « Oui » comme coche dans la plupart
des tableaux. Les valeurs peuvent étre définies sur « Vrai », « Activé », etc. DIl traite toutes ces valeurs
comme « Oui ».

* Non : renvoie uniquement les résultats « Non ». Notez que DIl affiche « Non » sous la forme d’'un « X »
dans la plupart des tableaux. Les valeurs peuvent étre définies sur « Faux », « Désactivé », etc. DIl traite
toutes ces valeurs comme « Non ».

+ Aucun : renvoie uniquement les résultats pour lesquels la valeur n’a pas été définie du tout. Egalement
appelées valeurs « nulles ».

Que dois-je faire maintenant que j’ai les résultats de la requéte ?

L'interrogation fournit un endroit simple pour ajouter des annotations ou attribuer des applications a des actifs.
Notez que vous ne pouvez attribuer des applications ou des annotations qu’a vos ressources d’inventaire
(disque, stockage, etc.). Les mesures d’intégration ne peuvent pas prendre en charge les annotations ou les
affectations d’application.

Pour attribuer une annotation ou une application aux ressources résultant de votre requéte, sélectionnez
simplement la ou les ressources a I'aide de la colonne de cases a cocher a gauche du tableau des résultats,
puis cliquez sur le bouton Actions en masse a droite. Choisissez 'action souhaitée a appliquer aux actifs
sélectionnés.
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Volume v

Filter By ~ Name Any X
Query Results (5) Bulk Actions ¥
Add Annotation
B nName T Storage Pools Capacity - Raw (GB) Mapped Ports

Remove Annotation
SHmu... N/A

Add Application

DmoSA optimu ptimu... N/A
Remove Application
DmoSAN_optimus:mc_D optimu rl_optimu... N/A USIWINGOWS 20U
0ci-3070-0 er_lun - 0 N/A 0OS:windows
rs1:sjimmylscsifv... ocinaneqal-0l:spectraaggrl N/A 0S:linux

Les régles d’annotation nécessitent une requéte

Si vous configurez"Regles d’annotation" , chaque regle doit avoir une requéte sous-jacente avec laquelle
travailler. Mais comme vous I'avez vu ci-dessus, les requétes peuvent étre aussi larges ou aussi étroites que
vous le souhaitez.

Consultation des requétes

Vous pouvez afficher vos requétes pour surveiller vos actifs et modifier la maniére dont
vos requétes affichent les données liées a vos actifs.

Etapes
1. Connectez-vous a votre locataire Data Infrastructure Insights .

2. Cliquez sur Requétes et sélectionnez Afficher toutes les requétes. Vous pouvez modifier la fagon dont
les requétes s’affichent en effectuant 'une des opérations suivantes :

3. Vous pouvez saisir du texte dans la zone de filtre pour rechercher et afficher des requétes spécifiques.

4. Vous pouvez modifier I'ordre de tri des colonnes dans le tableau des requétes en ordre croissant (fleche
vers le haut) ou décroissant (fleche vers le bas) en cliquant sur la fleche dans I'en-téte de la colonne.

5. Pour redimensionner une colonne, passez la souris sur I'en-téte de la colonne jusqu’a ce qu’une barre
bleue apparaisse. Placez la souris sur la barre et faites-la glisser vers la droite ou vers la gauche.

6. Pour déplacer une colonne, cliquez sur I'en-téte de la colonne et faites-le glisser vers la droite ou vers la
gauche.

Lorsque vous faites défiler les résultats de la requéte, sachez que les résultats peuvent changer a mesure que
Data Infrastructure Insights interroge automatiquement vos collecteurs de données. Cela peut entrainer

'absence de certains éléments ou 'affichage de certains éléments dans le désordre, selon la fagon dont ils
sont triés.

Exportation des résultats de la requéte vers un fichier .CSV

Vous pouvez exporter les résultats de n'importe quelle requéte vers un fichier .CSV, ce
qui vous permettra d’analyser les données ou de les importer dans une autre application.

Etapes
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1. Connectez-vous a Data Infrastructure Insights.

2. Cliquez sur Requétes et sélectionnez Afficher toutes les requétes.
La page Requétes s’affiche.
3. Cliquez sur une requéte.

4. Cliquez® pour exporter les résultats de la requéte vers un fichier .CSV.

(D L'exportation vers .CSV est également disponible dans le menu « trois points » des widgets de
tableau de bord ainsi que dans la plupart des tableaux de page de destination.

Exportation asynchrone

L'exportation de données au format .CSV peut prendre de quelques secondes a plusieurs heures, selon la
quantité de données a exporter. Data Infrastructure Insights exporte ces données de maniére asynchrone, ce
qui vous permet de continuer a travailler pendant la compilation du fichier .CSV.

Affichez et téléchargez vos exportations .CSV en sélectionnant I'icbne « Cloche » dans la barre d’outils en haut
a droite.

Tenant N _
Q S:::;ard?}n;eMain o ‘ (7 9 Tony Lavoie ¥

4 CSVDownloads (1)

@ query_export_disk_1748360447802.csv is Ready to Download ~

Size: 13.29 KiB
Initiated: 05/27/2025 11:40:47 AM
Ready: 05/27/2025 11:40:48 AM

‘ Download

Just now

Les données exportées refléteront le filtrage actuel, les colonnes et les noms de colonnes affichés.

Virgules dans les noms d’actifs

Remarque : lorsqu’une virgule apparait dans le nom d’un actif, I'exportation place le nom entre guillemets,
préservant ainsi le nom de I'actif et le format .csv approprié.

Format de I’heure ou pas format de I’heure ?

Lors de I'ouverture d’un fichier .CSV exporté avec Excel, si vous avez un nom d’objet ou un autre champ au
format NN:NN (deux chiffres suivis de deux points suivis de deux autres chiffres), Excel interprétera parfois ce
nom comme un format d’heure, au lieu d’'un format de texte. Cela peut entrainer I'affichage par Excel de
valeurs incorrectes dans ces colonnes. Par exemple, un objet nommé « 81:45 » s’afficherait dans Excel sous
la forme « 81:45:00 ».

Pour contourner ce probleme, importez le fichier .CSV dans Excel en suivant les étapes suivantes :
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1. Ouvrez une nouvelle feuille dans Excel.

. Dans l'onglet « Données », choisissez « A partir du texte ».

. Localisez le fichier .CSV souhaité et cliquez sur « Importer ».

Dans l'assistant d’'importation, choisissez « Délimité » et cliquez sur Suivant.
Choisissez « Virgule » comme délimiteur et cliquez sur Suivant.

Sélectionnez les colonnes souhaitées et choisissez « Texte » pour le format des données de la colonne.

N o o k&~ 0 DN

Cliquez sur Terminer.

Vos objets doivent s’afficher dans Excel au format approprié.

Modifier ou supprimer une requéte

Vous pouvez modifier les critéres associés a une requéte lorsque vous souhaitez modifier
les critéres de recherche des actifs que vous interrogez.

Modifier une requéte

Etapes
1. Cliquez sur Explorer et sélectionnez Toutes les requétes de métriques.

La page Requétes s’affiche.

2. Cliquez sur le nom de la requéte
3. Pour ajouter un critére a la requéte, cliquez sur l'icéne Colonnes et sélectionnez une métrique ou un
attribut dans la liste.

Une fois que vous avez effectué toutes les modifications nécessaires, effectuez 'une des opérations
suivantes :
* Cliquez sur le bouton Enregistrer pour enregistrer la requéte avec le nom utilisé initialement.

* Cliquez sur le menu déroulant a c6té du bouton Enregistrer et sélectionnez Enregistrer sous pour
enregistrer la requéte sous un autre nom. Cela n’écrase pas la requéte d’origine.

 Cliquez sur le menu déroulant a coté du bouton Enregistrer et sélectionnez Renommer pour modifier le
nom de la requéte que vous aviez utilisé initialement. Cela écrase la requéte d’origine.

* Cliquez sur le menu déroulant a c6té du bouton Enregistrer et sélectionnez Annuler les modifications
pour rétablir la requéte aux derniéres modifications enregistrées.

Suppression d’une requéte

Pour supprimer une requéte, cliquez sur Requétes et sélectionnez Afficher toutes les requétes, puis
effectuez 'une des opérations suivantes :

1. Cliquez sur le menu « trois points » a droite de la requéte et cliquez sur Supprimer.

2. Cliquez sur le nom de la requéte et sélectionnez Supprimer dans le menu déroulant Enregistrer.

Affectation ou suppression de plusieurs applications a des actifs

Vous pouvez attribuer plusieurs"applications" pour supprimer plusieurs applications des

59


task_create_application.html

actifs a l'aide d’'une requéte au lieu de devoir les attribuer ou les supprimer
manuellement.

@ Vous pouvez utiliser ces étapes pour ajouter ou supprimer"annotations" de la méme fagon.

Avant de commencer

Vous devez déja avoir créé une requéte qui trouve tous les actifs que vous souhaitez modifier.

Etapes
1. Cliquez sur Explorer et sélectionnez Requétes métriques.

La page Requétes s’affiche.
2. Cliquez sur le nom de la requéte qui recherche les actifs.
La liste des actifs associés a la requéte s’affiche.

3. Sélectionnez les actifs souhaités dans la liste ou cliquez sur la case a cocher supérieure pour sélectionner
Tous.

La liste déroulante Actions en masse s’affiche.

4. Pour ajouter une application aux ressources sélectionnées, cliquez sur Actions groupées et sélectionnez
Ajouter une application.

5. Sélectionnez une ou plusieurs applications.
Vous pouvez sélectionner plusieurs applications pour les hétes, les volumes internes, les gtrees et les
machines virtuelles ; cependant, vous ne pouvez sélectionner qu’une seule application pour un volume ou
un partage.

6. Cliquez sur Enregistrer.

7. Pour supprimer une application attribuée aux actifs, cliquez sur Actions groupées et sélectionnez
Supprimer I’application.

8. Sélectionnez I'application ou les applications que vous souhaitez supprimer.
9. Cliquez sur Supprimer.
Toutes les nouvelles applications que vous attribuez remplacent toutes les applications de 'actif dérivées d’un

autre actif. Par exemple, les volumes héritent des applications des hotes et lorsque de nouvelles applications
sont attribuées a un volume, la nouvelle application a la priorité sur I'application dérivée.

Apres avoir cliqué sur Enregistrer lors d’'un ajout groupé ou sur Supprimer lors d’'une action de suppression

groupée, Data Infrastructure Insights vous informe que I'action prendra un certain temps. Vous pouvez ignorer
ce message ; I'action continuera en arriére-plan.

Pour les environnements comportant de grandes quantités d’actifs associés, I'héritage des
affectations d’application a ces actifs peut prendre plusieurs minutes. Veuillez prévoir plus de
temps pour que I'héritage se produise si vous avez de nombreux biens liés.

Copie des valeurs du tableau

Vous pouvez copier les valeurs des tableaux dans le presse-papiers pour les utiliser dans
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les zones de recherche ou d’autres applications.

A propos de cette tache

Il existe deux méthodes que vous pouvez utiliser pour copier des valeurs de tables ou des résultats de requéte
dans le presse-papiers.

Etapes
1. Méthode 1 : Mettez en surbrillance le texte souhaité avec la souris, copiez-le et collez-le dans les champs
de recherche ou d’autres applications.

2. Méthode 2 : pour les champs a valeur unique, passez la souris sur le champ et cliquez sur l'icbne du
presse-papiers qui apparait. La valeur est copiée dans le presse-papiers pour étre utilisée dans les
champs de recherche ou d’autres applications.

Notez que seules les valeurs qui sont des liens vers des actifs peuvent étre copiées a l'aide de cette
meéthode. Seuls les champs qui incluent des valeurs uniques (c’est-a-dire non des listes) ont I'icbne de
copie.

Explorateur de journaux

Data Infrastructure Insights Log Explorer est un outil puissant permettant d’interroger les
journaux systéme. En plus d’aider aux enquétes, vous pouvez egalement enregistrer une
requéte de journal dans un moniteur pour fournir des alertes lorsque ces déclencheurs de
journal particuliers sont activés.

Pour commencer a explorer les journaux, cliquez sur Requétes de journal > +Nouvelle requéte de journal.

Sélectionnez un journal disponible dans la liste.

|select... -

logs.kubernetes
logs.kubernetes.events
logs.netapp.ems

logs.ontapems

logs.syslog
@ Les types de journaux disponibles pour I'interrogation peuvent varier en fonction de votre
environnement. Des types de journaux supplémentaires peuvent étre ajoutés au fil du temps.

Vous pouvez définir des filtres pour affiner davantage les résultats de la requéte. Par exemple, pour rechercher
tous les messages de journal indiquant un échec, définissez un filtre pour Messages contenant le mot « échec
».

Vous pouvez commencer a saisir le texte souhaité dans le champ de filtre ; Data Infrastructure
Insights vous invitera a créer une recherche générique contenant la chaine au fur et a mesure
de la saisie.
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Les résultats sont affichés dans un graphique indiquant le nombre d’instances de journal dans chaque période
indiquée. Sous le graphique se trouvent les entrées du journal elles-mémes. Le graphique et les entrées
s’actualisent automatiquement en fonction de la plage horaire sélectionnée.

/ All Log Queries /| New Query

logs.netapp.ems W

Filter By - message

a

Log Entries

-x@

timestamp source message

10/21/2021 10:55:39 AM
561f7-7a66-112-9699-
123478563412;n0de:885d3681-
T9d0-11e2-85a3-811faf325091;

10/21/2021 10:55:39 AM
561f7-7a66-11€2-9605-
123478563412;node:885d3681-
79d0-11e2-85a3-811faf325b01;

10/21/2021 10:54:40 AM
561f7-7a66-11€2-9695-
123478563412;node:9zc4fbd1-
79d0-11e2-b141-
417dRerfdaT:

Filtration

Inclure / Exclure

@© Last3Hours

agent:EmsCellectorcluster:add  menitor.chassisPowerSupply.degraded: Chassis power supply 1 is degraded: PSU1 has failed

- o B

Create a Log Monitor

Bucket: 5 minutes

Last updated 10/21/2021 11:04:56 AM {"}

agent:EmsCollector;cluster:add  menitor.chassisPowerSupply.degraded: Chassis power supply 1 is degraded: PSU1 Power Output has failed

agent:EmsCollector;cluster:add  monitor.chassisPowerSupply.degraded: Chassis power supply 1 is degraded: PSU1 Power Qutput has failed

Lors du filtrage des journaux, vous pouvez choisir d'inclure (c’est-a-dire « Filtrer sur ») ou d'exclure les
chaines que vous saisissez. Les chaines exclues sont affichées dans le filtre complété comme « PAS

<chaine> ».

logs.netapp.ems A

Filter By EMms.2ems_message_type

Chart: Group By - All

4k

|All

() Filterto (@ Exclude

TS
app.log.info
app.log.notice

arw.wserver.state

Les filtres basés sur des caracteres génériques ou des expressions (par exemple NOT, OR, « Aucun », etc.)
s’affichent en bleu foncé dans le champ de filtre. Les éléments que vous sélectionnez directement dans la liste

sont affichés en bleu clair.

@ A tout moment, vous pouvez cliquer sur Créer un moniteur de journal pour créer un nouveau
moniteur basé sur le filtre actuel.
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Filtrage avancé

Lorsque vous filtrez des valeurs de texte ou de liste dans des requétes ou des widgets de tableau de bord,
lorsque vous commencez a saisir, vous avez la possibilité de créer un filtre générique basé sur le texte
actuel. La sélection de cette option renverra tous les résultats correspondant a I'expression générique. Vous
pouvez également créer des expressions en utilisant NOT, AND ou OR, ou vous pouvez sélectionner I'option
« Aucun » pour filtrer les valeurs nulles.

Assurez-vous d’enregistrer votre requéte tét et souvent lorsque vous créez votre filtrage.
Linterrogation avancée est une entrée de chaine « de forme libre » et des erreurs d’analyse
peuvent se produire au fur et a mesure de la création.

Jetez un ceil a cette image d’écran montrant les résultats filtrés pour une requéte avancée du journal
logs.kubernetes.event. |l se passe beaucoup de choses sur cette page, ce qui est expliqué sous I'image :

® Aug 25, 2023 -Aug 26, 2023

371 AM 10:15 AM

Customer-System / Observability / All Log Queries | Advanced Query Example

logs.kubernetes.event v Create a Log Monitor

ritersy [
itterBy R @ Need Help?
(reason:™failed™ AND NOT reason:FailedMount} AND (metadata.namespace:"monitoring” AND NOT (metadata.namespace:"cm-monitaring” OR X X
metadata.namespace:"eg-monitoring”)) .
Chart: Group By solrce % * | | Show Top v 10 v Show Others
@ Reset Zoom | Bucket: 30 minutes
&
4 w
. N "I N I
| | | | |
| | | |
4:00 AM S00AM S00AM 7000 12.00PM 2:00PM  4:00PM B00PM  S:00PM 10:00PM  Aug 26 2:00 AM 400 AM 6:00AM  B:00 AM  10:00
AM AM
Legend
Log Entries @ Last updated 08/30/2023 9;54:13 AM f}
timestamp source message metadata.namespace T reason
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed
stream;namespace:33504- exceaded

monitering;pod_namezevent-
exporter-5dbE7dbag5-bxmkf;

08/26/2023 8:40:28 AM kubernetes_clustereg- Error: context deadline k3s-cm-monitoring Failed
strearm;namespace:ph- exceaded
maonitoring;pod_namezevent-
exporter-c4446976c-jxrdg;

NRIFA/FNI 2 R-AN-D20 AM knharnatas rlistarao Frenes failad tn recanm k2e-rm-mnnitaring Eailard

1. Cette chaine de requéte avanceée filtre les éléments suivants :

o Filtrez les entrées de journal avec une raison qui inclut le mot « échec », mais rien avec la raison
spécifique « FailedMount ».

o Incluez toutes les entrées qui incluent également un metadata.namespace incluant le mot

B save |"

« monitoring », mais excluez les espaces de noms spécifiques « cm-monitoring » ou « eg-monitoring ».
Notez que dans le cas ci-dessus, puisque « cm-monitoring » et « eg-monitoring » contiennent tous

deux un tiret (« - »), les chaines doivent étre incluses entre guillemets, sinon une erreur d’analyse sera
affichée. Les chaines qui n’incluent pas de tirets, d’espaces, etc. n’ont pas besoin d’étre placées entre
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2.

guillemets. En cas de doute, essayez de mettre la chaine entre guillemets.

Les résultats du filtre actuel, y compris toutes les valeurs « Filtrer par » ET le filtre de requéte avanceée,
sont affichés dans la liste des résultats. La liste peut étre triée par n’importe quelle colonne affichée. Pour
afficher des colonnes supplémentaires, sélectionnez I'icbne « engrenage ».

Le graphique a été agrandi pour afficher uniquement les résultats du journal qui se sont produits dans une
période donnée. La plage horaire affichée ici reflete le niveau de zoom actuel. Sélectionnez le bouton
Réinitialiser le zoom pour rétablir le niveau de zoom sur la plage horaire actuelle de Data Infrastructure
Insights .

Les résultats du graphique ont été regroupés par le champ source. Le graphique montre les résultats dans
chaque colonne regroupés par couleurs. Survoler une colonne du graphique affichera certains détails sur
les entrées spécifiques.

900 10:00  11:00  12:00 1:00 2:00 3:00 4:00 5
AM AM AM P PM Ph P P

Friday 08/25/2023 03:51:00 AM

. kubernetes_clustervanillaZs;namespace:docker- 1 33.33%
monitoring: pod_name:event-exporter-
Td468bbf3b-8bzgt:

. kubernetes_cluster:vanillaZ3;namespaceieg- 1 33.33%
maonitoring: pod_name:event-exporter-
Tedcha66da-xdImb;
kubernetes_clustervanillaZs:namespaceioc-k3s- 1 33.33%
monitoring;pod_name:event-exporter-
43d5fcfda-lbgas:
Total 3

Filtres de raffinage

Vous pouvez utiliser les éléments suivants pour affiner votre filtre :

Filtre Ce qu'il fait

* (Astérisque) vous permet de rechercher tout ce que vous voulez

? (point d’interrogation) vous permet de rechercher un nombre spécifique de
caracteres

ou vous permet de spécifier plusieurs entités

PAS vous permet d’exclure du texte des résultats de
recherche

Aucun recherche les valeurs NULL dans tous les champs

Pas * recherche les valeurs NULL dans les champs fexte
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Si vous placez une chaine de filtre entre guillemets doubles, Insight traite tout ce qui se trouve entre le premier
et le dernier guillemet comme une correspondance exacte. Tous les caractéres spéciaux ou opérateurs a
l'intérieur des guillemets seront traités comme des littéraux. Par exemple, le filtrage par « * » renverra des
résultats qui sont un astérisque littéral ; 'astérisque ne sera pas traité comme un caractére générique dans ce
cas. Les opérateurs OR et NOT seront également traités comme des chaines littérales lorsqu’ils sont placés
entre guillemets.

Vous pouvez combiner un filtre simple avec un filtre de requéte avanceé ; le filtre résultant est un « ET » des
deux.

La légende du graphique

La Légende sous le graphique réserve également quelques surprises. Pour chaque résultat (basé sur le filtre
actuel) affiché dans la Iégende, vous avez la possibilité d’afficher uniquement les résultats de cette ligne
(Ajouter un filtre) ou d’afficher tous les résultats NON pour cette ligne (Ajouter un filtre d’exclusion). Le
graphique et la liste des entrées de journal sont mis a jour pour afficher les résultats en fonction de votre
sélection. Pour supprimer ce filtrage, ouvrez a nouveau la légende et sélectionnez le [X] pour effacer le filtre
basé sur la Iégende.

Legend

B ‘ubernetes_cluster:vanil = 27.78%
la25;namespace:docker-
monitoring;pod_name:e
vent-exporter-
Td468bbfsb-8bzqt;

[
III
Ln

Add Filter

27.78%

n

B kubemnetes_cluster:vanil = =
la25;namespace:eg-
monitoring;pod_name:e
vent-exporter-
Tcdcb666d6-xd9mbs;

B kubernetes_cluster:vanil = = 3 16.67%
la25;namespaceoc-k3s-
monitoring;pod_name:e

vt Aormanrkoor

Détails du journal

Cliquer n'importe ou dans une entrée de journal dans la liste ouvrira un volet de détails pour cette entrée. Ici,
vous pouvez explorer plus d’informations sur I'événement.

Cliquez sur « Ajouter un filtre » pour ajouter le champ sélectionné au filtre actuel. La liste des entrées du
journal sera mise a jour en fonction du nouveau filtre.

Notez que certains champs ne peuvent pas étre ajoutés en tant que filtres ; dans ces cas, I'icbne Ajouter un
filtre n’est pas disponible.
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Log Details X

timestamp
09/20/2021 2:03:36 PM
message

2021-09-20T15:33:36Z E! [processors.execd] stderr: "Total time to process
mountstats file: /hostfs/proc/1/mountstats, was: 05"

id: 22T814532095936T7T0

nede_name: :i-nutn-dn:q-in:i;hts-l.:hudin:ighum
dev.netapp.com E

source: telegraf-ds-dfcc5
type: logs.kubernetes

=] Kubernetes

kubernetes.anno  telegraf-hostaccess
tations.openshift
JO_SCC:

kubernetes.cont ci-

ainer_hash: registry.nane.openenglab.netapp.com:
M3 talooraf@chad BR-NNhARaTr TR

Dépannage

Vous trouverez ici des suggestions pour résoudre les problémes liés aux requétes de journal.

Probléme: Essayez ceci :
Je ne vois pas de messages « debug » dans ma Les messages du journal de débogage ne sont pas
requéte de journal collectés. Pour capturer les messages souhaités,

modifiez le niveau de gravité du message concerné
en informationnel, erreur, alerte, urgence ou avis.
Identifier les appareils inactifs

Identifier les actifs dont vous disposez et qui les utilise est essentiel pour « ajuster la taille
» et libérer l'infrastructure inutilisée. Vous pouvez facilement réaffecter ou désactiver les
ressources sous-utilisées et éviter les achats inutiles.

Utilisez les étapes suivantes pour identifier les actifs inactifs.

Etapes
* Accédez a Observabilité > Explorer — +Nouvelle requéte de métrique.

» Sélectionnez Stockage dans la liste déroulante.
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 Cliquez sur I'engrenage et ajoutez isActive comme colonne.

Les lignes affichant une coche sont actives. « X » indique les appareils inactifs.

Pour supprimer les appareils inactifs, sélectionnez simplement les appareils a supprimer et dans la liste
déroulante Actions en masse, sélectionnez Supprimer les appareils inactifs.

Connaissances

Connaissances

Les informations vous permettent d’examiner des éléments tels que I'utilisation des
ressources et la maniére dont elle affecte les autres ressources, ou des analyses de
temps de traitement complet.

Un certain nombre d’informations sont disponibles. Accédez a Tableaux de bord > Insights pour commencer
a vous plonger dans le sujet. Vous pouvez afficher les Insights actifs (Insights en cours d’exécution) sur I'onglet
principal ou les Insights inactifs sur 'onglet Insights inactifs. Les informations inactives sont celles qui étaient
auparavant actives mais qui ne se produisent plus.

Types d’informations

Ressources partagées sous pression

Les charges de travail a fort impact peuvent réduire les performances d’autres charges de travail dans une
ressource partagée. Cela met la ressource partagée sous pression. Data Infrastructure Insights fournit des
outils pour vous aider a étudier la saturation des ressources et son impact sur votre locataire."En savoir plus”

Les espaces de noms Kubernetes manquent d’espace

L'apergu des espaces de noms Kubernetes manquant d’espace vous donne un apergu des charges de travail
sur vos espaces de noms Kubernetes qui risquent de manquer d’espace, avec une estimation du nombre de
jours restants avant que chaque espace ne soit plein."En savoir plus"

Récupérez le stockage a froid ONTAP

Reclaim ONTAP Cold Storage Insight fournit des données sur la capacité de réfrigération, les économies
potentielles de colts/d’énergie et les éléments d’action recommandés pour les volumes sur les systemes
ONTAP ."En savoir plus"

Il s’agit d’'une fonctionnalité Apercu et elle peut changer au fil du temps a mesure que des
améliorations sont apportées. "Apprendre encore plus" a propos des fonctionnalités de Data
Infrastructure Insights Preview.

Perspectives : Les ressources partagées sous pression

Les charges de travail a fort impact peuvent réduire les performances d’autres charges
de travail dans une ressource partagée. Cela met la ressource partagée sous pression.
Data Infrastructure Insights fournit des outils pour vous aider a étudier la saturation des
ressources et son impact sur votre locataire.
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Terminologie

Lorsqu’on parle de charge de travail ou d’'impact sur les ressources, les définitions suivantes sont utiles.

Une charge de travail exigeante est une charge de travail actuellement identifiée comme ayant un impact sur
d’autres ressources du pool de stockage partagé. Ces charges de travail générent des IOPS plus élevées (par
exemple), réduisant ainsi les IOPS dans les charges de travail impactées. Les charges de travail exigeantes
sont parfois appelées « charges de travail a forte consommation ».

Une charge de travail impactée est une charge de travail affectée par une charge de travail a forte
consommation dans le pool de stockage partagé. Ces charges de travail connaissent une réduction des IOPS
et/ou une latence plus élevée, causées par les charges de travail exigeantes.

Notez que si Data Infrastructure Insights n’a pas découvert la charge de travail de calcul principale, le volume
ou le volume interne lui-méme sera reconnu comme la charge de travail. Cela s’applique aussi bien aux
charges de travail exigeantes qu’aux charges impactées.

La saturation des ressources partagées est le rapport entre les IOPS impactées et la ligne de base.

La ligne de base est définie comme le point de données maximal signalé pour chaque charge de travail dans
I'heure précédant immédiatement la saturation détectée.

Une Contention ou une Saturation se produit lorsque les IOPS sont déterminées comme affectant d’autres
ressources ou charges de travail dans le pool de stockage partagé.

Charges de travail exigeantes

Pour commencer a examiner les charges de travail exigeantes et impactées dans vos ressources partagées,
cliquez sur Tableaux de bord > Informations et sélectionnez I'information Ressources partagées sous
stress.

Dashboards Dashboards
Queries + Maw Dazhboard
Alerts

Insights
Reports 4 |
Manage Kuberneates Bxplorer

Data Infrastructure Insights affiche une liste de toutes les charges de travail pour lesquelles une saturation a
été détectée. Notez que Data Infrastructure Insights affichera les charges de travail pour lesquelles au moins
une ressource exigeante ou ressource impactée a été détectée.

Cliquez sur une charge de travail pour afficher la page de détails correspondante. Le graphique supérieur

montre I'activité sur la ressource partagée (par exemple, un pool de stockage) sur laquelle la
contention/saturation se produit.
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'® Shared resource sp-444 was under stress

73 1
'. The 10PS of 1 workload had saturated the shared resource sp-444 and were impacting the performance of 1 other workicad, Z e
Shared Resource & sp-444 @
Utilization (%)
nsrgh Detectec @ | | En of Evunt
0o PW ) .

—pddd

Ci-dessous se trouvent deux graphiques montrant les charges de travail exigeantes et les charges de travalil
qui sont impactées par ces charges de travail exigeantes.

Demanding Workloads (1) @
Petentially impacted the shared resource snd other related warkleads

Contributing IOPS «

lops.total (107s)

insight Detected @ | -End of Event

Woikload Curvent Contributing I0PS (10/s) | Change Sinee Detection (10/3s)

B B intematvolume-331 500.00 +130.00

Impacted Workloads (1) @

Impacted by changed workloads on the shared resource

Latency =

latencytotal (ms)
10

| Endof Event

+T0FM 50070 800 FM o BO0FM
Waorkload Current Latency (ms) | Change Since Detection (ms]
W & intemalvolume-332 200,00 +110.00

Sous chaque tableau se trouve une liste des charges de travail et/ou des ressources affectant ou affectées par
la contention. Cliquer sur une ressource (par exemple, une machine virtuelle) ouvre une page de détails pour

cette ressource. Cliquer sur une charge de travail ouvre une page de requéte affichant les pods impliqués.

Notez que si le lien ouvre une requéte vide, cela peut étre di au fait que le pod affecté ne fait plus partie de la
contention active. Vous pouvez modifier la plage horaire de la requéte pour afficher la liste des pods dans une

plage horaire plus grande ou plus ciblée.

Que dois-je faire pour résoudre la saturation ?

Il existe un certain nombre de mesures que vous pouvez prendre pour réduire ou éliminer le risque de
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saturation de votre locataire. Ceux-ci sont affichés en développant le lien +Afficher les recommandations sur
la page. Voici quelques choses que vous pouvez essayer.

» Déplacer les consommateurs a IOPS élevés
Déplacez les charges de travail « gourmandes » vers des pools de stockage moins saturés. |l est
recommandé d’évaluer le niveau et la capacité de ces pools avant de déplacer les charges de travail, afin
d’éviter des colts inutiles ou des conflits supplémentaires.

» Mettre en ceuvre une politique de qualité de service (QoS)

La mise en ceuvre d’une politique QoS par charge de travail pour garantir que suffisamment de ressources
libres sont disponibles atténuera la saturation du pool de stockage. C’est une solution a long terme.

» Ajouter des ressources supplémentaires
Si la ressource partagée (par exemple, le pool de stockage) a atteint le point de saturation IOPS, I'ajout de

disques plus nombreux ou plus rapides au pool garantira suffisamment de ressources libres disponibles
pour atténuer la saturation.

Enfin, vous pouvez cliquer sur Copier le lien Insight pour copier 'URL de la page dans le presse-papiers, afin
de la partager plus facilement avec vos collegues.

Apercu : les espaces de noms Kubernetes manquent d’espace

Manquer d’espace sur votre locataire n’est jamais une bonne situation. Data
Infrastructure Insights vous aide a prévoir le temps dont vous disposez avant que les
volumes persistants Kubernetes ne soient pleins.

L'apergu Kubernetes Namespaces Running Out of Space vous donne un apergu des charges de travail sur
vos espaces de noms Kubernetes qui risquent de manquer d’espace, avec une estimation du nombre de jours
restants avant que chaque volume persistant ne soit plein.

Vous pouvez consulter cet apergu en accédant a Tableaux de bord > Apergus.

Kubernetes Namespaces Running Out of Space (3)

Description Estimated Days to Full Workloads at Risk Detected |
1 workload at riskones 35 1 2 days ago
1 workload at risk on manager 24 1 2 days age
2 workloads at risk on 1 2 2 days ago

cloudinsights

Cliquez sur une charge de travail pour ouvrir une page de détails pour Insight. Sur cette page, vous verrez un
graphigue montrant les tendances de la capacité de charge de travail ainsi qu'un tableau montrant les
éléments suivants :

* Nom de la charge de travail

* Volume persistant affecté
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* Temps de remplissage prévu en jours
+ Capacité du volume persistant

» Ressource de stockage backend affectée, avec capacité actuelle utilisée sur la capacité totale. Cliquer sur
ce lien ouvrira la page de destination détaillée du volume backend.

Workloads at risk (2)

[E] workloads Persistant Volume (pvClaim) Time to Full (Days) |  Persistant Volume Capacity (GiB) ~ Backend Storage Resource (Capacity Used)
[ multi (1) pvl (pvcl) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)
[+ taskmanager (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)

Que puis-je faire si je manque d’espace ?

Sur la page Insight, cliquez sur +Afficher les recommandations pour afficher les solutions possibles. L’option
la plus simple lorsque vous manquez d’espace est toujours d’ajouter plus de capacité, et Data Infrastructure
Insights vous montre la capacité optimale a ajouter pour augmenter le délai d’attente jusqu’a une preévision
cible de 60 jours. D’autres recommandations sont également présentées.

[El sShow Recommendations

° Get time to full back up te 60 days by adding more capacity to backend resources
Add to the following resources to bring time-to-full up to ideal capacity.

Backend Resource L Current Capacity (time to Recommended Capacity to Ideal Capacity (time to full)
full) Add
internal-volume-601 2,00 GiB I Days + 518,79 GiB =  520.79 GiB 60 Days

o Use NetApp Astra Trident with your K8s to automatically grow capacity
Astra Trident can keep your capacity lean without risk of running out of space.

| Learn more about @- Astra Trident

3 Copy Insight Link

C’est également ici que vous pouvez copier un lien pratique vers cet Insight, pour ajouter la page a vos favoris
ou pour la partager facilement avec votre équipe.

Apercu : Récupérez le stockage a froid ONTAP

Reclaim ONTAP Cold Storage Insight fournit des données sur la capacité de réfrigération,
les économies potentielles de colts/d’énergie et les éléments d’action recommandeés
pour les volumes sur les systémes ONTAP .

Pour afficher ces informations, accédez a Tableaux de bord > Informations et consultez I'information
Reclaim ONTAP Cold Storage. Notez que cet Insight ne répertoriera les stockages concernés que si Data

Infrastructure Insights a détecté un stockage a froid, sinon vous verrez un message « tout est clair ».

Gardez a I'esprit que les données froides datant de moins de 30 jours ne sont pas affichées.
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Reclaim ONTAP Cold Storage (3)

Description Cold data storage(TiB) Workloads with cold data Detected |
0.30 TiB of cold data on storage rtp-sa-cl04 0.30 45 an hour ago
1.22 TiB of cold data on storage umeng- 1.22 84 16 days ago
aff200-01-02

11.62 TiB of cold data on storage rtp-sa-cl01  11.62 171 16 days ago

La description d’Insight donne une indication rapide de la quantité de données détectées comme « froides » et
du stockage sur lequel résident ces données. Le tableau fournit également un décompte des charges de
travail avec des données froides.

La sélection d’un Insight dans la liste ouvre une page affichant plus de détails, notamment des
recommandations pour déplacer les données vers le Cloud ou réduire le nombre de disques unifiés, ainsi que
les économies de colts et d’énergie estimées que vous pourriez potentiellement réaliser en mettant en ceuvre
ces recommandations. La page fournit méme un lien pratique vers"Calculateur TCO de NetApp" afin que vous
puissiez expérimenter avec les chiffres.

[/ 150 Workloads on storage rtp-sa-cl01 contains a total of 9.5 TiB of Detected: 2 mO"th“gOEngl“fg
l@ cold data. May 19, 2022 10:05AM

L | You could lower costs 9.3% a year and reduce your carbon footprint by moving cold storage to the cloud.

Move 9.5 TiB of data to the cloud

@ Current Storage (TiB) &

kWh

Hold or cycle down available storage

20

Estimated Yearly kwh Reduction

EediEmmpg Yearly Savings™* 10 TiB of HDDs = 368.73 kWh per year **
$9,728.00 [ ] 368.73 KWh
o
Opfimized
(Estimate)
9.1
*Visit the NetApp TCO Calculator [4 for your actual cost savings. "* Based on average disk power consumption

Goto Annotation Page [ to edit the cloud tier cost in the tier annotation.

Recommandations

Sur la page Insight, développez les Recommandations pour explorer les options suivantes :

» Déplacez les charges de travail inutilisées (zombies) vers un niveau de stockage a moindre codt (HDD)
En utilisant I'indicateur zombie, le stockage a froid et le nombre de jours, recherchez la quantité de
données la plus froide et la plus importante et déplacez la charge de travail vers un niveau de stockage a
moindre codt (tel qu’un pool de stockage utilisant un stockage sur disque dur). Une charge de travail est
considérée comme un « zombie » lorsqu’elle n’a regu aucune demande d’E/S significative pendant 30
jours ou plus.

* Supprimer les charges de travail inutilisées

Vérifiez quelles charges de travail ne sont pas utilisées et envisagez de les archiver ou de les supprimer
du systéeme de stockage.

» Envisagez la solution Fabric Pool de NetApp
NetApp"Solution de piscine en tissu" hiérarchise automatiquement les données froides vers un stockage

cloud a faible cot, augmentant ainsi 'efficacité de votre niveau de performance tout en offrant une
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protection des données a distance.

Visualiser et explorer

Les graphiques et le tableau fournissent des informations de tendance supplémentaires et vous permettent
d’explorer en détail les charges de travail individuelles.

Cluster Cold Storage Trend show Details

Cold Data (TiE)
15

13. May 14. May 15. May 16. May 17. May

W HOD ) SSD M Virtual Disk

Cold Storage by Days Cold (TiB)
10

Cold = 120 days Cold = 90 days Cold = 60 days Cold = 30 days
0TiB 0TiB 0TiB 9.5TiB
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Workloads with cold data (150) € viewallworkloads = Filter.,

Workloads # Days T Total Size Cold Data Percent Is Zombie ﬂ Disk Type
cold (GiB) Size (GiB) Cold (%)

SelectPool 31 8,1%2.00 1,714.21 20.93 NA SAS
nj_UCS_VMw_Infrastruct 31 5,120.00 934.74 18.26 NA SAS
ure

Oracle_SAP_DS_220 31 2,048.00 B61.97 42.09 NA 55D
rtp_sa_workspace 31 13,000.00 741.32 5.70 A SAS
vc220_migrate 31 4,311.58 685.30 15.89 NA SAS
HO1_shared 31 998.25 646.55 64.77 NA S50
ProdSelectPool 31 8,1%2.00 555.30 6.78 NA SAS
vcenter_migrate 31 6,144.00 475,55 7.75 A SAS
rip_sa_mgmt_apps 31 4,096.00 440,26 10.97 NA SAS
SOFTWARE 31 600.00 365.34 60.92 NA SAS
DP_Migrate 31 7,168.00 347.20 4,84 NA SAS

Moniteurs et alertes

Alertes avec moniteurs

Configurez des moniteurs pour suivre les seuils de performances, consigner les
événements et les anomalies sur I'ensemble de vos ressources d’infrastructure. Créez
des alertes personnalisées pour des mesures telles que la latence d’écriture des nceuds,
la capacité de stockage ou les performances des applications, et recevez des
notifications lorsque ces conditions sont remplies.

Les moniteurs vous permettent de définir des seuils sur les métriques générées par les objets «
d’infrastructure » tels que le stockage, la VM, EC2 et les ports, ainsi que pour les données « d’intégration »
telles que celles collectées pour Kubernetes, les métriques avancées ONTAP et les plugins Telegraf. Ces
moniteurs métriques vous alertent lorsque les seuils de niveau d’avertissement ou de niveau critique sont
dépasseés.

Vous pouvez également créer des moniteurs pour déclencher des alertes de niveau avertissement, critique ou
informatif lorsque des événements de journal spécifiés sont détectés.

Data Infrastructure Insights fournit un certain nombre de"Moniteurs définis par le systeme" également, en
fonction de votre environnement.

Meilleures pratiques de sécurité

Les alertes Data Infrastructure Insights sont congues pour mettre en évidence les points de données et les
tendances de votre locataire, et Data Infrastructure Insights vous permet de saisir n'importe quelle adresse e-

74


task_system_monitors.html

mail valide comme destinataire d’alerte. Si vous travaillez dans un environnement sécurisé, soyez
particuliérement attentif a qui recoit la notification ou a acceés a l'alerte.

Moniteur métrique ou journal ?
1. Dans le menu Data Infrastructure Insights , cliquez sur Alertes > Gérer les moniteurs
La page de liste des moniteurs s’affiche, affichant les moniteurs actuellement configurés.

2. Pour modifier un moniteur existant, cliquez sur le nom du moniteur dans la liste.

3. Pour ajouter un moniteur, cliquez sur + Moniteur.

Metric Monitor A

Set the high and low R // 0 Use when you know
. parameters that will = i @ / "xk‘ PN the upperand lower
trigger an alert if S — = operating range
' exceeded
’ Jse wh
. Use when you want
Log Monitor ] ; :
{  Monitor logs and to trigger alerts in
' ; #h A

response to log

configure alerts :
0 activity

Lorsque vous ajoutez un nouveau moniteur, vous étes invité a créer un moniteur de métriques ou un
moniteur de journaux.

o Metric surveille les alertes sur les déclencheurs liés a l'infrastructure ou aux performances
o Log surveille les alertes sur I'activité liée au journal

Apres avoir choisi votre type de moniteur, la boite de dialogue Configuration du moniteur s’affiche. La
configuration varie en fonction du type de moniteur que vous créez.

Moniteur métrique

1. Dans la liste déroulante, recherchez et choisissez un type d’objet et une métrique a surveiller.

Vous pouvez définir des filtres pour affiner les attributs d’objet ou les mesures a surveiller.
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o Select a metric to monitor

netapp_ontap.aggregate.cp_reads

FilterBy B
Group k_

Metrics -
Unit Disple

cp_read_blocks
cp_reads
data_compaction_space_saved

data_compaction_space_saved_percent

size_total !

T
Lorsque vous travaillez avec des données d’intégration (Kubernetes, ONTAP Advanced Data, etc.), le filtrage
des métriques supprime les points de données individuels/non appariés de la série de données tracées,
contrairement aux données d’infrastructure (stockage, VM, ports, etc.) ou les filtres fonctionnent sur la valeur
agrégée de la série de données et suppriment potentiellement I'objet entier du graphique.

Les moniteurs de métriques s’appliquent aux objets d’inventaire tels que le stockage, le commutateur, I'héte, la
machine virtuelle, etc., ainsi qu’aux métriques d’intégration telles que les données ONTAP Advanced ou
Kubernetes. Lors de la surveillance des objets d’inventaire, notez que vous ne pouvez pas sélectionner une
méthode « Grouper par ». Cependant, le regroupement est autorisé lors de la surveillance des données
d’intégration.

Moniteurs multi-conditions

Vous pouvez choisir d’affiner davantage votre surveillance métrique en ajoutant une deuxieéme condition.
Développez simplement l'invite « + Ajouter une condition de métrique secondaire » et configurez la condition
supplémentaire.

£\ Warning @ critical
Alertifthe iops.read is = (greater than) = 1000 10/s andfor| Warning or Critical required 10/s occurring Once ¥
AND  iops.total * | | > (greaterthan) Value requirad lofs

Le moniteur émettra une alerte si les deux conditions sont remplies.

Notez que vous ne pouvez utiliser qu'un « ET » pour une deuxi€éme condition ; vous ne pouvez pas choisir
d’alerter sur une condition OU sur l'autre.
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Définir les conditions du moniteur.

1. Aprés avoir choisi I'objet et la métrique a surveiller, définissez les seuils de niveau d’avertissement et/ou de
niveau critique.

2. Pour le niveau Avertissement, entrez 200 pour notre exemple. La ligne pointillée indiquant ce niveau
d’avertissement s’affiche dans 'exemple de graphique.

3. Pour le niveau Critique, entrez 400. La ligne pointillée indiquant ce niveau critique s’affiche dans I'exemple
de graphique.

Le graphique affiche les données historiques. Les lignes de niveau d’avertissement et critique sur le
graphique sont une représentation visuelle du moniteur, vous pouvez donc facilement voir quand le
moniteur peut déclencher une alerte dans chaque cas.

4. Pour I'intervalle d’occurrence, choisissez En continu pour une période de 15 minutes.

Vous pouvez choisir de déclencher une alerte dés qu’un seuil est dépassé ou d’attendre que le seuil soit
dépasseé en continu pendant un certain temps. Dans notre exemple, nous ne souhaitons pas étre alertés a
chaque fois que le nombre total d’lOPS dépasse le niveau d’avertissement ou critique, mais uniquement
lorsqu’un objet surveillé dépasse en continu I'un de ces niveaux pendant au moins 15 minutes.

£, Warning © Critical
Alertifthe jops.total is > (greaterthan] - 2500 0/s and/or 3500 10/s

Occuring Continuously ¥ | foraperiodof 15 minutes ¥

iops.total (10/s)

Bk

S _7_/"\_”,»«-.,“_77_/‘\__7_Xf\"—-\/\-.._h_;_ﬁk___/“--t___/‘:\;,_/-

—_— e ——— ————————, -

4:00 FM 6:00 PM 8:00 PM 10:00 FM 11. Oct 2:00 AM 4:00 AM 5:00 &AM 5:00 AN 10:00 AM 12:00 PM 2:00 PM

Chart Displaying| Top * | 10 Overthe | Last24Hours v

Définir le comportement de résolution des alertes

Vous pouvez choisir comment une alerte de surveillance métrique est résolue. Deux choix s’offrent a vous :

» Résoudre le probleme lorsque la métrique revient dans la plage acceptable.

* Résoudre lorsque la métrique se situe dans la plage acceptable pendant une durée spécifiée, de 1 minute
a7 jours.

Moniteur de journal

Lors de la création d’'un Moniteur de journaux, choisissez d’abord le journal a surveiller dans la liste des
journaux disponibles. Vous pouvez ensuite filtrer en fonction des attributs disponibles comme ci-dessus. Vous
pouvez également choisir un ou plusieurs attributs « Grouper par ».

@ Le filtre Log Monitor ne peut pas étre vide.
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o Select the log to monitor

Log Source | logs.netapp.ems ¥

Filter By - ems.ems_message_type | MbladewvscanConnBackPressure X » X ems.cluster_vendor | | NetApp X v X
ems.cluster_model AFF x | As#* x | FDuwwr x v X (7]
Group By ems.cluster_uuid ¥ ems.cluster_vendor ¥  emscluster model X ems.cluster_name X -

ems.svm_uuid X ems.svm_name X

Définir le comportement de I’alerte

Vous pouvez créer le moniteur pour alerter avec un niveau de gravité Critique, Avertissement ou
Informationnel, lorsque les conditions que vous avez définies ci-dessus se produisent une fois (c’est-a-dire
immeédiatement), ou attendre d’alerter jusqu’a ce que les conditions se produisent 2 fois ou plus.

Définir le comportement de résolution des alertes

Vous pouvez choisir comment une alerte de surveillance de journal est résolue. Trois choix s’offrent a vous :

» Résoudre instantanément : L’'alerte est immédiatement résolue sans aucune autre action nécessaire
* Résolution en fonction du temps : L'alerte est résolue une fois le temps spécifié écoulé

* Résolution basée sur I’entrée de journal : L'alerte est résolue lorsqu’une activité de journal ultérieure
s’est produite. Par exemple, lorsqu’un objet est enregistré comme « disponible ».

(O Resolve instantly
(O Resolve based on time

(® Resolve based on log entry

Log Source

Filter By =~ ems.ems_message_type R el-Ne Ll -ulb v X

Moniteur de détection d’anomalies

1. Dans la liste déroulante, recherchez et choisissez un type d’objet et une métrique a surveiller.

Vous pouvez définir des filtres pour affiner les attributs d’objet ou les mesures a surveiller.
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o Select a metric anomaly to monitor

Object | Storage ¥ Metric | iops.total v

Filter by Attribute (7]
Filter by Metric (7]

Group by  Storage v

Unit Displayed In | Whole Number +

Définir les conditions du moniteur.

1. Aprés avoir choisi I'objet et la métrique a surveiller, vous définissez les conditions dans lesquelles une
anomalie est détectée.

o Choisissez de détecter une anomalie lorsque la métrique choisie monte au-dessus des limites
prédites, descend en dessous de ces limites, ou monte au-dessus ou descend en dessous des
limites.

- Définissez la sensibilité de détection. Faible (moins d’anomalies sont détectées), Moyen ou Elevé
(plus d’anomalies sont détectées).

o Définissez les alertes sur Avertissement ou Critique.

> Si vous le souhaitez, vous pouvez choisir de réduire le bruit, en ignorant les anomalies lorsque la
métrique choisie est inférieure a un seuil que vous avez défini.
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o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikesabove ¥ | the predicted bounds.
Set sensitivity: | Low [detect fewer anomalies) ¥

Alert severityr | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below = Cptionz 10/s

iopstotal (10/s)
100k

50k

25k

TeIrIR eI s s e e Lo e L e e e e

TR s Cvae

e e e F T s cszsilnasTOY Iosccoew

6:00 PM 9.00 PM 9, Aug 3:00 AM 6:00 AR .00 AM 1200 PM 3.00 PM

Chart Displaying Top * 0 - Overthe  Last24 Hours ¥

Sélectionnez le type de notification et les destinataires

Dans la section Configurer les notifications d’équipe, vous pouvez choisir d’alerter votre équipe par e-mail ou
par Webhook.

o Set up team notification(s) (alert your team via email, or Webhook)

Add Delivery Method +
Email

Webhook

Alerte par e-mail :

Spécifiez les destinataires de courrier électronique pour les notifications d’alerte. Si vous le souhaitez, vous
pouvez choisir différents destinataires pour les avertissements ou les alertes critiques.
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o Set up team notification(s)

Email Notify team on Add Recipients (Required)
Critical, Resolved v user_l@email.com X user_2@email.com X
Critical .
Resolved 13
Email Notify team on Add Recipients (Required)
Warning v user_3@email.com X

Alerte via Webhook :

Spécifiez le(s) webhook(s) pour les notifications d’alerte. Si vous le souhaitez, vous pouvez choisir différents
webhooks pour les alertes d’avertissement ou critiques.

o Set up team notification(s) (alert your team via email, or Webhook

Slack

By Webhook Notify team on Use Webhook(s)
Critical - Slack ®  Teams x v

Notify team on Use Webhook(s)
Resolved - Slack x Teams x A

Notify team on Use Webhook(s)

Waming v Slack % Teams X v

Les notifications du collecteur de données ONTAP ont priorité sur toutes les notifications de
surveillance spécifiques pertinentes pour le cluster/collecteur de données. La liste de

@ destinataires que vous avez définie pour le collecteur de données lui-méme recevra les alertes
du collecteur de données. S’il N’y a pas d’alertes de collecteur de données actives, les alertes
générées par le moniteur seront envoyées a des destinataires de moniteur spécifiques.

Définition d’actions correctives ou d’informations supplémentaires

Vous pouvez ajouter une description facultative ainsi que des informations supplémentaires et/ou des actions
correctives en remplissant la section Ajouter une description d’alerte. La description peut contenir jusqu’a
1024 caracteres et sera envoyée avec l'alerte. Le champ Informations/Actions correctives peut contenir jusqu’a
67 000 caracteres et sera affiché dans la section récapitulative de la page de destination de l'alerte.

Dans ces champs, vous pouvez fournir des notes, des liens ou des étapes a suivre pour corriger ou traiter
l'alerte.

Vous pouvez ajouter n’importe quel attribut d’objet (par exemple, le nom de stockage) comme paramétre a une
description d’alerte. Par exemple, vous pouvez définir des parameétres pour le nom du volume et le nom du
stockage dans une description telle que : « Latence élevée pour le volume :
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% %relatedObject.volume.name %%, Stockage : % %relatedObject.storage.name%% ».

o Add an alert description (optional)

Add a description

Add insights and B
corrective actions ST T e e E e e

Sauvegardez votre moniteur

1. Si vous le souhaitez, vous pouvez ajouter une description du moniteur.

2. Donnez au moniteur un nom significatif et cliquez sur Enregistrer.

Votre nouveau moniteur est ajouté a la liste des moniteurs actifs.

Liste des moniteurs
La page Moniteur répertorie les moniteurs actuellement configurés, affichant les éléments suivants :

* Nom du moniteur
 Statut
* Objet/métrique surveillé
« Conditions du moniteur
Vous pouvez choisir de suspendre temporairement la surveillance d’'un type d’objet en cliquant sur le menu a

droite du moniteur et en sélectionnant Pause. Lorsque vous étes prét a reprendre la surveillance, cliquez sur
Reprendre.

Vous pouvez copier un moniteur en sélectionnant Dupliquer dans le menu. Vous pouvez ensuite modifier le
nouveau moniteur et changer I'objet/la métrique, le filtre, les conditions, les destinataires des e-mails, etc.

Si un moniteur n’est plus nécessaire, vous pouvez le supprimer en sélectionnant Supprimer dans le menu.
Groupes de surveillance
Le regroupement vous permet d’afficher et de gérer les moniteurs associés. Par exemple, vous pouvez

disposer d’un groupe de surveillance dédié au stockage sur votre locataire ou de surveillances pertinentes
pour une certaine liste de destinataires.
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Monitor Groups (5) 4

Q

All Monitors (5

Les groupes de moniteurs suivants sont affichés. Le nombre de moniteurs contenus dans un groupe est
indiqué a cété du nom du groupe.

* Tous les moniteurs répertorie tous les moniteurs.

* Moniteurs personnalisés répertorie tous les moniteurs créés par I'utilisateur.

* Moniteurs suspendus répertorie tous les moniteurs systeme qui ont été suspendus par Data
Infrastructure Insights.

Data Infrastructure Insights affichera également un certain nombre de Groupes de surveillance systéme,
qui répertorieront un ou plusieurs groupes de"moniteurs définis par le systeme" , y compris les moniteurs
d’infrastructure et de charge de travail ONTAP .

Les moniteurs personnalisés peuvent étre suspendus, repris, supprimés ou déplacés vers un
autre groupe. Les moniteurs définis par le systeme peuvent étre suspendus et repris, mais ne
peuvent pas étre supprimés ou déplacés.

Moniteurs suspendus

Ce groupe ne sera affiché que si Data Infrastructure Insights a suspendu un ou plusieurs moniteurs. Un
moniteur peut étre suspendu s’il génere des alertes excessives ou continues. Si le moniteur est un moniteur
personnalisé, modifiez les conditions pour empécher I'alerte continue, puis reprenez le moniteur. Le moniteur
sera supprimé du groupe Moniteurs suspendus lorsque le probleme a 'origine de la suspension sera résolu.

Moniteurs définis par le systéme

Ces groupes afficheront les moniteurs fournis par Data Infrastructure Insights, a condition que votre
environnement contienne les périphériques et/ou la disponibilité des journaux requis par les moniteurs.

Les moniteurs définis par le systéme ne peuvent pas étre modifiés, déplacés vers un autre groupe ou
supprimés. Cependant, vous pouvez dupliquer un moniteur systéme et modifier ou déplacer le doublon.

Les moniteurs systéme peuvent inclure des moniteurs pour l'infrastructure ONTAP (stockage, volume, etc.) ou
les charges de travail (c’est-a-dire les moniteurs de journaux) ou d’autres groupes. NetApp évalue en
permanence les besoins des clients et les fonctionnalités des produits, et mettra a jour ou ajoutera des
moniteurs et des groupes systéme selon les besoins.
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Groupes de moniteurs personnalisés

Vous pouvez créer vos propres groupes pour contenir des moniteurs en fonction de vos besoins. Par exemple,
vous souhaiterez peut-&tre un groupe pour tous vos moniteurs liés au stockage.

Pour créer un nouveau groupe de moniteurs personnalisé, cliquez sur le bouton "+" Créer un nouveau
groupe de moniteurs. Saisissez un nom pour le groupe et cliquez sur Créer un groupe. Un groupe vide est
créé avec ce nom.

Pour ajouter des moniteurs au groupe, accédez au groupe Tous les moniteurs (recommandé) et effectuez 'une
des opérations suivantes :

* Pour ajouter un seul moniteur, cliquez sur le menu a droite du moniteur et sélectionnez Ajouter au groupe.
Choisissez le groupe auquel ajouter le moniteur.

* Cliquez sur le nom du moniteur pour ouvrir la vue d’édition du moniteur et sélectionnez un groupe dans la
section Associer a un groupe de moniteurs.

o Associate to a monitor group (optional

ONTAP Monitors -

Supprimez les moniteurs en cliquant sur un groupe et en sélectionnant Supprimer du groupe dans le menu.
Vous ne pouvez pas supprimer des moniteurs du groupe Tous les moniteurs ou Moniteurs personnalisés. Pour
supprimer un moniteur de ces groupes, vous devez supprimer le moniteur lui-méme.

La suppression d’un moniteur d’'un groupe ne supprime pas le moniteur de Data Infrastructure

@ Insights. Pour supprimer complétement un moniteur, sélectionnez le moniteur et cliquez sur
Supprimer. Cela le supprime également du groupe auquel il appartenait et il n’est plus
disponible pour aucun utilisateur.

Vous pouvez également déplacer un moniteur vers un groupe différent de la méme maniéere, en sélectionnant
Déplacer vers le groupe.

Pour mettre en pause ou reprendre tous les moniteurs d’'un groupe a la fois, sélectionnez le menu du groupe
et cliquez sur Pause ou Reprendre.

Utilisez le méme menu pour renommer ou supprimer un groupe. La suppression d’un groupe ne supprime pas
les moniteurs de Data Infrastructure Insights; ils sont toujours disponibles dans Tous les moniteurs.
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Monitor Groups (3) <
Q Agent Monitors &)
All Monitors (4)

custom Monitors (4)

Agant Monitors (3) H

Pause
Resume
Rename

Delete

Moniteurs définis par le systéme

Data Infrastructure Insights comprend un certain nombre de moniteurs définis par le systéme pour les
meétriques et les journaux. Les moniteurs systéme disponibles dépendent des collecteurs de données présents
sur votre locataire. De ce fait, les moniteurs disponibles dans Data Infrastructure Insights peuvent changer a
mesure que des collecteurs de données sont ajoutés ou que leurs configurations sont modifiées.

Voir le"Moniteurs définis par le systéme" page pour les descriptions des moniteurs inclus avec Data
Infrastructure Insights.

Plus d’informations

+ "Affichage et suppression des alertes"

Affichage et gestion des alertes des moniteurs

Data Infrastructure Insights affiche des alertes lorsque"seuils surveillés" sont dépasseés.

Les moniteurs et les alertes sont disponibles dans Data Infrastructure Insights Standard Edition
et versions ultérieures.

Affichage et gestion des alertes

Pour afficher et gérer les alertes, procédez comme suit.

1. Accédez a la page Alertes > Toutes les alertes.

2. Une liste contenant jusqu’aux 1 000 alertes les plus récentes s’affiche. Vous pouvez trier cette liste sur
n’importe quel champ en cliquant sur I'en-téte de colonne du champ. La liste affiche les informations
suivantes. Notez que toutes ces colonnes ne sont pas affichées par défaut. Vous pouvez sélectionner les
colonnes a afficher en cliquant sur 'icbne « engrenage » :

o ID d’alerte : ID d’alerte unique généré par le systeme
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o Heure de déclenchement : L’heure a laquelle le moniteur concerné a déclenché I'alerte

o Gravité actuelle (onglet Alertes actives) : la gravité actuelle de I'alerte active

o Gravité maximale (onglet Alertes résolues) ; la gravité maximale de l'alerte avant sa résolution
o Moniteur : Le moniteur configuré pour déclencher I'alerte

- Déclenché le : L'objet sur lequel le seuil surveillé a été dépassé

- Statut : Etat d’alerte actuel, Nouveau ou En cours

o Statut actif : Actif ou Résolu

o Condition : La condition de seuil qui a déclenché l'alerte

o Métrique : La métrique de I'objet sur laquelle le seuil surveillé a été dépasse

o Etat du moniteur : Etat actuel du moniteur qui a déclenché 'alerte

> A une action corrective : L'alerte a suggéré des actions correctives. Ouvrez la page d’alerte pour les

afficher.

Vous pouvez gérer une alerte en cliquant sur le menu a droite de I'alerte et en choisissant 'une des options
suivantes :

* En cours pour indiquer que l'alerte fait 'objet d’'une enquéte ou doit rester ouverte

« Ignorer pour supprimer I'alerte de la liste des alertes actives.

Vous pouvez gérer plusieurs alertes en sélectionnant la case a cocher a gauche de chaque alerte et en
cliquant sur Modifier le statut des alertes sélectionnées.

Cliquer sur un ID d’alerte ouvre la page de détails de l'alerte.

Panneau de détails des alertes

Sélectionnez n’'importe quelle ligne d’alerte pour ouvrir le panneau de détails de l'alerte. Le panneau de détails
de l'alerte fournit des détails supplémentaires sur l'alerte, notamment un Résumé, une section Performances
affichant des graphiques liés aux données de I'objet, tous les Actifs associés et les Commentaires saisis par
les enquéteurs de l'alerte.
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Metric Alert ¥y X

© Critical Alert AL-14930837 (AcTvE: [ Collapse Details

Triggered On Details
Storage: Top Severity: Critical
CI-GDL1-Ontap-fasg080 Condition: Average iops.total is > (greater than) 1,700 10/s and/or 2,000 10/s all the time in 15-minute window.
Monitor Attributes
altimeout Filters Applied: N/A
Description Resoluton conditions
No Description Provided Resolve when metric is within acceptable range for 10 mins
Status Time
New Triggered time: Jun 3, 2025 10:44 AM  Duration: 17m (Active)

Alert Summary Alert Attributes
Jun 03,2025 09:29 AM - 10:47 AM & Settings “

iops.total (10/s)

9:30 AM 9:40 AM 9:50 AM 10:00 AM 10:10 AM 10:20 AM 10:30 AM 10:40 AM

Alertes lorsque des données sont manquantes

Dans un systéme en temps réel tel que Data Infrastructure Insights, pour déclencher I'analyse d’'un moniteur
afin de décider si une alerte doit étre générée, nous nous appuyons sur 'une des deux choses suivantes :

* le prochain point de données a arriver

* un minuteur a déclencher lorsqu’il N’y a pas de point de données et que vous avez attendu suffisamment
longtemps

Comme c’est le cas avec une arrivée lente des données (ou aucune arrivée de données), le mécanisme de
minuterie doit prendre le relais car le taux d’arrivée des données est insuffisant pour déclencher des alertes en
« temps réel ». La question devient donc généralement : « Combien de temps dois-je attendre avant de fermer
la fenétre d’analyse et de regarder ce que j'ai ? » Si vous attendez trop longtemps, vous ne générez pas les
alertes assez rapidement pour étre utiles.
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Si vous disposez d’un moniteur avec une fenétre de 30 minutes qui détecte qu’'une condition est violée par le
dernier point de données avant une perte de données a long terme, une alerte sera générée car le moniteur
n’a regu aucune autre information a utiliser pour confirmer une récupération de la métrique ou pour signaler
que la condition a persisté.

Alertes « actives en permanence »

Il est possible de configurer un moniteur de telle maniére que la condition existe toujours sur I'objet surveillé,
par exemple, IOPS > 1 ou latence > 0. Ceux-ci sont souvent créés comme moniteurs « de test » puis oubliés.
Ces moniteurs créent des alertes qui restent ouvertes en permanence sur les objets constitutifs, ce qui peut
entrainer des problemes de stress et de stabilité du systeme au fil du temps.

Pour éviter cela, Data Infrastructure Insights fermera automatiquement toute alerte « active en permanence »
apres 7 jours. Notez que les conditions de surveillance sous-jacentes peuvent (probablement) continuer a
exister, provoquant I'émission d’'une nouvelle alerte presque immédiatement, mais cette fermeture des alertes
« toujours actives » atténue une partie du stress du systéme qui peut autrement se produire.

Configuration des notifications par e-mail

Vous pouvez configurer une liste de courrier électronique pour les notifications liées a
'abonnement, ainsi qu’une liste de courrier électronique globale de destinataires pour la
notification des violations de seuil de politique de performances.

Pour configurer les parameétres des destinataires des e-mails de notification, accédez a la page Admin >
Notifications et sélectionnez I'onglet E-mail.

Subscription Notification Recipients

Send subscription related notifications to the following:
All Account Cwners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Save

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[ All Account Owners

All Monitor & Optimize Administrators

[] Additional Email Addresses

Destinataires des notifications d’abonnement

Pour configurer les destinataires des notifications d’événements liés a 'abonnement, accédez a la section «
Destinataires des notifications d’abonnement ». Vous pouvez choisir de recevoir des notifications par e-mail
pour les événements liés a 'abonnement a tout ou partie des destinataires suivants :
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 Tous les propriétaires de compte

* Tous les administrateurs Monitor & Optimize

» Adresses e-mail supplémentaires que vous spécifiez

Voici des exemples des types de notifications qui peuvent étre envoyées et des actions utilisateur que vous

pouvez effectuer.

Notification:

L'essai ou 'abonnement a été mis a jour

L’abonnement expirera dans 90 jours L’abonnement
expirera dans 30 jours

Le proceés se termine dans 2 jours

L'essai ou 'abonnement a expiré Le compte cessera
de collecter des données dans 48 heures Le compte
sera supprimé aprés 48 heures

Action de l'utilisateur :

Consultez les détails de 'abonnement sur
le"Abonnement" page

Aucune action n’est nécessaire si le

« Renouvellement automatique » est active.
Contactez le service commercial NetApp pour
renouveler 'abonnement.

Renouveler I'essai a partir du"Abonnement" page.

Vous pouvez renouveler un essai une fois. Contactez

le service commercial de NetApp pour acheter un
abonnement

Contactez le service commercial de NetApp pour
acheter un abonnement

Pour garantir que vos destinataires regoivent les notifications de Data Infrastructure Insights,
ajoutez les adresses e-mail suivantes a toutes les listes « autorisées » :

+ accounts@service.cloudinsights.netapp.com

» DoNotReply@cloudinsights.netapp.com

Liste globale des destinataires des alertes

Les notifications par courrier électronique des alertes sont envoyées a la liste des destinataires des alertes
pour chaque action sur I'alerte. Vous pouvez choisir d’envoyer des notifications d’alerte a une liste de

destinataires globale.

Pour configurer les destinataires d’alerte globale, choisissez les destinataires souhaités dans la section

Destinataires des notifications du moniteur global.

Vous pouvez toujours remplacer la liste des destinataires globaux pour un moniteur individuel lors de la

création ou de la modification du moniteur.

Les notifications du collecteur de données ONTAP ont priorité sur toutes les notifications de
surveillance spécifiques pertinentes pour le cluster/collecteur de données. La liste de

®

destinataires que vous avez définie pour le collecteur de données lui-méme recevra les alertes

du collecteur de données. S’il N’y a pas d’alertes de collecteur de données actives, les alertes
générées par le moniteur seront envoyées a des destinataires de moniteur spécifiques.

Modification des notifications pour ONTAP

Vous pouvez modifier les notifications pour les clusters ONTAP en sélectionnant Modifier les notifications dans
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la liste déroulante supérieure droite d’'une page de destination de stockage.

Z Edit ¥
Poll Again
Postpone 3 Days
Postpone 7 Days
Postpone 30 Days

Edit Motifications

A partir de 13, vous pouvez définir des notifications pour les alertes critiques, d’avertissement, d’information
et/ou résolues. Chaque scénario peut notifier la liste des destinataires globaux ou d’autres destinataires de
votre choix.
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Edit Notifications X

By Email
Notify team on Send to m
O clobal Monitor Recipient List
Critical, Warn... =
(® other Email Recipients
email@email.one %
email2@email2.two X |
Notify team on Send to m

ved (® Global Monitor Recipient List
Resolve hd

(O other Email Recipients

[ ] Bywebhook

Enable webhook notification to add recipients

Moniteurs de détection d’anomalies

La détection des anomalies fournit un apergu des changements inattendus dans les
modéles de données de votre locataire. Une anomalie se produit lorsque le modéle de
comportement d’un objet change, par exemple, si un objet subit un certain niveau de
latence a un certain moment le mercredi, mais que la latence dépasse ce niveau a ce
moment-la le mercredi suivant, ce pic serait considéré comme une anomalie. Data
Infrastructure Insights permet la création de moniteurs pour alerter lorsque des anomalies
telles que celle-ci se produisent.

La détection d’anomalies convient aux mesures d’objets qui présentent un modeéle récurrent et prévisible.

Lorsque ces mesures d’objet dépassent ou chutent en dessous de leurs niveaux attendus, Data Infrastructure
Insights peut générer une alerte pour inciter a une enquéte.
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Mean latency.read (ms) @ [ ] Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.ul 12:30 AM 1:00 AM 1:30 AM 2:00 AM 230 AM 300 AM 3:30 AM

W curent [l 1Weekago [l 2Weeks ago

Qu’est-ce que la détection d’anomalies ?

Une anomalie se produit lorsque la valeur moyenne d’une mesure est éloignée d’un certain nombre d’écarts
types de la moyenne pondérée de cette mesure pour les semaines précédentes, les semaines récentes ayant
plus de poids que les semaines précédentes. Data Infrastructure Insights offre la possibilité de surveiller les
données et d’alerter lorsque des anomalies sont détectées. Vous avez le choix de définir les niveaux de «
sensibilité » de détection. Par exemple, une sensibilité plus élevée serait obtenue lorsque la valeur moyenne
présente moins d’écarts types par rapport a la moyenne, ce qui entrainerait la génération d’'un plus grand
nombre d’alertes. A I'inverse, une sensibilité plus faible = plus d’écarts types par rapport & la moyenne = moins
d’alertes.

La surveillance de la détection des anomalies différe de la surveillance des seuils.

* La surveillance basée sur des seuils fonctionne lorsque vous avez des seuils prédéfinis pour des
mesures spécifiques. En d’autres termes, lorsque vous avez une compréhension claire de ce qui est
attendu (c’est-a-dire dans une fourchette normale).

Metric Monitor

Set the high and low ©  Usewhenyou know
parameters that will ; A the upper and lower
trigger an alert if - operating range
exceeded

* La surveillance de détection d’anomalies utilise des algorithmes d’apprentissage automatique pour
identifier les valeurs aberrantes qui s’écartent de la norme, lorsque la définition de « normal » n’est pas
claire.

Anomaly

Detection Monitor trigger alerts against
Detect and be alerted /i verformance spikes

to abnormal S 3 ===
performance changes

/\ Use when you want to

and drops

Quand aurais-je besoin de la détection d’anomalies ?

La surveillance de la détection des anomalies peut fournir des alertes utiles dans de nombreuses situations,
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notamment les suivantes :

» Lorsque la définition de normal n’est pas claire. Par exemple, les taux d’erreur SAN peuvent étre attendus

a des niveaux variables selon le port. Alerter sur une erreur est bruyant et inutile, mais une augmentation

soudaine ou significative pourrait indiquer un probleme généralisé.

* Laou il y a des changements au fil du temps. Charges de travail qui présentent une saisonnalité (c’est-a-

dire qu’elles sont occupées ou calmes a certains moments). Cela peut inclure des périodes de silence
inattendues qui peuvent indiquer un blocage du lot.

 Travailler avec de grandes quantités de données ou la définition et le réglage manuels des seuils ne sont

pas pratiques. Par exemple, un locataire avec un grand nombre d’hdtes et/ou de volumes avec des
charges de travail variables. Chacun peut avoir des SLA différents, il est donc important de comprendre

ceux qui dépassent la norme.

Création d’un moniteur de détection d’anomalies

Pour alerter sur les anomalies, créez un moniteur en accédant a Observabilité > Alertes > +Moniteur.

Sélectionnez Anomaly Detection Monitor comme type de moniteur.

Metric Monitor

Set the high and low

parameters that will
trigger an alert if
exceeded

Log Monitor
Monitor logs and
configure alerts

Anomaly

Detection Monitor
Detect and be alerted

to abnormal

performance changes

//\\—-"‘ B /‘\“\_—/

S

Use when you know
the upper and lower
operating range

Use when you want to
trigger alerts in
response to log

activity

Use when you want to
trigger alerts against
performance spikes
and drops

Choisissez 'objet et la métrique que vous souhaitez surveiller. Vous pouvez définir des filtres et des
regroupements comme avec d’autres types de moniteurs.

Ensuite, définissez les conditions du moniteur.

» Déclenchez une alerte lorsque la métrique sélectionnée dépasse les limites prévues, chute en dessous de

ces limites ou les deux.
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« Définissez la sensibilité sur Moyenne, Faible (moins d’anomalies sont détectées) ou Elevée (plus
d’anomalies sont détectées).

» Déterminez si le niveau d’alerte est Critique ou Avertissement.

* Vous pouvez également définir une valeur en dessous de laquelle les anomalies sont ignorées. Cela peut
aider a réduire le bruit. Cette valeur est affichée sous forme de ligne pointillée sur 'exemple de graphique.

o Define the monitor's conditions

Trigger alert when performance.iops.total Spikes above ¥ the predicted bounds.
Set sensitivity: | Low (detect fewer anomalies] =

Alertseverity: | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below = 3000 13/s

iopstotal (10/s)
25k

20k
15k
10k

Sk

0 ———

600 PM 8:00 PM 2. Feb 300 AM 600 AM 5:00 AM 12:00 PM 300 PM

Chart Displaying Top * 0 - Overthe Last24 Hours *

Enfin, vous pouvez configurer une méthode de livraison pour les alertes (e-mail, webhook ou les deux), donner
au moniteur une description facultative ou des actions correctives et ajouter le moniteur a un groupe
personnalisé, si vous le souhaitez.

Enregistrez le moniteur avec un nom significatif et vous avez terminé.

Lors de sa création, le moniteur analyse les données de la semaine précédente pour établir une base de
référence initiale. La détection des anomalies devient plus précise a mesure que le temps passe et que
I'historique se déroule.

Lorsqu’un moniteur est créé, DIl examine toutes les données existantes de la semaine
précédente pour détecter des pics ou des baisses de données significatifs ; ceux-ci sont
considérés comme des anomalies. Au cours de la premiere semaine suivant la création du

@ moniteur (la phase « d’apprentissage »), il existe un risque d’augmentation du « bruit » dans les
alertes. Pour atténuer ce bruit, seuls les pics ou les chutes durant plus de 30 minutes sont
considérés comme des anomalies et générent des alertes. Au cours de la semaine suivante, a
mesure que davantage de données sont analysées, le bruit diminue généralement et un pic ou
une baisse significative durant une certaine période sera considéré comme une anomalie.
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Visualisation des anomalies

Sur une page de destination d’alerte, les alertes déclenchées lorsque des anomalies sont détectées afficheront
une bande en surbrillance dans le graphique, a partir du moment ou la métrique a dépassé les limites prévues
jusqu’au moment ou elle est revenue a l'intérieur de ces limites.

Expert View ResetZoom  Display Metrics ¥

Mean latency.read (ms) @ [_| Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.Ju 12:30 AM 1:00 AM 180 AM 2:00 AM 2:30 AM 3:00 AM 3:30 AM

M current B 1weekago M 2Weeksago

Lorsque vous consultez un graphique d’anomalie sur une page de destination d’alerte, vous pouvez choisir les
options suivantes :

« Tendance hebdomadaire : comparez les valeurs a la méme heure, au méme jour des semaines
précédentes, jusqu’a 5 semaines précédentes.

« Limites d’anomalie complétes : par défaut, le graphique se concentre sur la valeur de la métrique afin que
vous puissiez mieux analyser le comportement de la métrique. Sélectionnez pour afficher les limites
complétes de 'anomalie (valeur maximale, etc.)

Vous pouvez également afficher les objets qui ont contribué a 'anomalie en les sélectionnant dans la section
des performances de la page de destination. Le graphique montrera le comportement des objets sélectionnés.

Objects Contributing to the Anomaly

latency.total {ms)

250
Detection Window @

4:35PM 40 PH 445 PM 450PM 455PM 5:00PM 5:05 PM 5:10 PM 515 PM 520 PM 5:25PM 530 PM 535PM

Internal Volumes Value at Time of Detection (ms) + Change Over Detection Window (ms)

W vol_mysql_logs 1 176.92 499.82
W vol_mysql_logs 2 159.32 -3.24
B vol_mysql_logs 3 158,21 -2.43
B vol_mysqgl_logs_4 127.93 +0.25
vol_mysql_logs_5 126,40 +0.07
vol_mysql_logs_6 126.11 +0.20

Moniteurs systeme

Data Infrastructure Insights comprend un certain nombre de moniteurs définis par le
systéme pour les métriques et les journaux. Les moniteurs systeme disponibles
dépendent des collecteurs de données présents sur votre locataire. De ce fait, les
moniteurs disponibles dans Data Infrastructure Insights peuvent changer a mesure que
des collecteurs de données sont ajoutés ou que leurs configurations sont modifiées.
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De nombreux moniteurs systeme sont dans I'état Paused par défaut. Vous pouvez activer un

moniteur systéme en sélectionnant 'option Reprendre pour le moniteur. Assurez-vous que

Collecte de données de compteur avancée et Activer la collecte de journaux ONTAP EMS sont
@ activés dans le collecteur de données. Ces options se trouvent dans le collecteur de données

bl Enable ONTAP EMS log collection
g

ONTAP sous Configuration avancée : Opt in for Advanced Counter Data Collection rollout.
toc]

Descriptions des moniteurs

Les moniteurs définis par le systéme sont composés de mesures et de conditions prédéfinies, ainsi que de
descriptions par défaut et d’actions correctives, qui ne peuvent pas étre modifiées. Vous pouvez modifier la
liste des destinataires des notifications pour les moniteurs définis par le systeme. Pour afficher les métriques,
les conditions, la description et les actions correctives, ou pour modifier la liste des destinataires, ouvrez un
groupe de moniteurs défini par le systéme et cliquez sur le nom du moniteur dans la liste.

Les groupes de moniteurs définis par le systéeme ne peuvent pas étre modifiés ou supprimés.
Les moniteurs définis par le systéme suivants sont disponibles, dans les groupes indiqués.

* * ONTAP Infrastructure® inclut des moniteurs pour les problémes liés a l'infrastructure dans les clusters
ONTAP .

« * Exemples de charge de travail ONTAP * inclut des moniteurs pour les problémes liés a la charge de
travail.

» Les moniteurs des deux groupes sont par défaut a I'état Paused.

Vous trouverez ci-dessous les moniteurs systéme actuellement inclus avec Data Infrastructure Insights:
Moniteurs métriques

Nom du moniteur Gravité Description du moniteur  Action corrective
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Utilisation élevée des
ports Fibre Channel

CRITIQUE

Les ports du protocole
Fibre Channel sont utilisés
pour recevoir et transférer
le trafic SAN entre le
systéme hote client et les
LUN ONTAP . Si
I'utilisation du port est
élevée, elle deviendra un
goulot d’étranglement et
affectera a terme les
performances des
charges de travail
sensibles du protocole
Fibre Channel. Une alerte
d’avertissement indique
gu’une action planifiée
doit étre prise pour
équilibrer le trafic réseau.
Une alerte critique indique
qu’une interruption de
service est imminente et
que des mesures
d’'urgence doivent étre
prises pour équilibrer le
trafic réseau afin de
garantir la continuité du
service.

Si le seuil critique est
dépasseé, envisagez des
actions immédiates pour
minimiser les interruptions
de service : 1. Déplacez
les charges de travail vers
un autre port FCP moins
utilisé. 2. Limitez le trafic
de certains LUN
uniquement aux travaux
essentiels, soit via des
politiques QoS dans
ONTAP , soit via une
configuration c6té héte
pour alléger I'utilisation
des ports FCP.... Sile
seuil d’avertissement est
dépasseé, prévoyez de
prendre les mesures
suivantes : 1. Configurez
davantage de ports FCP
pour gérer le trafic de
données afin que
I'utilisation du port soit
répartie entre davantage
de ports. 2. Déplacez les
charges de travail vers un
autre port FCP moins
utilisé. 3. Limitez le trafic
de certains LUN
uniquement aux travaux
essentiels, soit via des
politiques QoS dans
ONTAP , soit via une
configuration cété hote
pour alléger I'utilisation
des ports FCP.
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Latence Lun élevée

98

CRITIQUE

Les LUN sont des objets
qui servent au trafic d’E/S
souvent généré par des
applications sensibles aux
performances telles que
les bases de données.
Des latences LUN élevées
signifient que les
applications elles-mémes
peuvent souffrir et étre
incapables d’accomplir
leurs taches....Une alerte
d’avertissement indique
gu’une action planifiée
doit étre entreprise pour
déplacer le LUN vers le
nceud ou I'agrégat
approprié....Une alerte
critique indique qu’une
interruption de service est
imminente et que des
mesures d’urgence
doivent étre prises pour
assurer la continuité du
service. Voici les latences
attendues en fonction du
type de support : SSD
jusquat1a?z2
millisecondes ; SAS
jusqu'a8a 10
millisecondes et disque
dur SATA17 a 20
millisecondes

Si le seuil critique est
dépasseé, envisagez les
actions suivantes pour
minimiser les interruptions
de service : sile LUN ou
son volume est associé a
une politique de qualité de
service (QoS), évaluez
ses limites de seuil et
vérifiez si elles entrainent
une limitation de la charge
de travail du LUN. Si le
seuil d’avertissement est
dépassé, prévoyez de
prendre les mesures
suivantes : 1. Si 'agrégat
connait également une
utilisation élevée,
déplacez le LUN vers un
autre agrégat. 2. Sile
nceud subit également
une utilisation élevée,
déplacez le volume vers
un autre noeud ou
réduisez la charge de
travail totale du nceud. 3.
Sile LUN ou son volume
est associé a une
stratégie QoS, évaluez
ses limites de seuil et
veérifiez si elles entrainent
une limitation de la charge
de travail du LUN.



Utilisation élevée des
ports réseau

CRITIQUE

Les ports réseau sont
utilisés pour recevoir et
transférer le trafic des
protocoles NFS, CIFS et
iSCSI entre les systemes
hoétes clients et les
volumes ONTAP . Si
I'utilisation du port est
élevée, cela devient un
goulot d’étranglement et
cela affectera a terme les
performances des
charges de travail NFS,
CIFS etiSCSI....Une
alerte d’avertissement
indique qu’une action
planifiée doit étre prise
pour équilibrer le trafic
réseau....Une alerte
critique indique qu’une
interruption de service est
imminente et que des
mesures d’urgence
doivent étre prises pour
équilibrer le trafic réseau
afin de garantir la
continuité du service.

Si le seuil critique est
dépasseé, envisagez les
actions immédiates
suivantes pour minimiser
les interruptions de
service : 1. Limitez le trafic
de certains volumes
uniquement aux travaux
essentiels, soit via des
politiques QoS dans
ONTAP, soit via une
analyse c6té hote pour
réduire I'utilisation des
ports réseau. 2.
Configurez un ou
plusieurs volumes pour
utiliser un autre port
réseau moins utilisé.... Si
le seuil d’avertissement
est dépassé, envisagez
les actions immédiates
suivantes : 1. Configurez
davantage de ports
réseau pour gérer le trafic
de données afin que
I'utilisation du port soit
répartie entre davantage
de ports. 2. Configurez un
ou plusieurs volumes pour
utiliser un autre port
réseau moins utilisé.
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Latence de I'espace de
noms NVMe élevée

100

CRITIQUE

Les espaces de noms
NVMe sont des objets qui
servent au trafic I’E/S
généré par des
applications sensibles aux
performances telles que
les bases de données.
Une latence élevée des
espaces de noms NVMe
signifie que les
applications elles-mémes
peuvent souffrir et étre
incapables d’accomplir
leurs taches....Une alerte
d’avertissement indique
gu’une action planifiée
doit étre entreprise pour
déplacer le LUN vers le
nceud ou I'agrégat
approprié....Une alerte
critique indique qu’une
interruption de service est
imminente et que des
mesures d’urgence
doivent étre prises pour
assurer la continuité du
service.

Si le seuil critique est
dépasseé, envisagez des
actions immédiates pour
minimiser les interruptions
de service : si I'espace de
noms NVMe ou son
volume dispose d’'une
politique de qualité de
service qui lui est
attribuée, évaluez ses
seuils de limite au cas ou
ils entraineraient une
limitation de la charge de
travail de I'espace de
noms NVMe. Si le seuil
d’avertissement est
dépasseé, envisagez de
prendre les mesures
suivantes : 1. Si 'agrégat
connait également une
utilisation élevée,
déplacez le LUN vers un
autre agrégat. 2. Sile
nceud subit également
une utilisation élevée,
déplacez le volume vers
un autre nceud ou
réduisez la charge de
travail totale du nceud. 3.
Si I'espace de noms
NVMe ou son volume
dispose d’'une politique
QoS qui lui est attribuée,
évaluez ses seuils de
limite au cas ou ils
entraineraient une
limitation de la charge de
travail de I'espace de
noms NVMe.



Capacité QTree compléte CRITIQUE

Un gtree est un systéeme
de fichiers défini
logiquement qui peut
exister en tant que sous-
répertoire spécial du
répertoire racine dans un
volume. Chaque gtree
dispose d’un quota
d’espace par défaut ou
d’un quota défini par une
politique de quota pour
limiter la quantité de
données stockées dans
I’'arbre dans la capacité du
volume....Une alerte
d’avertissement indique
qu’une action planifiée
doit étre entreprise pour
augmenter
'espace....Une alerte
critique indique qu’une
interruption de service est
imminente et que des
mesures d’urgence
doivent étre prises pour
libérer de I'espace afin
d’assurer la continuité du
service.

Si le seuil critique est
dépasseé, envisagez des
actions immédiates pour
minimiser les interruptions
de service : 1. Augmentez
I'espace du gtree afin de
s’adapter a la croissance.
2. Supprimez les données
indésirables pour libérer
de I'espace.... Si le seuil
d’avertissement est
dépasseé, prévoyez de
prendre les mesures
immeédiates suivantes : 1.
Augmentez I'espace du
gtree afin de s’adapter a
la croissance. 2.
Supprimez les données
indésirables pour libérer
de I'espace.
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Limite stricte de capacité
de QTree

102

CRITIQUE

Un gtree est un systéeme
de fichiers défini
logiquement qui peut
exister en tant que sous-
répertoire spécial du
répertoire racine dans un
volume. Chaque gtree
dispose d’un quota
d’espace mesuré en Ko
qui est utilisé pour stocker
des données afin de
controler la croissance du
volume de données
utilisateur et de ne pas
dépasser sa capacité
totale....Un gtree
maintient un quota de
capacité de stockage
souple qui fournit une
alerte a l'utilisateur de
maniére proactive avant
d’atteindre la limite de
quota de capacité totale
dans le gtree et de ne plus
pouvoir stocker de
données. La surveillance
de la quantité de données
stockées dans un qgtree
garantit que l'utilisateur
recoit un service de
données ininterrompu.

Si le seuil critique est
dépasseé, envisagez les
actions immédiates
suivantes pour minimiser
les interruptions de
service : 1. Augmenter le
quota d’espace des arbres
afin de s’adapter a la
croissance 2. Demandez
a l'utilisateur de supprimer
les données indésirables
dans I'arborescence pour
libérer de I'espace



Limite souple de capacité AVERTISSEMENT
QTree

Un gtree est un systéeme
de fichiers défini
logiquement qui peut
exister en tant que sous-
répertoire spécial du
répertoire racine dans un
volume. Chaque gtree
dispose d’un quota
d’espace mesuré en Ko
qu’il peut utiliser pour
stocker des données afin

de controler la croissance

du volume de données
utilisateur et de ne pas
dépasser sa capacité
totale....Un gtree
maintient un quota de
capacité de stockage
souple qui fournit une
alerte a l'utilisateur de
maniére proactive avant
d’atteindre la limite de
quota de capacité totale

dans le gtree et de ne plus

pouvoir stocker de
données. La surveillance

de la quantité de données

stockées dans un qgtree
garantit que l'utilisateur
recoit un service de
données ininterrompu.

Si le seuil d’avertissement
est dépasse, envisagez
les actions immédiates
suivantes : 1. Augmenter
le quota d’espace des
arbres pour s’adapter a la
croissance. 2. Demandez
a l'utilisateur de supprimer
les données indésirables
dans l'arborescence pour
libérer de I'espace.
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Limite stricte des fichiers CRITIQUE

QTree

Limite souple des fichiers AVERTISSEMENT
QTree
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Un gtree est un systéeme
de fichiers défini
logiquement qui peut
exister en tant que sous-
répertoire spécial du
répertoire racine dans un
volume. Chaque gtree
dispose d’'un quota du
nombre de fichiers qu'il
peut contenir pour
maintenir une taille de
systeme de fichiers
gérable au sein du
volume....Un qtree
maintient un quota de
nombre de fichiers fixe au-
dela duquel les nouveaux
fichiers de I'arbre sont
refusés. La surveillance
du nombre de fichiers
dans un gtree garantit que
I'utilisateur regoit un
service de données
ininterrompu.

Un gtree est un systeme
de fichiers défini
logiquement qui peut
exister en tant que sous-
répertoire spécial du
répertoire racine dans un
volume. Chaque gtree
dispose d’un quota du
nombre de fichiers qu'’il
peut contenir afin de
maintenir une taille de
systeme de fichiers
gérable au sein du
volume. Un qtree
maintient un quota de
nombre de fichiers souple
pour fournir une alerte a
I'utilisateur de maniére
proactive avant d’atteindre
la limite de fichiers dans le
gtree et de ne pas pouvoir
stocker de fichiers
supplémentaires. La
surveillance du nombre de
fichiers dans un qgtree
garantit que I'utilisateur
recoit un service de
données ininterrompu.

Si le seuil critique est
dépasseé, envisagez des
actions immédiates pour
minimiser les interruptions
de service : 1. Augmentez
le quota de nombre de
fichiers pour le gtree. 2.
Supprimez les fichiers
indésirables du systéme
de fichiers gtree.

Si le seuil d’avertissement
est dépasse, prévoyez de
prendre les mesures
immédiates suivantes : 1.
Augmentez le quota de
nombre de fichiers pour le
gtree. 2. Supprimez les
fichiers indésirables du
systéme de fichiers gtree.



Instantané Réserve
Espace Plein

CRITIQUE

La capacité de stockage
d’un volume est
nécessaire pour stocker
les données d’application
et de client. Une partie de
cet espace, appelée
espace réservé aux
instantanés, est utilisée
pour stocker des
instantanés qui permettent
de protéger les données
localement. Plus les
données nouvelles et
mises a jour sont stockées
dans le volume ONTAP ,
plus la capacité de
snapshot est utilisée et
moins la capacité de
stockage de snapshot est
disponible pour les
données nouvelles ou
mises a jour futures. Si la
capacité des données de
snapshot dans un volume
atteint 'espace de réserve
total de snapshot, le client
peut étre incapable de
stocker de nouvelles
données de snapshot et le
niveau de protection des
données dans le volume
peut étre réduit. La
surveillance de la capacité
de snapshot du volume
utilisé garantit la continuité
des services de données.

Si le seuil critique est
dépasseé, envisagez des
actions immédiates pour
minimiser les interruptions
de service : 1. Configurez
les instantanés pour
utiliser 'espace de
données dans le volume
lorsque la réserve
d’'instantanés est pleine.
2. Supprimez quelques
anciens instantanés
indésirables pour libérer
de I'espace.... Si le seuil
d’avertissement est
dépassé, prévoyez de
prendre les mesures
immeédiates suivantes : 1.
Augmentez I'espace de
réserve d’instantanés
dans le volume pour
s’adapter a la croissance.
2. Configurez les
instantanés pour utiliser
'espace de données dans
le volume lorsque la
réserve d’instantanés est
pleine.
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Limite de capacité de
stockage

106

CRITIQUE

Lorsqu’un pool de
stockage (agrégat) se
remplit, les opérations
d’E/S ralentissent et
finissent par s’arréter, ce
qui entraine un incident de
panne de stockage. Une
alerte d’avertissement
indique qu’une action
planifiée doit étre
entreprise prochainement
pour restaurer I'espace
libre minimum. Une alerte
critique indique qu’une
interruption de service est
imminente et que des
mesures d’urgence
doivent étre prises pour
libérer de I'espace afin
d’assurer la continuité du
service.

Si le seuil critique est
dépasseé, envisagez
immédiatement les
actions suivantes pour
minimiser les interruptions
de service : 1. Supprimer
les instantanés sur les
volumes non critiques. 2.
Supprimez les volumes ou
les LUN qui sont des
charges de travail non
essentielles et qui peuvent
étre restaurés a partir de
copies hors stockage. Si
le seuil d’avertissement
est dépasseé, planifiez les
actions immédiates
suivantes : 1. Déplacez un
ou plusieurs volumes vers
un autre emplacement de
stockage. 2. Ajoutez plus
de capacité de stockage.
3. Modifiez les parametres
d’efficacité du stockage ou
hiérarchisez les données
inactives vers le stockage
cloud.



Limite de performance de CRITIQUE
stockage

Lorsqu’un systeme de
stockage atteint sa limite
de performances, les
opérations ralentissent, la
latence augmente et les
charges de travail et les
applications peuvent
commencer a échouer.
ONTAP évalue I'utilisation
du pool de stockage pour
les charges de travail et
estime le pourcentage de
performances
consommeé....Une alerte
d’avertissement indique
gu’une action planifiée
doit étre prise pour réduire
la charge du pool de
stockage afin de garantir
qu'il restera suffisamment
de performances du pool
de stockage pour
répondre aux pics de
charge de travail....Une
alerte critique indique
qu’une baisse de
performances est
imminente et que des
mesures d’urgence
doivent étre prises pour
réduire la charge du pool
de stockage afin de
garantir la continuité du
service.

Si le seuil critique est
dépasseé, envisagez les
actions immédiates
suivantes pour minimiser
les interruptions de
service : 1. Suspendez les
taches planifiées telles
que les instantanés ou la
réplication SnapMirror . 2.
Charges de travail non
essentielles inactives....
Si le seuil d’avertissement
est dépassé, prenez
immédiatement les
mesures suivantes : 1.
Déplacez une ou plusieurs
charges de travail vers un
autre emplacement de
stockage. 2. Ajoutez
davantage de nceuds de
stockage (AFF) ou
d’étageres de disques
(FAS) et redistribuez les
charges de travail 3.
Modifier les
caractéristiques de la
charge de travail (taille
des blocs, mise en cache
des applications).
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Limite stricte de capacité
de quota utilisateur

108

CRITIQUE

ONTAP reconnait les
utilisateurs de systemes
Unix ou Windows qui ont
le droit d’accéder aux
volumes, fichiers ou
répertoires d’'un volume.
Par conséquent, ONTAP
permet aux clients de
configurer la capacité de
stockage pour leurs
utilisateurs ou groupes
d'utilisateurs de leurs
systémes Linux ou
Windows. Le quota de
stratégie d’utilisateur ou
de groupe limite la
quantité d’espace que
I'utilisateur peut utiliser
pour ses propres

données. Une limite stricte

de ce quota permet de

notifier I'utilisateur lorsque

la quantité de capacité

utilisée dans le volume est

juste avant d’atteindre le
quota de capacité totale.
La surveillance de la
quantité de données
stockées dans un quota

d’utilisateur ou de groupe

garantit que l'utilisateur
recoit un service de
données ininterrompu.

Si le seuil critique est
dépasseé, envisagez les
actions immédiates
suivantes pour minimiser
les interruptions de
service : 1. Augmentez
I'espace du quota
utilisateur ou groupe afin
de s’adapter a la
croissance. 2. Demandez
a l'utilisateur ou au groupe
de supprimer les données
indésirables pour libérer
de I'espace.



Limite souple de capacité AVERTISSEMENT
de quota utilisateur

ONTAP reconnait les
utilisateurs de systemes
Unix ou Windows qui ont
le droit d’accéder aux
volumes, fichiers ou
répertoires d’'un volume.
Par conséquent, ONTAP
permet aux clients de
configurer la capacité de
stockage pour leurs
utilisateurs ou groupes
d'utilisateurs de leurs
systémes Linux ou
Windows. Le quota de
stratégie d’utilisateur ou
de groupe limite la
quantité d’espace que
I'utilisateur peut utiliser
pour ses propres
données. Une limite
souple de ce quota
permet une notification
proactive a l'utilisateur
lorsque la quantité de
capacité utilisée dans le

volume atteint le quota de

capacité totale. La

surveillance de la quantité

de données stockées

dans un quota d’utilisateur
ou de groupe garantit que

I'utilisateur regoit un
service de données
ininterrompu.

Si le seuil d’avertissement
est dépasse, prévoyez de
prendre les mesures
immeédiates suivantes : 1.
Augmentez I'espace du
quota utilisateur ou
groupe afin de s’adapter a
la croissance. 2.
Supprimez les données
indésirables pour libérer
de I'espace.
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Volume Capacité Plein
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CRITIQUE

La capacité de stockage
d’'un volume est
nécessaire pour stocker
les données d’application
et de client. Plus les
données stockées dans le
volume ONTAP sont
nombreuses, moins ily a
de disponibilité de
stockage pour les
données futures. Sila
capacité de stockage des
données dans un volume
atteint la capacité de
stockage totale, le client
peut étre incapable de
stocker des données en
raison d’'un manque de
capacité de stockage. La
surveillance du volume de
capacité de stockage
utilisé garantit la continuité
des services de données.

Si le seuil critique est
dépasseé, envisagez les
actions immédiates
suivantes pour minimiser
les interruptions de
service : 1. Augmentez
I'espace du volume pour
accueillir la croissance. 2.
Supprimez les données
indésirables pour libérer
de I'espace. 3. Siles
copies d’instantanés
occupent plus d’espace
que la réserve
d’instantanés, supprimez
les anciens instantanés ou
activez la suppression
automatique des
instantanés de
volume....Si le seuil
d’avertissement est
dépasseé, prévoyez de
prendre les mesures
immeédiates suivantes : 1.
Augmenter I'espace du
volume afin d’accueillir la
croissance 2. Si les copies
d’instantanés occupent
plus d’espace que la
réserve d’instantanés,
supprimez les anciens
instantanés ou activez la
suppression automatique
des instantanés de



Limite de volume d’inodes CRITIQUE

Les volumes qui stockent
des fichiers utilisent des
nceuds d’'index (inode)
pour stocker les
métadonnées des fichiers.
Lorsqu’un volume épuise
son allocation d’inodes,
aucun fichier
supplémentaire ne peuty
étre ajouté. Une alerte
d’avertissement indique
qu’une action planifiée
doit étre entreprise pour
augmenter le nombre
d’inodes disponibles. Une
alerte critique indique que
I'épuisement de la limite
de fichiers est imminent et
que des mesures
d’urgence doivent étre
prises pour libérer des
inodes afin de garantir la
continuité du service.

Si le seuil critique est
dépasseé, envisagez les
actions immédiates
suivantes pour minimiser
les interruptions de
service : 1. Augmentez la
valeur des inodes pour le
volume. Si la valeur des
inodes est déja a la valeur
maximale, divisez le
volume en deux volumes
ou plus, car le systeme de
fichiers a dépassé la taille
maximale. 2. Utilisez
FlexGroup car il permet
de prendre en charge des
systemes de fichiers
volumineux.... Si le seull
d’avertissement est
dépassé, prévoyez de
prendre les mesures
immédiates suivantes : 1.
Augmentez la valeur des
inodes pour le volume. Si
la valeur des inodes est
déja au maximum, divisez
le volume en deux
volumes ou plus, car le
systeme de fichiers a
dépassé la taille
maximale. 2. Utilisez
FlexGroup car il permet
de prendre en charge des
systemes de fichiers
volumineux
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Volume Latence élevée

Nom du moniteur
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CRITIQUE

Gravité

Les volumes sont des
objets qui servent le trafic
d’E/S souvent généré par
des applications sensibles
aux performances,
notamment les
applications DevOps, les
répertoires personnels et
les bases de données.
Des latences de volume
élevées signifient que les
applications elles-mémes
peuvent en souffrir et étre
incapables d’accomplir
leurs taches. La
surveillance des latences
de volume est essentielle
pour maintenir des
performances cohérentes
des applications. Les
latences suivantes sont
attendues en fonction du
type de support : SSD
jusqua1a?z2
millisecondes ; SAS
jusqua8a 10
millisecondes et disque
dur SATA17 a 20
millisecondes.

Description du moniteur

Si le seuil critique est
dépasseé, envisagez de
suivre les actions
immédiates pour
minimiser les interruptions
de service : si une
politique de qualité de
service (QoS) est
attribuée au volume,
évaluez ses seuils de
limite au cas ou ils
entraineraient une
limitation de la charge de
travail du volume. Sile
seuil d’avertissement est
dépassé, envisagez les
actions immédiates
suivantes : 1. Si 'agrégat
connait également une
utilisation élevée,
déplacez le volume vers
un autre agrégat. 2. Si
une politique QoS est
attribuée au volume,
évaluez ses seuils de
limite au cas ou ils
entraineraient une
limitation de la charge de
travail du volume. 3. Si le
nceud subit également
une utilisation élevée,
déplacez le volume vers
un autre nceud ou
réduisez la charge de
travail totale du nceud.

Action corrective



Noeud a latence élevée

AVERTISSEMENT /
CRITIQUE

La latence du nceud a
atteint des niveaux ou elle
pourrait affecter les
performances des
applications sur le nceud.
Une latence de nceud plus
faible garantit des
performances constantes
des applications. Les
latences attendues en
fonction du type de
support sont : SSD
jusquat1a?z2
millisecondes ; SAS
jusqu'a8a 10
millisecondes et HDD
SATA17 a 20
millisecondes.

Si le seuil critique est
dépasseé, des mesures
immeédiates doivent étre
prises pour minimiser les
interruptions de service :
1. Suspendre les taches
planifiées, les instantanés
ou la réplication
SnapMirror 2. Réduisez la
demande de charges de
travail de moindre priorité
via des limites de QoS 3.
Désactiver les charges de
travail non essentielles
Envisagez des actions
immédiates lorsque le
seuil d’avertissement est
dépassé : 1. Déplacer une
ou plusieurs charges de
travail vers un autre
emplacement de stockage
2. Réduisez la demande
de charges de travail de
moindre priorité via des
limites de QoS 3. Ajoutez
davantage de nceuds de
stockage (AFF) ou
d’étageres de disques
(FAS) et redistribuez les
charges de travail 4.
Modifier les
caractéristiques de la
charge de travail (taille
des blocs, mise en cache
des applications, etc.)
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Limite de performance du AVERTISSEMENT /

nceud

114

CRITIQUE

L'utilisation des
performances du nceud a
atteint des niveaux ou elle
pourrait affecter les
performances des E/S et
des applications prises en
charge par le nceud. Une
faible utilisation des
performances des nceuds
garantit des performances
constantes des
applications.

Des mesures immédiates
doivent étre prises pour
minimiser les interruptions
de service si le seull
critique est dépassé : 1.
Suspendre les taches
planifiées, les instantanés
ou la réplication
SnapMirror 2. Réduisez la
demande de charges de
travail de moindre priorité
via des limites de QoS 3.
Désactiver les charges de
travail non essentielles
Envisagez les actions
suivantes si le seuil
d’avertissement est
dépassé : 1. Déplacer une
ou plusieurs charges de
travail vers un autre
emplacement de stockage
2. Réduisez la demande
de charges de travail de
moindre priorité via des
limites de QoS 3. Ajoutez
davantage de nceuds de
stockage (AFF) ou
d’étageres de disques
(FAS) et redistribuez les
charges de travail 4.
Modifier les
caractéristiques de la
charge de travail (taille
des blocs, mise en cache
des applications, etc.)



Machine virtuelle de

AVERTISSEMENT /

stockage a latence élevée CRITIQUE

Limite stricte des fichiers
de quotas utilisateur

CRITIQUE

La latence de la machine
virtuelle de stockage
(SVM) a atteint des
niveaux ou elle pourrait
affecter les performances
des applications sur la
machine virtuelle de
stockage. La faible
latence des machines
virtuelles de stockage
garantit des performances
constantes des
applications. Les latences
attendues en fonction du
type de support sont :
SSD jusquat1a?2
millisecondes ; SAS
jusqu'a8a 10
millisecondes et HDD
SATA 17 a 20
millisecondes.

Le nombre de fichiers
créés dans le volume a
atteint la limite critique et
des fichiers
supplémentaires ne
peuvent pas étre créés.
La surveillance du nombre
de fichiers stockés
garantit que I'utilisateur
recoit un service de
données ininterrompu.

Si le seuil critique est
dépasseé, évaluez
immédiatement les limites
de seuil pour les volumes
de la machine virtuelle de
stockage avec une
politique QoS attribuée,
afin de vérifier si elles
entrainent une limitation
des charges de travail du
volume. Envisagez les
actions immédiates
suivantes lorsque le seuil
d’avertissement est
dépasseé : 1. Sil'agrégat
connait également une
utilisation élevée,
déplacez certains volumes
de la machine virtuelle de
stockage vers un autre
agrégat. 2. Pour les
volumes de la machine
virtuelle de stockage avec
une politique QoS
attribuée, évaluez les
limites de seuil si elles
entrainent une limitation
des charges de travail du
volume 3. Si le nceud
connait une utilisation
élevée, déplacez certains
volumes de la machine
virtuelle de stockage vers
un autre nceud ou
réduisez la charge de
travail totale du nceud.

Des mesures immédiates
sont nécessaires pour
minimiser les interruptions
de service si le seull
critique est
dépassé....Envisagez de
prendre les mesures
suivantes : 1. Augmenter
le quota de nombre de
fichiers pour l'utilisateur
spécifique 2. Supprimez
les fichiers indésirables
pour réduire la pression
sur le quota de fichiers
pour l'utilisateur spécifique
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Limite souple des fichiers AVERTISSEMENT
de quotas utilisateur

116

Le nombre de fichiers
créés dans le volume a
atteint la limite du quota et
est proche de la limite
critique. Vous ne pouvez
pas créer de fichiers
supplémentaires si le
quota atteint la limite
critique. La surveillance
du nombre de fichiers
stockeés par un utilisateur
garantit que l'utilisateur
recoit un service de
données ininterrompu.

Envisagez des actions
immeédiates si le seuil
d’alerte est dépassé : 1.
Augmenter le quota de
nombre de fichiers pour le
quota utilisateur
spécifique 2. Supprimez
les fichiers indésirables
pour réduire la pression
sur le quota de fichiers
pour l'utilisateur spécifique



Taux d’échec du cache de AVERTISSEMENT /

volume

CRITIQUE

Le ratio de manque de
cache de volume est le
pourcentage de
demandes de lecture
provenant des
applications clientes qui
sont renvoyées depuis le
disque au lieu d’étre
renvoyeées depuis le
cache. Cela signifie que le
volume a atteint le seuil
défini.

Si le seuil critique est
dépasseé, des mesures
immeédiates doivent étre
prises pour minimiser les
interruptions de service :
1. Déplacez certaines
charges de travail hors du
nceud du volume pour
réduire la charge d’E/S 2.
S’il n'est pas déja présent
sur le noeud du volume,
augmentez le cache
WAFL en achetant et en
ajoutant un Flash Cache
3. Réduisez la demande
de charges de travail de
priorité inférieure sur le
méme nceud via des
limites de QoS. Envisagez
des actions immédiates
lorsque le seuil
d’avertissement est
dépassé : 1. Déplacez
certaines charges de
travail hors du nceud du
volume pour réduire la
charge d’E/S 2. S’il n’est
pas déja présent sur le
nceud du volume,
augmentez le cache
WAFL en achetant et en
ajoutant un Flash Cache
3. Réduisez la demande
de charges de travail de
priorité inférieure sur le
méme nceud via des
limites QoS 4. Modifier les
caractéristiques de la
charge de travail (taille
des blocs, mise en cache
des applications, etc.)
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Surengagement de quota AVERTISSEMENT /
CRITIQUE

de volume Qtree

Retour en haut

Moniteurs de journaux

Nom du moniteur

Informations
d’identification AWS non
initialisées

118

Gravité

INFO

Volume Qtree Quota
Overcommit spécifie le
pourcentage auquel un
volume est considéré
comme surengageé par les
quotas gtree. Le seulil
défini pour le quota gtree
est atteint pour le volume.
La surveillance du
dépassement de quota du
volume qtree garantit que
I'utilisateur recoit un
service de données
ininterrompu.

Description

Cet événement se produit
lorsqu’un module tente
d’accéder aux
informations
d’identification basées sur
les réles Amazon Web
Services (AWS) Identity
and Access Management
(IAM) a partir du thread
d’informations
d’identification cloud avant
leur initialisation.

Si le seuil critique est
dépasseé, des mesures
immeédiates doivent étre
prises pour minimiser les
interruptions de service :
1. Augmenter 'espace du
volume 2. Supprimer les
données indésirables
Lorsque le seuil
d’avertissement est
dépassé, envisagez
d’augmenter I'espace du
volume.

Action corrective

Attendez que le thread
d’informations
d’identification cloud, ainsi
que le systéme, terminent
I'initialisation.



Niveau Cloud inaccessible CRITIQUE

Disque hors service

INFO

Un nceud de stockage ne
peut pas se connecter a
I’API du magasin d’objets
Cloud Tier. Certaines
données seront
inaccessibles.

Cet événement se produit
lorsqu’un disque est retiré
du service parce qu’il a
été marqué comme
défectueux, est en cours
de nettoyage ou est entré
dans le centre de
maintenance.

Si vous utilisez des
produits sur site, effectuez
les actions correctives
suivantes : ...Vérifiez que
votre LIF intercluster est
en ligne et fonctionnel a
I'aide de la commande

« network interface

show ». ...Vérifiez la
connectivité réseau au
serveur de magasin
d’objets a l'aide de la
commande « ping » sur le
LIF intercluster du noeud
de destination. ...Assurez-
vous des points suivants :
...La configuration de
votre magasin d’objets n’a
pas changé. ...Les
informations de connexion
et de connectivité sont
toujours valides.
...Contactez le support
technique NetApp si le
probléme persiste. Si vous
utilisez Cloud Volumes
ONTAP, effectuez les
actions correctives
suivantes : ...Assurez-
vous que la configuration
de votre magasin d’objets
n’a pas change....
Assurez-vous que les
informations de connexion
et de connectivité sont
toujours valides.
Contactez le support
technique NetApp si le
probléme persiste.

Aucun.
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FlexGroup Constituent
Full

Le constituant de
Flexgroup est presque
plein

Le constituant de
FlexGroup est presque a
court d'inodes
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CRITIQUE

AVERTISSEMENT

AVERTISSEMENT

Un constituant d’un
volume FlexGroup est
plein, ce qui peut
entrainer une interruption
potentielle du service.
Vous pouvez toujours
créer ou développer des
fichiers sur le volume
FlexGroup . Cependant,
aucun des fichiers stockés
sur le constituant ne peut
étre modifié. Par
conséquent, vous risquez
de voir des erreurs
aléatoires de manque
d’espace lorsque vous
essayez d’effectuer des
opérations d’écriture sur le
volume FlexGroup .

Un constituant d’'un
volume FlexGroup est
presque a court d’espace,
ce qui peut entrainer une
interruption potentielle du
service. Les fichiers
peuvent étre créés et
développés. Cependant,
si le constituant manque
d’espace, vous ne pourrez
peut-étre pas ajouter ou
modifier les fichiers sur le
constituant.

Un constituant d’'un
volume FlexGroup est
presque a court d’'inodes,
ce qui peut entrainer une
interruption potentielle du
service. Le constituant
recoit moins de demandes
de création que la
moyenne. Cela peut avoir
un impact sur les
performances globales du
volume FlexGroup , car
les demandes sont
acheminées vers les
composants avec plus
d’inodes.

[l est recommandé
d’ajouter de la capacité au
volume FlexGroup en
utilisant la commande «
volume modify -files +X ».
Vous pouvez également
supprimer les fichiers du
volume FlexGroup . Il est
toutefois difficile de
déterminer quels dossiers
ont atterri chez le
mandant.

Il est recommandé
d’ajouter de la capacité au
volume FlexGroup en
utilisant la commande «
volume modify -files +X ».
Vous pouvez également
supprimer les fichiers du
volume FlexGroup . Il est
toutefois difficile de
déterminer quels dossiers
ont atterri chez le
mandant.

Il est recommandé
d’ajouter de la capacité au
volume FlexGroup en
utilisant la commande «
volume modify -files +X ».
Vous pouvez également
supprimer les fichiers du
volume FlexGroup . Il est
toutefois difficile de
déterminer quels dossiers
ont atterri chez le
mandant.



Constituant FlexGroup
hors des inodes

LUN hors ligne

Panne du ventilateur de
I'unité principale

Ventilateur de l'unité
principale en état
d’avertissement

CRITIQUE

INFO

AVERTISSEMENT

INFO

Un constituant d’un
volume FlexGroup est a
court d’'inodes, ce qui peut
entrainer une interruption
potentielle du service.
Vous ne pouvez pas créer
de nouveaux fichiers sur
ce constituant. Cela
pourrait conduire a une
distribution globalement
déséquilibrée du contenu
sur le volume FlexGroup .

Cet événement se produit
lorsqu’un LUN est mis
hors ligne manuellement.

Un ou plusieurs
ventilateurs de l'unité
principale sont en panne.
Le systéme reste
opérationnel....Cependant
, Si la condition persiste
trop longtemps, la
surchauffe peut
déclencher un arrét
automatique.

Cet événement se produit
lorsqu’un ou plusieurs
ventilateurs de l'unité
principale sont dans un
état d’avertissement.

[l est recommandé
d’ajouter de la capacité au
volume FlexGroup en
utilisant la commande «
volume modify -files +X ».
Vous pouvez également
supprimer les fichiers du
volume FlexGroup . Il est
toutefois difficile de
déterminer quels dossiers
ont atterri chez le
mandant.

Remettez le LUN en ligne.

Réinstallez les
ventilateurs défectueux. Si
I’erreur persiste,
remplacez-les.

Remplacez les
ventilateurs indiqués pour
éviter la surchauffe.
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Batterie NVRAM faible

Processeur de service
non configuré
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AVERTISSEMENT

AVERTISSEMENT

La capacité de la batterie
NVRAM est extrémement
faible. Il peut y avoir une
perte de données
potentielle si la batterie
est déchargée. Votre
systeme génére et
transmet un message
AutoSupport ou « appel a
domicile » au support
technique NetApp et aux
destinations configurées
s’il est configuré pour le
faire. La livraison réussie
d’'un message
AutoSupport améliore
considérablement la
détermination et la
résolution des problémes.

Cet événement se produit
chaque semaine pour
vous rappeler de
configurer le processeur
de service (SP). Le SP est
un périphérique physique
intégré a votre systeme
pour fournir des capacités
d’accés a distance et de
gestion a distance. Vous
devez configurer le SP
pour utiliser toutes ses
fonctionnalités.

Effectuez les actions
correctives

suivantes :...Affichez I'état
actuel de la batterie, sa
capacité et son état de
charge a 'aide de la
commande « system node
environment sensors
show »....Si la batterie a
été remplacée récemment
ou si le systeme n’a pas
été opérationnel pendant
une période prolongée,
surveillez la batterie pour
vérifier qu’elle se charge
correctement....Contactez
le support technique
NetApp si 'autonomie de
la batterie continue de
diminuer en dessous des
niveaux critiques et que le
systeme de stockage
s’arréte automatiquement.

Effectuez les actions
correctives

suivantes :...Configurez le
SP a l'aide de la
commande « system
service-processor network
modify »....Vous pouvez
également obtenir
'adresse MAC du SP a
I'aide de la commande

« system service-
processor network

show »....Vérifiez la
configuration réseau du
SP al'aide de la
commande « system
service-processor network
show »....Vérifiez que le
SP peut envoyer un e-mail
AutoSupport a l'aide de la
commande « system
service-processor
autosupport invoke ».
REMARQUE : les hotes et
les destinataires de
messagerie AutoSupport
doivent étre configurés
dans ONTAP avant
d’émettre cette
commande.



Processeur de service CRITIQUE

hors ligne

Les ventilateurs d’étagére CRITIQUE
sont en panne

Le systéme ne peut pas  CRITIQUE
fonctionner en raison

d’'une panne du ventilateur

de l'unité principale

Disques non attribués INFO

ONTAP ne regoit plus de
pulsations du processeur
de service (SP), méme si
toutes les actions de
récupération du SP ont
ete effectuées. ONTAP ne
peut pas surveiller I'état
du matériel sans le SP...
Le systéme s’arrétera
pour éviter tout dommage
matériel et toute perte de
données. Configurez une
alerte panique pour étre
averti immédiatement si le
SP se déconnecte.

Le ventilateur de
refroidissement ou le
module de ventilateur
indiqué de I'étagere est en
panne. Il est possible que
les disques de I'étagére
ne recoivent pas
suffisamment de flux d’air
de refroidissement, ce qui
peut entrainer une panne
du disque.

Un ou plusieurs
ventilateurs de l'unité
principale sont tombés en
panne, perturbant le
fonctionnement du
systeme. Cela pourrait
entrainer une perte
potentielle de données.

Le systéme posséde des
disques non attribués : la
capacité est gaspillée et
votre systéme peut étre
soumis a une mauvaise
configuration ou a une
modification partielle de la
configuration.

Redémarrez le systeme
en effectuant les actions
suivantes :...Retirez le
contrdleur du
chéssis....Remettez le
contréleur en
place....Rallumez le
controleur....Sile
probléme persiste,
remplacez le module du
contréleur.

Effectuez les actions
correctives

suivantes :...Vérifiez que
le module du ventilateur
est bien en place et fixé.
REMARQUE : le
ventilateur est intégré au
module d’alimentation de
certaines étagéres de
disques. Si le probléeme
persiste, remplacez le
module de ventilateur. Si
le probléme persiste,
contactez le support
technique NetApp pour
obtenir de l'aide.

Remplacez les
ventilateurs défectueux.

Effectuez les actions
correctives

suivantes :...Déterminez
quels disques ne sont pas
attribués a l'aide de la
commande « disk show
-n »....Attribuez les
disques a un systéeme a
I'aide de la commande

« disk assign ».
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Serveur antivirus occupé

Les informations
d’identification AWS pour
le réle IAM ont expiré

Informations
d’identification AWS pour
le réle IAM introuvables
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CRITIQUE

CRITIQUE

Le serveur antivirus est
trop occupé pour accepter
de nouvelles demandes
d’analyse.

Cloud Volume ONTAP est
devenu inaccessible. Les
informations
d’identification basées sur
les rOles de gestion des
identités et des accés
(IAM) ont expiré. Les
informations
d’identification sont
acquises aupres du
serveur de métadonnées
Amazon Web Services
(AWS) a l'aide du réle IAM
et sont utilisées pour
signer les demandes
d’APIl a Amazon Simple
Storage Service (Amazon
S3).

Le thread d’informations
d’identification cloud ne
peut pas acquérir les
informations
d’identification basées sur
les roles Amazon Web
Services (AWS) Identity
and Access Management
(IAM) a partir du serveur
de métadonnées AWS.
Les informations
d’identification sont
utilisées pour signer les
demandes d’API a
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP est
devenu inaccessible....

Si ce message apparait
fréquemment, assurez-
vous qu’il existe
suffisamment de serveurs
antivirus pour gérer la
charge d’analyse antivirus
générée par le SVM.

Procédez comme

suit :...Connectez-vous a
la console de gestion
AWS EC2....Accédez a la
page
Instances....Recherchez
l'instance pour le
déploiement Cloud
Volumes ONTAP et
vérifiez son état....Vérifiez
que le role AWS IAM
associé a l'instance est
valide et que les privileges
appropriés lui ont été
accordés.

Procédez comme

suit :...Connectez-vous a
la console de gestion
AWS EC2....Accédez a la
page
Instances....Recherchez
l'instance pour le
déploiement Cloud
Volumes ONTAP et
vérifiez son état....Vérifiez
que le réle AWS IAM
associé a l'instance est
valide et que les privileges
appropriés lui ont été
accordés.



Les informations CRITIQUE
d’identification AWS pour
le réle IAM ne sont pas

valides

Roéle AWS IAM introuvable CRITIQUE

Role AWS IAM non valide CRITIQUE

Les informations
d’identification basées sur
les rOles de gestion des
identités et des accés
(IAM) ne sont pas valides.
Les informations
d’identification sont
acquises aupres du
serveur de métadonnées
Amazon Web Services
(AWS) a l'aide du réle IAM
et sont utilisées pour
signer les demandes
d’APIl a Amazon Simple
Storage Service (Amazon
S3). Cloud Volume
ONTAP est devenu
inaccessible.

Le thread des roles de
gestion des identités et
des acces (IAM) ne trouve
pas de réle IAM Amazon
Web Services (AWS) sur
le serveur de
meétadonnées AWS. Le
réle IAM est requis pour
acquérir les informations
d’identification basées sur
les réles utilisées pour
signer les demandes
d’APl a Amazon Simple
Storage Service (Amazon
S3). Cloud Volume
ONTAP est devenu
inaccessible....

Le réle Amazon Web
Services (AWS) Identity
and Access Management
(IAM) sur le serveur de
métadonnées AWS n’est
pas valide. Le Cloud
Volume ONTAP est
devenu inaccessible....

Procédez comme

suit :...Connectez-vous a
la console de gestion
AWS EC2....Accédez a la
page
Instances....Recherchez
l'instance pour le
déploiement Cloud
Volumes ONTAP et
vérifiez son état....Vérifiez
que le role AWS IAM
associé a l'instance est
valide et que les privileges
appropriés lui ont été
accordeés.

Procédez comme

suit :...Connectez-vous a
la console de gestion
AWS EC2....Accédez a la
page
Instances....Recherchez
l'instance pour le
déploiement Cloud
Volumes ONTAP et
vérifiez son état....Vérifiez
que le role AWS IAM
associé a l'instance est
valide.

Procédez comme

suit :...Connectez-vous a
la console de gestion
AWS EC2....Accédez a la
page
Instances....Recherchez
l'instance pour le
déploiement Cloud
Volumes ONTAP et
vérifiez son état....Vérifiez
que le réle AWS IAM
associé a l'instance est
valide et que les privileges
appropriés lui ont été
accordés.
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Echec de la connexion au CRITIQUE

serveur de métadonnées
AWS

La limite d’utilisation de
'espace FabricPool est
presque atteinte
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Le thread des réles de
gestion des identités et
des acces (IAM) ne peut
pas établir de lien de
communication avec le
serveur de métadonnées
Amazon Web Services
(AWS). Une
communication doit étre
établie pour acquérir les
informations
d’identification basées sur
les roles AWS |IAM
nécessaires utilisées pour
signer les demandes
d’APIl a Amazon Simple
Storage Service (Amazon
S3). Cloud Volume
ONTAP est devenu
inaccessible....

L'utilisation totale de
I'espace FabricPool a
I'échelle du cluster des
magasins d’objets
provenant de fournisseurs
sous licence de capacité a
presque atteint la limite
sous licence.

Procédez comme

suit :...Connectez-vous a
la console de gestion
AWS EC2....Accédez a la
page
Instances....Recherchez
l'instance pour le
déploiement Cloud
Volumes ONTAP et
vérifiez son état....

Effectuez les actions
correctives

suivantes :...Vérifiez le
pourcentage de la
capacité sous licence
utilisée par chaque niveau
de stockage FabricPool a
I'aide de la commande

« storage aggregate
object-store show-

space »....Supprimez les
copies Snapshot des
volumes avec la stratégie
de hiérarchisation

« snapshot » ou

« backup » a l'aide de la
commande « volume
snapshot delete » pour
libérer de
I'espace....Installez une
nouvelle licence sur le
cluster pour augmenter la
capacité sous licence.



Limite d’utilisation de
I'espace FabricPool
atteinte

CRITIQUE

L'utilisation totale de
I'espace FabricPool a
I'échelle du cluster des
magasins d’objets
provenant de fournisseurs
sous licence de capacité a
atteint la limite de licence.

Effectuez les actions
correctives

suivantes :...Vérifiez le
pourcentage de la
capacité sous licence
utilisée par chaque niveau
de stockage FabricPool a
I'aide de la commande

« storage aggregate
object-store show-

space »....Supprimez les
copies Snapshot des
volumes avec la stratégie
de hiérarchisation

« snapshot » ou

« backup » a l'aide de la
commande « volume
snapshot delete » pour
libérer de
'espace....Installez une
nouvelle licence sur le
cluster pour augmenter la
capacité sous licence.
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Echec de la restitution des CRITIQUE
agrégats

128

Cet événement se produit
lors de la migration d’'un
agrégat dans le cadre
d’'un basculement de
stockage (SFO), lorsque
le noeud de destination ne
peut pas atteindre les
magasins d’objets.

Effectuez les actions
correctives suivantes :...
Vérifiez que votre LIF
intercluster est en ligne et
fonctionnel a I'aide de la
commande « network
interface show »....
Vérifiez la connectivité
réseau au serveur de
magasin d’objets a l'aide
de la commande « ping »
sur le LIF intercluster du
nceud de destination.
...Vérifiez que la
configuration de votre
magasin d’objets n’'a pas
changé et que les
informations de connexion
et de connectivité sont
toujours exactes a l'aide
de la commande

« aggregate object-store
config show »....Vous
pouvez également
remplacer I'erreur en
spécifiant false pour le
paramétre « require-
partner-waiting » de la
commande
giveback....Contactez le
support technique NetApp
pour obtenir plus
d’informations ou une
assistance.



Interconnexion HA en
panne

AVERTISSEMENT

L'interconnexion haute
disponibilité (HA) est en
panne. Risque
d’interruption de service
lorsque le basculement
n’est pas disponible.

Les actions correctives
dépendent du nombre et
du type de liens
d’interconnexion HA pris
en charge par la plate-
forme, ainsi que de la
raison pour laquelle
I'interconnexion est en
panne. ...Si les liaisons
sont

interrompues :...Vérifiez
que les deux contréleurs
de la paire HA sont
opérationnels....Pour les
liaisons connectées en
externe, assurez-vous que
les cables
d’interconnexion sont
correctement connectés et
que les modules
enfichables a petit facteur
de forme (SFP), le cas
échéant, sont
correctement installés sur
les deux
controleurs....Pour les
liaisons connectées en
interne, désactivez et
réactivez les liaisons,
'une aprés l'autre, en
utilisant les commandes

« ic link off » et « ic link
on ». ...Siles liens sont
désactivés, activez-les en
utilisant la commande « ic
link on ». ...Siun
homologue n’est pas
connecté, désactivez et
réactivez les liens, 'un
apres l'autre, en utilisant
les commandes « ic link
off » et « ic link on
»....Contactez le support
technique NetApp si le
probléme persiste.
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Nombre maximal de
sessions par utilisateur
dépassé

130

AVERTISSEMENT

Vous avez dépassé le
nombre maximal de
sessions autorisées par
utilisateur sur une
connexion TCP. Toute
demande d’établissement
d’une session sera
refusée jusqu’a ce que
certaines sessions soient
libérées. ...

Effectuez les actions
correctives suivantes :
...Inspectez toutes les
applications qui
s’exécutent sur le client et
fermez celles qui ne
fonctionnent pas
correctement.
...Redémarrez le client.
...Vérifiez si le probléme
est causé par une
application nouvelle ou
existante : ...Si
I’'application est nouvelle,
définissez un seuil plus
élevé pour le client en
utilisant la commande

« cifs option modify -max
-opens-same-file-per
-tree ». Dans certains cas,
les clients fonctionnent
comme prévu, mais
nécessitent un seuil plus
élevé. Vous devez
disposer de priviléges
avanceés pour définir un
seuil plus élevé pour le
client. ...Si le probléme
est causé par une
application existante, il
peut y avoir un probléme
avec le client. Contactez
le support technique
NetApp pour plus
d’informations ou
d’assistance.



Nombre maximal de fois
par fichier ouvert dépassé

AVERTISSEMENT

Vous avez dépassé le
nombre maximal de fois
que vous pouvez ouvrir le
fichier via une connexion
TCP. Toute demande
d’ouverture de ce fichier
sera refusée jusqu’a ce
que vous fermiez
certaines instances
ouvertes du fichier. Cela
indique généralement un
comportement anormal de
I'application.

Effectuez les actions
correctives

suivantes :...Inspectez les
applications qui
s’exécutent sur le client a
I'aide de cette connexion
TCP. Le client peut
fonctionner de maniére
incorrecte en raison de
I'application qui s’exécute
dessus. Redémarrez le
client. Vérifiez si le
probléme est causé par
une application nouvelle
ou existante : Si
I'application est nouvelle,
définissez un seuil plus
élevé pour le client en
utilisant la commande

« cifs option modify -max
-opens-same-file-per
-tree ». Dans certains cas,
les clients fonctionnent
comme prévu, mais
nécessitent un seuil plus
élevé. Vous devez
disposer de privileges
avanceés pour définir un
seuil plus élevé pour le
client. ...Si le probléme
est causé par une
application existante, il
peut y avoir un probleme
avec le client. Contactez
le support technique
NetApp pour plus
d’informations ou
d’assistance.

131



Conflit de nom NetBIOS  CRITIQUE

Pool de stockage NFSv4 CRITIQUE
épuisé

132

Le service de noms
NetBIOS a recu une
réponse négative a une
demande
d’enregistrement de nom,
provenant d’'une machine
distante. Cela est
généralement di a un
conflit dans le nom
NetBIOS ou dans un alias.
Par conséquent, les
clients risquent de ne pas
pouvoir accéder aux
données ou de se
connecter au bon nceud
de service de données
dans le cluster.

Un pool de stockage
NFSv4 a été épuiseé.

Effectuez I'une des
actions correctives
suivantes :...En cas de
conflit dans le nom
NetBIOS ou dans un alias,
effectuez 'une des
opérations

suivantes :...Supprimez
I’'alias NetBIOS en double
a l'aide de la commande
« vserver cifs delete
-aliases alias -vserver
vserver »....Renommez
un alias NetBIOS en
supprimant le nom en
double et en ajoutant un
alias avec un nouveau
nom a l'aide de la
commande « vserver cifs
create -aliases alias
-vserver vserver ». ...S'il
n’y a pas d’alias configuré
et qu’il y a un conflit dans
le nom NetBIOS,
renommez le serveur
CIFS en utilisant les
commandes « vserver cifs
delete -vserver vserver »
et « vserver cifs create
-cifs-server netbiosname
». REMARQUE : la
suppression d’un serveur
CIFS peut rendre les
données inaccessibles.
...Supprimez le nom
NetBIOS ou renommez le
NetBIOS sur la machine
distante.

Si le serveur NFS ne
répond pas pendant plus
de 10 minutes apres cet
événement, contactez le
support technique NetApp



Aucun moteur d’analyse  CRITIQUE
enregistré

Pas de connexion Vscan CRITIQUE

Espace de volume racine CRITIQUE
du nceud faible

Partage administrateur CRITIQUE

inexistant

Le connecteur antivirus a
notifi¢ a ONTAP qu'il ne
dispose pas d’un moteur
d’analyse enregistré. Cela
peut entrainer
l'indisponibilité des
données si I'option «
scan-mandatory » est
activée.

ONTAP n’a pas de
connexion Vscan pour
répondre aux demandes
d’analyse antivirus. Cela
peut entrainer
lindisponibilité des
données si I'option «
scan-mandatory » est
activée.

Le systéme a détecté que
le volume racine est
dangereusement bas en
termes d’espace. Le
nceud n’est pas
entierement opérationnel.
Les LIF de données
peuvent avoir basculé au
sein du cluster, ce qui
limite 'accés NFS et CIFS
sur le nceud. La capacité
administrative est limitée
aux proceédures de
récupération locales
permettant au nceud de
libérer de I'espace sur le
volume racine.

Probléme Vscan : un
client a tenté de se
connecter a un partage
ONTAP_ADMIN$
inexistant.

Effectuez les actions
correctives

suivantes :...Assurez-
vous que le logiciel du
moteur d’analyse installé
sur le serveur antivirus est
compatible avec
ONTAP....Assurez-vous
que le logiciel du moteur
d’analyse est en cours
d’exécution et configuré
pour se connecter au
connecteur antivirus via
une boucle de rappel
locale.

Assurez-vous que le pool
de scanners est
correctement configuré et
que les serveurs antivirus
sont actifs et connectés a
ONTAP.

Effectuez les actions
correctives suivantes :...
Libérez de I'espace sur le
volume racine en
supprimant les anciennes
copies Snapshot, en
supprimant les fichiers
dont vous n’avez plus
besoin du répertoire
/mroot ou en augmentant
la capacité du volume
racine.... Redémarrez le
controleur.... Contactez le
support technique NetApp
pour plus d’'informations
ou d’assistance.

Assurez-vous que Vscan
est activé pour I'lD SVM
mentionné. L’activation de
Vscan sur un SVM
entraine la création
automatique du partage
ONTAP_ADMINS pour le
SVM.
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Espace de noms NVMe
insuffisant

Période de grace NVMe-
oF active

Période de grace NVMe-
oF expirée

Début de la période de
grace NVMe-oF

Héte du magasin d’objets
non résoluble
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AVERTISSEMENT

AVERTISSEMENT

AVERTISSEMENT

CRITIQUE

Un espace de noms
NVMe a été mis hors ligne
en raison d’'une erreur
d’écriture causée par un
manque d’espace.

Cet événement se produit
quotidiennement lorsque
le protocole NVMe over
Fabrics (NVMe-oF) est
utilisé et que la période de
grace de la licence est
active. La fonctionnalité
NVMe-oF nécessite une
licence aprés I'expiration
de la période de grace de
la licence. La
fonctionnalité NVMe-oF
est désactivée lorsque la
période de grace de la
licence est terminée.

La période de grace de la
licence NVMe over
Fabrics (NVMe-oF) est
terminée et la
fonctionnalité NVMe-oF
est désactivée.

La configuration NVMe
over Fabrics (NVMe-oF) a
eté détectée lors de la
mise a niveau vers le
logiciel ONTAP 9.5. La
fonctionnalité NVMe-oF
nécessite une licence
apres I'expiration de la
période de grace de la
licence.

Le nom d’héte du serveur
de magasin d’objets ne
peut pas étre résolu en
une adresse IP. Le client
du magasin d’objets ne
peut pas communiquer
avec le serveur du
magasin d’objets sans
résoudre une adresse IP.
Par conséquent, les
données peuvent étre
inaccessibles.

Ajoutez de I'espace au
volume, puis mettez
'espace de noms NVMe
en ligne a 'aide de la
commande « vserver
nvme namespace modify
».

Contactez votre
représentant commercial
pour obtenir une licence
NVMe-oF et I'ajouter au
cluster, ou supprimez
toutes les instances de
configuration NVMe-oF du
cluster.

Contactez votre
représentant commercial
pour obtenir une licence
NVMe-oF et I'ajouter au
cluster.

Contactez votre
représentant commercial
pour obtenir une licence
NVMe-oF et I'ajouter au
cluster.

Vérifiez la configuration
DNS pour vérifier que le
nom d’héte est
correctement configuré
avec une adresse IP.



LIF intercluster du CRITIQUE
magasin d’objets en

panne

Non-concordance des CRITIQUE
signatures du magasin

d’objets

Le client du magasin
d’objets ne trouve pas de
LIF opérationnel pour
communiquer avec le
serveur du magasin
d’'objets. Le nceud
n'autorisera pas le trafic
client du magasin d’objets
tant que le LIF intercluster
ne sera pas opérationnel.
Par conséquent, les
données peuvent étre
inaccessibles.

La signature de la
demande envoyée au
serveur de magasin
d’objets ne correspond
pas a la signature
calculée par le client. Par
conséquent, les données
peuvent étre
inaccessibles.

Effectuez les actions
correctives

suivantes :...Vérifiez I'état
du LIF intercluster a l'aide
de la commande

« network interface show
-role

intercluster »....Vérifiez
que le LIF intercluster est
configuré correctement et
opérationnel....Si un LIF
intercluster n’est pas
configuré, ajoutez-le a
I'aide de la commande

« network interface create
-role intercluster ».

Vérifiez que la clé d’accés
secrete est correctement
configurée. S'’il est
configuré correctement,
contactez le support
technique NetApp pour
obtenir de l'aide.
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Délai d’expiration de
READDIR

136
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Une opération de fichier
READDIR a dépassé le
délai d’exécution autorisé
dans WAFL. Cela peut
étre d0 a des répertoires
trés volumineux ou peu
nombreux. Des mesures
correctives sont
recommandées.

Effectuez les actions
correctives

suivantes :...Recherchez
des informations
spécifiques aux
répertoires récents dont
les opérations de fichier
READDIR ont expiré en
utilisant la commande CLI
nodeshell de privilége

« diag » suivante : wafl
readdir notice
show....Vérifiez si les
répertoires sont indiqués
comme clairsemés ou
non :...Si un répertoire est
indiqué comme clairsemé,
il est recommandé de
copier le contenu du
répertoire dans un
nouveau répertoire pour
supprimer la clairsemée
du fichier de répertoire.
...Si un répertoire n’est
pas indiqué comme étant
clairsemé et que le
répertoire est volumineusx,
il est recommandé de
réduire la taille du fichier
de répertoire en réduisant
le nombre d’entrées de
fichier dans le répertoire.



Echec de la relocalisation CRITIQUE
des agrégats

Echec de la copie fantéme CRITIQUE

Cet événement se produit
lors du déplacement d’'un
agrégat, lorsque le nceud
de destination ne peut pas
atteindre les magasins
d’objets.

Une opération de service
de sauvegarde et de
restauration de Volume
Shadow Copy Service
(VSS) de Microsoft Server
a échoué.

Effectuez les actions
correctives suivantes ...
Vérifiez que votre LIF
intercluster est en ligne et
fonctionnel a I'aide de la
commande « network
interface show »....
Vérifiez la connectivité
réseau au serveur de
magasin d’objets a l'aide
de la commande « ping »
sur le LIF intercluster du
nceud de destination.
...Vérifiez que la
configuration de votre
magasin d’objets n’'a pas
changé et que les
informations de connexion
et de connectivité sont
toujours exactes a l'aide
de la commande

« aggregate object-store
config show »....Vous
pouvez également
contourner 'erreur en
utilisant le paramétre

« override-destination-
checks » de la commande
de relocation....Contactez
le support technique
NetApp pour obtenir plus
d’informations ou une
assistance.

Vérifiez les éléments
suivants a 'aide des
informations fournies dans
le message
d’événement ... La
configuration de la copie
fantdme est-elle

activée ?... Les licences
appropriées sont-elles
installées ? ...Sur quels
partages 'opération de
cliché instantané est-elle
effectuée ?...Le nom du
partage est-il

correct ?...Le chemin du
partage existe-t-

il ?...Quels sont les états
de 'ensemble de clichés
instantanés et de ses
clichés instantanés ?
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Panne d’alimentation du  AVERTISSEMENT

commutateur de stockage

Trop d’authentifications AVERTISSEMENT
CIFS
Accés utilisateur non AVERTISSEMENT

autorisé au partage
administrateur
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[l manque une
alimentation dans le
commutateur du cluster.
La redondance est
réduite, le risque de
panne en cas de nouvelle
panne de courant est
réduit.

De nombreuses
négociations
d’authentification ont eu
lieu simultanément. Il y a
256 demandes de
nouvelles sessions
incomplétes de ce client.

Un client a tenté de se
connecter au partage
privilégié
ONTAP_ADMIN$ méme si
son utilisateur connecté
n’est pas un utilisateur
autorisé.

Effectuez les actions
correctives suivantes ...
Assurez-vous que le bloc
d’alimentation secteur, qui
alimente le commutateur
de cluster, est sous
tension.... Assurez-vous
que le cordon
d’alimentation est
connecté au bloc
d’alimentation....
Contactez le support
technique NetApp si le
probléme persiste.

Recherchez pourquoi le
client a créé 256
nouvelles demandes de
connexion ou plus. Vous
devrez peut-étre contacter
le fournisseur du client ou
de I'application pour
déterminer pourquoi
I'erreur s’est produite.

Effectuez les actions
correctives suivantes ...
Assurez-vous que le nom
d’utilisateur et I'adresse IP
mentionnés sont
configurés dans I'un des
pools de scanners Vscan
actifs.... Vérifiez la
configuration du pool de
scanners actuellement
actif a 'aide de la
commande « vserver
vscan scanner pool show-
active ».



Virus détecté AVERTISSEMENT

Volume hors ligne INFO

Volume restreint INFO

L'arrét de la machine INFO

virtuelle de stockage a

réussi

Panique du nceud AVERTISSEMENT

Retour en haut

Moniteurs de journaux anti-ransomware

Nom du moniteur Gravité
Surveillance anti- AVERTISSEMENT
ransomware de la

machine virtuelle de

stockage désactivée

Surveillance anti- INFO

ransomware des
machines virtuelles de
stockage activée (mode
d’apprentissage)

Un serveur Vscan a
signalé une erreur au
systeme de stockage.
Cela indique
généralement qu’un virus
a eté détecté. Cependant,
d’autres erreurs sur le
serveur Vscan peuvent
provoquer cet
événement....L’acces
client au fichier est refusé.
Le serveur Vscan peut,
selon ses paramétres et
sa configuration, nettoyer
le fichier, le mettre en
quarantaine ou le
supprimer.

Ce message indique
qu’un volume est mis hors
ligne.

Cet événement indique
qu’un volume flexible est
rendu restreint.

Ce message s’affiche
lorsqu’une opération
« vserver stop » réussit.

Cet événement est émis
lorsqu’une panique se
produit

Description

La surveillance anti-
ransomware pour la VM
de stockage est
désactivée. Activez I'anti-
ransomware pour protéger
la machine virtuelle de
stockage.

La surveillance anti-

ransomware pour la VM
de stockage est activée
en mode apprentissage.

Vérifiez le journal du
serveur Vscan signalé
dans I'événement « syslog
» pour voir s’il a réussi a
nettoyer, mettre en
quarantaine ou supprimer
le fichier infecté. Si cela
n’est pas possible, un
administrateur systéme
devra peut-étre supprimer
manuellement le fichier.

Remettez le volume en
ligne.

Remettez le volume en
ligne.

Utilisez la commande
« vserver start » pour
démarrer 'accés aux
données sur une machine
virtuelle de stockage.

Contactez le support client
NetApp .

Action corrective

Aucune

Aucune
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Surveillance anti-
ransomware du volume
activée

Surveillance anti-
ransomware du volume
désactivée

Surveillance anti-
ransomware du volume
activée (mode
d’apprentissage)

Surveillance anti-
ransomware du volume
interrompue (mode
d’apprentissage)

Surveillance anti-
ransomware du volume
suspendue

Désactivation de la
surveillance anti-
ransomware du volume

Activité de ransomware
détectée

Retour en haut

INFO

AVERTISSEMENT

INFO

AVERTISSEMENT

AVERTISSEMENT

AVERTISSEMENT

CRITIQUE

Moniteurs FSx pour NetApp ONTAP

Nom du moniteur
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Seuils

La surveillance anti-
ransomware du volume
est activée.

La surveillance anti-
ransomware du volume
est désactivée. Activez
I’'anti-ransomware pour
protéger le volume.

La surveillance anti-
ransomware du volume
est activée en mode
apprentissage.

La surveillance anti-
ransomware du volume
est suspendue en mode
apprentissage.

La surveillance anti-
ransomware du volume
est suspendue.

La surveillance anti-
ransomware du volume
est désactivée.

Pour protéger les données

du ransomware détecté,
une copie instantanée a
été prise et peut étre

utilisée pour restaurer les

données d’origine. Votre
systeme géneére et
transmet un message

AutoSupport ou « appel a

domicile » au support
technique NetApp et a
toutes les destinations

configurées. Le message

AutoSupport améliore la
détermination et la

résolution des problémes.

Description du moniteur

Aucune

Aucune

Aucune

Aucune

Aucune

Aucune

Reportez-vous au « NOM
DU DOCUMENT FINAL »
pour prendre des mesures
correctives en cas
d’activité de ransomware.

Action corrective



La capacité du volume
FSx est pleine

FSx Volume Latence
élevée

Avertissement a > 85
%...Critique a > 95 %

Avertissement a > 1 000
Ms... Critique a > 2 000 ps

La capacité de stockage
d’'un volume est
nécessaire pour stocker
les données d’application
et de client. Plus les
données stockées dans le
volume ONTAP sont
nombreuses, moins ily a
de disponibilité de
stockage pour les
données futures. Sila
capacité de stockage des
données dans un volume
atteint la capacité de
stockage totale, le client
peut étre incapable de
stocker des données en
raison d’'un manque de
capacité de stockage. La
surveillance du volume de
capacité de stockage
utilisé garantit la continuité
des services de données.

Les volumes sont des
objets qui servent le trafic
d’E/S souvent généré par
des applications sensibles
aux performances,
notamment les
applications DevOps, les
répertoires personnels et
les bases de données.
Des latences de volume
élevées signifient que les
applications elles-mémes
peuvent en souffrir et étre
incapables d’accomplir
leurs taches. La
surveillance des latences
de volume est essentielle
pour maintenir des
performances cohérentes
des applications.

Des mesures immédiates
sont nécessaires pour
minimiser les interruptions
de service si le seull
critique est dépassé :...1.
Envisagez de supprimer
les données qui ne sont
plus nécessaires pour
libérer de I'espace

Des mesures immédiates
sont nécessaires pour
minimiser les interruptions
de service si le seuil
critique est dépassé :...1.
Si une politique QoS est
attribuée au volume,
évaluez ses seuils de
limite au cas ou ils
entraineraient une
limitation de la charge de
travail du volume...
Prévoyez de prendre
prochainement les
mesures suivantes si le
seuil d’avertissement est
dépasseé :...1. Siune
politique QoS est attribuée
au volume, évaluez ses
seuils de limite au cas ou
ils entraineraient une
limitation de la charge de
travail du volume....2. Si
le noeud subit également
une utilisation élevée,
déplacez le volume vers
un autre noceud ou
réduisez la charge de
travail totale du nceud.
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Limite d’inodes de volume Avertissement a > 85

FSx

%...Critique a > 95 %

Surcharge de quota Qtree Avertissement a > 95

du volume FSx
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%...Critique @ > 100 %

Les volumes qui stockent
des fichiers utilisent des
nceuds d’'index (inode)
pour stocker les
métadonnées des fichiers.
Lorsqu’un volume épuise
son allocation d’inode,
aucun fichier
supplémentaire ne peuty
étre ajouté. Une alerte
d’avertissement indique
qu’une action planifiée
doit étre entreprise pour
augmenter le nombre
d’inodes disponibles. Une
alerte critique indique que
I'épuisement de la limite
de fichier est imminent et
que des mesures
d’urgence doivent étre
prises pour libérer des
inodes afin d’assurer la
continuité du service

Volume Qtree Quota
Overcommit spécifie le
pourcentage auquel un
volume est considéré
comme surengageé par les
quotas gtree. Le seulil
défini pour le quota gtree
est atteint pour le volume.
La surveillance du
dépassement de quota du
volume qtree garantit que
I'utilisateur recoit un
service de données
ininterrompu.

Des mesures immédiates
sont nécessaires pour
minimiser les interruptions
de service si le seull
critique est dépassé :...1.
Envisagez d’augmenter la
valeur des inodes pour le
volume. Si la valeur des
inodes est déja au
maximum, envisagez de
diviser le volume en deux
volumes ou plus, car le
systeme de fichiers a
dépassé la taille
maximale... Prévoyez de
prendre prochainement
les mesures suivantes si
le seuil d’avertissement
est dépassé :...1.
Envisagez d’augmenter la
valeur des inodes pour le
volume. Si la valeur des
inodes est déja au
maximum, envisagez de
diviser le volume en deux
volumes ou plus, car le
systeme de fichiers a
dépasse la taille
maximale.

Si le seuil critique est
dépassé, des mesures
immeédiates doivent étre
prises pour minimiser les
interruptions de service :
1. Supprimez les données
indésirables... Lorsque le
seuil d’avertissement est
dépassé, envisagez
d’augmenter I'espace du
volume.



L'espace de réserve des
instantanés FSx est plein

Avertissement a > 90
%...Critique a > 95 %

La capacité de stockage
d’un volume est
nécessaire pour stocker
les données d’application
et de client. Une partie de
cet espace, appelée
espace réservé aux
instantanés, est utilisée
pour stocker des
instantanés qui permettent
de protéger les données
localement. Plus les
données nouvelles et
mises a jour sont stockées
dans le volume ONTAP ,
plus la capacité de
snapshot est utilisée et
moins la capacité de
stockage de snapshot
sera disponible pour les
données nouvelles ou
mises a jour futures. Si la
capacité des données
d’instantané dans un
volume atteint 'espace de
réserve total d’instantané,
le client peut étre
incapable de stocker de
nouvelles données
d’instantané et le niveau
de protection des données
dans le volume peut étre
réduit. La surveillance de
la capacité de snapshot
du volume utilisé garantit
la continuité des services
de données.

Des mesures immédiates
sont nécessaires pour
minimiser les interruptions
de service si le seull
critique est dépassé :...1.
Envisagez de configurer
des instantanés pour
utiliser I'espace de
données dans le volume
lorsque la réserve
d’instantanés est
pleine...2. Envisagez de
supprimer certains
anciens instantanés qui
ne sont peut-étre plus
nécessaires pour libérer
de I'espace... Prévoyez
de prendre prochainement
les mesures suivantes si
le seuil d’avertissement
est dépassé :...1.
Envisagez d’augmenter
I'espace de réserve
d’instantanés dans le
volume pour s’adapter a la
croissance...2. Envisagez
de configurer des
instantanés pour utiliser
'espace de données dans
le volume lorsque la
réserve d’instantanés est
pleine.
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Taux d’échec du cache de Avertissement a > 95

volume FSx

Retour en haut

Moniteurs K8s

Nom du moniteur
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%...Critique a > 100 %

Description

Le ratio de manque de
cache de volume est le
pourcentage de
demandes de lecture
provenant des
applications clientes qui
sont renvoyées depuis le
disque au lieu d’étre
renvoyeées depuis le
cache. Cela signifie que le
volume a atteint le seuil
défini.

Mesures correctives

Si le seuil critique est
dépasseé, des mesures
immeédiates doivent étre
prises pour minimiser les
interruptions de service :
1. Déplacez certaines
charges de travail hors du
nceud du volume pour
réduire la charge d’E/S 2.
Réduisez la demande de
charges de travail de
priorité inférieure sur le
méme nceud via des
limites de QoS...
Envisagez des actions
immédiates lorsque le
seuil d’avertissement est
dépassé : 1. Déplacez
certaines charges de
travail hors du nceud du
volume pour réduire la
charge d’E/S 2. Réduisez
la demande de charges
de travail de priorité
inférieure sur le méme
nceud via des limites QoS
3. Modifier les
caractéristiques de la
charge de travail (taille
des blocs, mise en cache
des applications, etc.)

Gravité/Seuil



Latence de volume
persistante élevee

Saturation élevée de la
mémoire du cluster

Echec de la connexion du
POD

Des latences de volume
persistantes élevées
signifient que les
applications elles-mémes
peuvent en souffrir et étre
incapables d’accomplir
leurs taches. La
surveillance des latences
de volume persistantes
est essentielle pour
maintenir des
performances cohérentes
des applications. Les
latences suivantes sont
attendues en fonction du
type de support : SSD
jusqua1a?z2
millisecondes ; SAS
jusqu'a8a 10
millisecondes et disque
dur SATA17 a 20
millisecondes.

La saturation de la
mémoire allouable du
cluster est élevée. La
saturation du processeur
du cluster est calculée
comme la somme de
I'utilisation de la mémoire
divisée par la somme de
la mémoire allouable sur
tous les noceuds K8.

Cette alerte se produit
lorsqu’une piéce jointe de
volume avec POD
échoue.

Actions immédiates Sile Avertissement a > 6 000
seuil critique est dépassé, ps Critique a > 12 000 ps

envisagez des actions
immédiates pour
minimiser les interruptions
de service : si une
politique de qualité de
service (QoS) est
attribuée au volume,
évaluez ses seuils de
limite au cas ou ils
entraineraient une
limitation de la charge de
travail du volume. Actions
a effectuer
prochainement Si le seuil
d’avertissement est
dépassé, planifiez les
actions immédiates
suivantes : 1. Si le pool de
stockage connait
également une utilisation
élevée, déplacez le
volume vers un autre pool
de stockage. 2. Si une
politique QoS est attribuée
au volume, évaluez ses
seuils de limite au cas ou
ils entraineraient une
limitation de la charge de
travail du volume. 3. Sile
contréleur subit également
une utilisation élevée,
déplacez le volume vers
un autre contréleur ou
réduisez la charge de
travail totale du contréleur.

Ajouter des nceuds.
Corrigez tous les noeuds
non planifiés. Ajustez la
taille des pods pour libérer
de la mémoire sur les
nceuds.

Avertissement a > 80 %
Critique 2> 90 %

Avertissement
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Taux de retransmission
élevé

Capacité élevée du
systeme de fichiers du
nceud

Gigue élevée du réseau
de charge de travail
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Taux de retransmission
TCP élevé

Capacité élevée du
systeme de fichiers du
nceud

Gigue TCP élevee
(variations élevées de
latence/temps de
réponse)

Avertissement a > 10 %
Critique 2> 25 %

Vérifiez la congestion du
réseau - ldentifiez les
charges de travail qui
consomment beaucoup de
bande passante réseau.
Vérifiez I'utilisation élevée
du processeur Pod.
Vérifiez les performances
du réseau matériel.

Avertissement a > 80 %
Critique a > 90 %

- Augmentez la taille des
disques de nceuds pour
garantir qu’ily a
suffisamment d’espace
pour les fichiers
d’application. - Réduire
I'utilisation des fichiers
d’application.

Avertissement a > 30 ms
Critique 2> 50 ms

Vérifiez la congestion du
réseau. ldentifiez les
charges de travail qui
consomment beaucoup de
bande passante réseau.
Vérifiez I'utilisation élevée
du processeur Pod.
Vérifier les performances
du réseau matériel



Débit de volume
persistant

Conteneur menacé de
rupture de stock

Réduction de la charge de
travail

Echec de la liaison de la
réclamation de volume
persistant

Les limites de mémoire de
ResourceQuota sont sur
le point d’étre dépassées

Demandes de mémoire
ResourceQuota sur le
point d’étre dépassées

Les seuils MBPS sur les
volumes persistants
peuvent étre utilisés pour
alerter un administrateur
lorsque les volumes
persistants dépassent les
attentes de performances
prédéfinies, ce qui peut
avoir un impact sur
d’autres volumes
persistants. L'activation de
ce moniteur générera des
alertes adaptées au profil
de débit typique des
volumes persistants sur
SSD. Ce moniteur
couvrira tous les volumes
persistants de votre
locataire. Les valeurs de
seuil d’avertissement et
de critique peuvent étre
ajustées en fonction de
vos objectifs de
surveillance en dupliquant
ce moniteur et en
définissant des seuils
adaptés a votre classe de
stockage. Un moniteur
dupliqué peut étre
davantage ciblé sur un
sous-ensemble des
volumes persistants de
votre locataire.

Les limites de mémoire du
conteneur sont définies
trop bas. Le conteneur
risque d’étre expulsé (Out
of Memory Kill).

La charge de travail n’a
pas de pods sains.

Cette alerte se produit
lorsqu’une liaison échoue
sur un PVC.

Les limites de mémoire
pour 'espace de noms
sont sur le point de
dépasser ResourceQuota

Les demandes de

mémoire pour I'espace de
noms sont sur le point de
dépasser ResourceQuota

Actions immédiates Sile
seuil critique est dépassé,
planifiez des actions
immédiates pour
minimiser les interruptions
de service : 1. Introduisez
les limites QoS MBPS
pour le volume. 2. Vérifiez
I'application qui pilote la
charge de travail sur le
volume pour détecter
d’éventuelles anomalies.
Actions a effectuer
prochainement Si le seuil
d’avertissement est
dépassé, prévoyez de
prendre les mesures
immédiates suivantes : 1.
Introduisez les limites
QoS MBPS pour le
volume. 2. Vérifiez
I'application qui pilote la
charge de travail sur le
volume pour détecter
d’éventuelles anomalies.

Augmenter les limites de
mémoire du conteneur.

Avertissement a > 10 000
Mo/s Critique a > 15 000
Mo/s

Avertissement a > 95 %

Critique a < 1

Avertissement

Avertissement a > 80 %
Critique a > 90 %

Avertissement a > 80 %
Critique a > 90 %
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Echec de la création du
nceud

Echec de la récupération
du volume persistant

Limitation du processeur
du conteneur

Echec de la suppression
de I'équilibreur de charge
de service

IOPS de volume
persistant

Echec de la mise & jour de
I’équilibreur de charge de
service

Echec du montage du
POD
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Le nceud n’a pas pu étre
planifié en raison d’'une
erreur de configuration.

Le volume n’a pas réussi
sa récupération
automatique.

Les limites du processeur
du conteneur sont définies
trop bas. Les processus
de conteneurs sont
ralentis.

Les seuils IOPS sur les
volumes persistants
peuvent étre utilisés pour
alerter un administrateur
lorsque les volumes
persistants dépassent les
attentes de performances
prédéfinies. L'activation de
ce moniteur générera des
alertes adaptées au profil
IOPS typique des volumes
de persistance. Ce
moniteur couvrira tous les
volumes persistants de
votre locataire. Les
valeurs de seulil
d’avertissement et de
critique peuvent étre
ajustées en fonction de
vos objectifs de
surveillance en dupliquant
ce moniteur et en
définissant des seuils
adaptés a votre charge de
travail.

Cette alerte se produit
lorsqu’'un montage échoue
sur un POD.

Consultez le journal des
événements Kubernetes
pour connaitre la cause
de I'échec de la
configuration.

Augmenter les limites du
processeur du conteneur.

Actions immédiates Sile
seuil critique est dépassé,
planifiez des actions
immédiates pour
minimiser les interruptions
de service : 1. Introduisez
les limites IOPS QoS pour
le volume. 2. Vérifiez
I'application qui pilote la
charge de travail sur le
volume pour détecter
d’éventuelles anomalies.
Actions a effectuer
prochainement Si le seuil
d’avertissement est
dépasseé, planifiez les
actions immédiates
suivantes : 1. Introduisez
les limites IOPS QoS pour
le volume. 2. Vérifiez
I'application qui pilote la
charge de travail sur le
volume pour détecter
d’éventuelles anomalies.

Primordial

Avertissement @ > 0 B

Avertissement a > 95 %
Critique a > 98 %

Avertissement

Avertissement a > 20 000
E/S Critique a > 25 000
E/S

Avertissement

Avertissement



Pression PID du nceud

Echec de I'extraction de
l'image du pod

Le travail dure trop
longtemps

Mémoire de nceud élevée

Les limites du processeur
ResourceQuota sont sur
le point d’étre dépassées

Boucle de crash de pod
arriere

CPU du nceud élevé

Les identifiants de
processus disponibles sur
le nceud (Linux) sont
tombés en dessous d'un
seuil d’éviction.

Kubernetes n’a pas réussi
a extraire 'image du
conteneur de pod.

Le travail dure trop
longtemps

L'utilisation de la mémoire
du nceud est élevée

Les limites du processeur
pour I'espace de noms
sont sur le point de
dépasser ResourceQuota

Le Pod s’est écrasé et a
tenté de redémarrer
plusieurs fois.

L'utilisation du processeur
du nceud est élevée.

Recherchez et corrigez
les pods qui générent de
nombreux processus et
privent le nceud d’'ID de
processus disponibles.
Configurez PodPidsLimit
pour protéger votre nceud
contre les pods ou les
conteneurs qui génerent
trop de processus.

Critique @ > 0

- Assurez-vous que Avertissement
'image du pod est
correctement
orthographiée dans la
configuration du pod. -
Vérifiez que la balise
d’'image existe dans votre
registre. - Vérifiez les
informations
d’identification du registre
d’'images. - Vérifiez les
problémes de connectivité
du registre. - Vérifiez que
vous n’atteignez pas les
limites de débit imposées
par les fournisseurs de
registre public.

Avertissementa > 1 h
Critiquea>5h

Avertissement a > 85 %
Critique a > 90 %

Ajouter des nceuds.
Corrigez tous les nceuds
non planifiés. Ajustez la
taille des pods pour libérer
de la mémoire sur les
nceuds.

Avertissement a > 80 %
Critique 2> 90 %

Critique @ > 3

Avertissement a > 80 %
Critique 2> 90 %

Ajouter des nceuds.
Corrigez tous les nceuds
non planifiés. Ajustez la
taille des pods pour libérer
du CPU sur les nceuds.
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Latence du réseau de
charge de travail RTT
élevée

Echec du travail

Volume persistant plein en
quelques jours

Pression de la mémoire
des nosuds

Nceud non prét

Capacité de volume
persistante élevée
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Latence TCP RTT (Round
Trip Time) élevée

La tache n’a pas été
terminée avec succes en
raison d’'une panne ou
d’'un redémarrage du
nceud, d’'un épuisement
des ressources, d’'un délai
d’expiration de la tache ou
d’'un échec de planification
du pod.

Le volume persistant
manquera d’espace dans
quelques jours

Le nceud manque de
mémoire. La mémoire
disponible a atteint le seuil
d’expulsion.

Le nceud n’est pas prét
depuis 5 minutes

La capacité utilisée par le
backend de volume
persistant est élevée.

Verifiez la congestion du

chargesf e travail qui

consomment beaucoup de

bande passante réseau.
Vérifiez I'utilisation élevée
du processeur Pod.
Vérifiez les performances
du réseau matériel.

Vérifiez les journaux
d’événements Kubernetes
pour connaitre les causes
d’échec.

-Augmentez la taille du
volume pour garantir qu’il
y a suffisamment
d’espace pour les fichiers
d’application. -Réduire la
quantité de données
stockées dans les
applications.

Ajouter des nceuds.
Corrigez tous les nceuds
non planifiés. Ajustez la

taille des pods pour libérer

de la mémoire sur les
noeuds.

Vérifiez que le nceud
dispose de suffisamment
de ressources CPU,
mémoire et disque.
Vérifiez la connectivité du
réseau du nceud. Vérifiez
les journaux
d’événements Kubernetes
pour connaitre les causes
d’échec.

- Augmentez la taille du
volume pour garantir qu’il
y a suffisamment
d’espace pour les fichiers
d’application. - Réduire la
quantité de données
stockées dans les
applications.

Avertissement a > 150 ms
Critiqgue a > 300 ms

Avertissement @ > 1

Avertissement a < 8 jours
Critique a < 3 jours

Critique @ >0

Critique a <1

Avertissement a > 80 %
Critique a > 90 %



Echec de la création de
I'équilibreur de charge de
service

Incompatibilité de
réplication de charge de
travail

Les requétes CPU
ResourceQuota sont sur
le point d’étre dépassées

Taux de retransmission
élevé

Pression du disque du
nceud

Saturation élevée du
processeur du cluster

Retour en haut

Echec de la création de
I’équilibreur de charge de
service

Certains pods ne sont
actuellement pas
disponibles pour un
déploiement ou un
DaemonSet.

Les demandes CPU pour
I'espace de noms sont sur
le point de dépasser
ResourceQuota

Taux de retransmission
TCP élevé

L'espace disque
disponible et les inodes
sur le systeme de fichiers
racine ou le systéme de
fichiers image du noeud
ont satisfait un seuil
d’expulsion.

La saturation du
processeur allouable au
cluster est élevée. La
saturation du processeur
du cluster est calculée
comme la somme de
I'utilisation du processeur
divisée par la somme du
processeur allouable sur
tous les nceuds K8.

Moniteurs de journaux de modifications

Nom du moniteur

Volume interne découvert

Volume interne modifié

Gravité

Informatif

Informatif

Primordial

Avertissement @ > 1

Avertissement a > 80 %
Critique a > 90 %

Avertissement a > 10 %
Critique 2> 25 %

Vérifiez la congestion du
réseau - ldentifiez les
charges de travail qui
consomment beaucoup de
bande passante réseau.
Vérifiez I'utilisation élevée
du processeur Pod.
Vérifiez les performances
du réseau matériel.

- Augmentez la taille des
disques de nceuds pour
garantir qu’ily a
suffisamment d’espace
pour les fichiers
d’application. - Réduire
I'utilisation des fichiers
d’application.

Critique @ > 0

Avertissement a > 80 %
Critique 2> 90 %

Ajouter des nceuds.
Corrigez tous les nceuds
non planifiés. Ajustez la
taille des pods pour libérer
du CPU sur les nceuds.

Description du moniteur

Ce message s’affiche lorsqu’un
volume interne est découvert.

Ce message s’affiche lorsqu’un
volume interne est modifié.
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Nceud de stockage découvert

Nceud de stockage supprimé

Pool de stockage découvert

Machine virtuelle de stockage
découverte

Machine virtuelle de stockage
modifiée

Retour en haut

Moniteurs de collecte de données

Nom du moniteur

Arrét de l'unité d’acquisition

Echec du collecteur
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Informatif

Informatif

Informatif

Informatif

Informatif

Description

Les unités d’acquisition Data
Infrastructure Insights redémarrent
périodiquement dans le cadre de
mises a niveau pour introduire de
nouvelles fonctionnalités. Cela se
produit une fois par mois ou moins
dans un environnement typique.
Une alerte d’avertissement
indiquant qu’une unité d’acquisition
s’est arrétée doit étre suivie peu de
temps aprés par une résolution
indiquant que 'unité d’acquisition

nouvellement redémarrée a terminé

un enregistrement aupres de Data
Infrastructure Insights. En général,
ce cycle d’arrét a enregistrement
prend entre 5 et 15 minutes.

L'enquéte d’un collecteur de
données a rencontré une situation
d’échec inattendue.

Ce message s’affiche lorsqu’un
nceud de stockage est découvert.

Ce message s’affiche lorsqu’un
nceud de stockage est supprimé.

Ce message s’affiche lorsqu’un
pool de stockage est découvert.

Ce message s’affiche lorsqu’une
machine virtuelle de stockage est
découverte.

Ce message s’affiche lorsqu’une
machine virtuelle de stockage est
modifiée.

Action corrective

Si l'alerte se produit fréquemment
ou dure plus de 15 minutes, vérifiez
le fonctionnement du systeme
hébergeant I'unité d’acquisition, le
réseau et tout proxy connectant
'AU a Internet.

Visitez la page du collecteur de
données dans Data Infrastructure
Insights pour en savoir plus sur la
situation.



Avertissement aux collectionneurs

Retour en haut

Moniteurs de sécurité

Nom du moniteur Seuil

Transport HTTPS
AutoSupport désactivé

Chiffres non sécurisés en  Avertissement @ < 1

cluster pour SSH

Avertissement @ < 1

Cette alerte peut généralement
survenir en raison d’'une
configuration erronée du collecteur
de données ou du systéeme cible.
Revoyez les configurations pour
éviter de futures alertes. Cela peut
également étre di a une
récupération de données
incomplétes alors que le collecteur
de données a rassemblé toutes les
données qu'il pouvait. Cela peut se
produire lorsque les situations
changent pendant la collecte de
données (par exemple, une

machine virtuelle présente au début

de la collecte de données est
supprimée pendant la collecte de
données et avant que ses données
ne soient capturées).

Description du moniteur

AutoSupport prend en
charge HTTPS, HTTP et
SMTP pour les protocoles
de transport. En raison de
la nature sensible des
messages AutoSupport ,
NetApp recommande
fortement d’utiliser HTTPS
comme protocole de

Vérifiez la configuration du
collecteur de données ou du
systeme cible. Notez que le
moniteur pour Collector Warning
peut envoyer plus d’alertes que les
autres types de moniteurs. |l est
donc recommandeé de ne définir
aucun destinataire d’alerte, sauf si
vous effectuez un dépannage.

Action corrective

Pour définir HTTPS
comme protocole de
transport pour les
messages AutoSupport ,
exécutez la commande
ONTAP

suivante :...system node
autosupport modify
-transport https

transport par défaut pour
'envoi de messages
AutoSupport au support

NetApp .

des chiffrements

commengant par *cbc.

Indique que SSH utilise
des chiffrements non
sécurisés, par exemple

Pour supprimer les
chiffrements CBC,
exécutez la commande
ONTAP

suivante :...security ssh
remove -vserver <admin
vserver> -ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc
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Banniére de connexion au Avertissement @ < 1

cluster désactivée

Communication entre
pairs du cluster non
chiffrée

Utilisateur administrateur
local par défaut activé

Mode FIPS désactivé
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Avertissement @ < 1

Avertissement @ > 0

Avertissement @ < 1

Indique que la banniéere
de connexion est
désactivée pour les
utilisateurs accédant au
systeme ONTAP .
L’affichage d’une banniére
de connexion est utile
pour établir les attentes en
matiére d’accés et
d’utilisation du systéme.

Lors de la réplication de
données pour la reprise
apres sinistre, la mise en
cache ou la sauvegarde,
vous devez protéger ces
données pendant le
transport sur le réseau
d’un cluster ONTAP a un
autre. Le chiffrement doit
étre configuré sur les
clusters source et de
destination.

NetApp recommande de
verrouiller (désactiver)
tous les comptes
d’utilisateur administrateur
par défaut (intégrés)
inutiles avec la commande
lock. Il s’agit
principalement de
comptes par défaut pour
lesquels les mots de
passe n’ont jamais été mis
a jour ou modifiés.

Lorsque la conformité
FIPS 140-2 est activée,
TLSv1 et SSLv3 sont
désactivés et seuls
TLSv1.1 et TLSv1.2
restent activés. ONTAP
vous empéche d’activer
TLSv1 et SSLv3 lorsque
la conformité FIPS 140-2
est activée.

Pour configurer la
banniére de connexion
d’un cluster, exécutez la
commande ONTAP
suivante :...security login
banner modify -vserver
<admin svm> -message
"Acceés restreint aux
utilisateurs autorisés"

Pour activer le chiffrement
sur les relations
homologues de cluster
créées avant ONTAP 9.6,
le cluster source et de
destination doivent étre
mis a niveau vers la
version 9.6. Utilisez
ensuite la commande «
cluster peer modify » pour
modifier les homologues
du cluster source et de
destination afin d’utiliser le
chiffrement de peering de
cluster. Consultez le
Guide de renforcement de
la sécurité NetApp pour
ONTAP 9 pour plus de
détails.

Pour verrouiller le compte
« admin » intégré,
exécutez la commande
ONTAP

suivante :...security login
lock -username admin

Pour activer la conformité
FIPS 140-2 sur un cluster,
exécutez la commande
ONTAP suivante en mode
privilege

avance :...security config
modify -interface SSL -is
-fips-enabled true



Transfert de journaux non Avertissement @ < 1
chiffré

Mot de passe haché MD5 Avertissement @ > 0

Aucun serveur NTP n’est
configuré

Avertissement @ < 1

Le nombre de serveurs
NTP est faible

Avertissement @ < 3

Le déchargement des
informations syslog est
nécessaire pour limiter la
portée ou 'empreinte
d’une violation a un seul
systeme ou a une seule
solution. Par conséquent,
NetApp recommande de
décharger en toute
sécurité les informations
syslog vers un
emplacement de stockage
ou de conservation
sécurise.

NetApp recommande
fortement d’utiliser la
fonction de hachage SHA-
512 plus sécurisée pour
les mots de passe des
comptes utilisateurs
ONTAP . Les comptes
utilisant la fonction de
hachage MD$5 moins
sécurisée doivent migrer
vers la fonction de
hachage SHA-512.

Indique que le cluster n’a
pas de serveurs NTP
configurés. Pour la
redondance et un service
optimal, NetApp
recommande d’associer
au moins trois serveurs
NTP au cluster.

Indique que le cluster
posséde moins de 3
serveurs NTP configurés.
Pour la redondance et un
service optimal, NetApp
recommande d’associer
au moins trois serveurs
NTP au cluster.

Une fois qu’une
destination de transfert de
journal est créée, son
protocole ne peut pas étre
modifié. Pour passer a un
protocole chiffre,
supprimez et recréez la
destination de transfert de
journal a l'aide de la
commande ONTAP
suivante :...cluster log-
forwarding create
-destination <destination
ip> -protocol tcp-
encrypted

NetApp recommande
fortement aux comptes
utilisateurs de migrer vers
la solution SHA-512 plus
sécurisée en demandant
aux utilisateurs de
modifier leurs mots de
passe....pour verrouiller
les comptes avec des
mots de passe qui utilisent
la fonction de hachage
MD5, exécutez la
commande ONTAP
suivante :...security login
lock -vserver * -username
* -hash-function md5

Pour associer un serveur
NTP au cluster, exécutez
la commande ONTAP
suivante : cluster time-
service ntp server create
-server <ntp server host
name or |P address>

Pour associer un serveur
NTP au cluster, exécutez
la commande ONTAP
suivante :...cluster time-
service ntp server create
-server <nom d’héte ou
adresse |IP du serveur
NTP>
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Shell distant activé

Journal d’audit de la
machine virtuelle de
stockage désactivé

Chiffres non sécurisés de
la machine virtuelle de
stockage pour SSH

Banniére de connexion a
la machine virtuelle de
stockage désactivée

Protocole Telnet activé

Retour en haut
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Avertissement @ > 0

Avertissement @ < 1

Avertissement @ < 1

Avertissement @ < 1

Avertissement @ > 0

Remote Shell n’est pas
une méthode sécurisée
pour établir un accés en
ligne de commande a la
solution ONTAP . Le shell
distant doit étre désactivé
pour un acces distant
sécurise.

Indique que la
journalisation d’audit est
désactivée pour SVM.

Indique que SSH utilise
des chiffrements non
sécurisés, par exemple
des chiffrements
commengcant par *cbc.

Indique que la banniére
de connexion est
désactivée pour les
utilisateurs accédant aux
SVM sur le systéme.
L’affichage d’une banniére
de connexion est utile
pour établir les attentes en
matieére d’acces et
d’utilisation du systéme.

Telnet n’est pas une
méthode sécurisée pour
établir un accés en ligne
de commande a la
solution ONTAP . Telnet
doit étre désactivé pour un
acces distant sécurisé.

NetApp recommande
Secure Shell (SSH) pour
un acces distant
sécurisé....Pour
désactiver le shell distant
sur un cluster, exécutez la
commande ONTAP
suivante en mode de
privilege

avancé :...security
protocol modify
-application rsh- enabled
false

Pour configurer le journal
d’audit d’'un serveur
virtuel, exécutez la
commande ONTAP
suivante :...vserver audit
enable -vserver <svm>

Pour supprimer les
chiffrements CBC,
exécutez la commande
ONTAP

suivante :...security ssh
remove -vserver
<vserver> -ciphers
aes256-cbc,aes192-
cbc,aes128-cbc,3des-cbc

Pour configurer la
banniére de connexion
d’un cluster, exécutez la
commande ONTAP
suivante :...security login
banner modify -vserver
<svm> -message "Acces
restreint aux utilisateurs
autorisés"

NetApp recommande
Secure Shell (SSH) pour
un accés a distance
sécurisé. Pour désactiver
Telnet sur un cluster,
exécutez la commande
ONTAP suivante en mode
privilége

avanceé :...security
protocol modify
-application telnet
-enabled false



Contréleurs de la protection des données

Nom du moniteur

Espace insuffisant pour la
copie de l'instantané Lun

Seuils

(Filtre contains_luns =
Oui) Avertissement a > 95
%...Critique a > 100 %

Description du moniteur

La capacité de stockage
d’'un volume est
nécessaire pour stocker
les données d’application
et de client. Une partie de
cet espace, appelée
espace réserveé aux
instantanés, est utilisée
pour stocker des
instantanés qui permettent
de protéger les données
localement. Plus les
données nouvelles et
mises a jour sont stockées
dans le volume ONTAP ,
plus la capacité de
snapshot est utilisée et
moins la capacité de
stockage de snapshot
sera disponible pour les
données nouvelles ou
mises a jour futures. Si la
capacité des données de
snapshot dans un volume
atteint 'espace de réserve
total de snapshot, le client
peut étre incapable de
stocker de nouvelles
données de snapshot et
réduire le niveau de
protection des données
dans les LUN du volume.
La surveillance de la
capacité de snapshot du
volume utilisé garantit la
continuité des services de
données.

Action corrective

Actions immédiates Si le
seuil critique est dépassé,
envisagez des actions
immédiates pour
minimiser les interruptions
de service : 1. Configurez
les instantanés pour
utiliser I'espace de
données dans le volume
lorsque la réserve
d’instantanés est pleine.
2. Supprimez certains
anciens instantanés
indésirables pour libérer
de I'espace. Actions a
effectuer prochainement
Si le seuil d’avertissement
est dépasse, prévoyez de
prendre les mesures
immeédiates suivantes : 1.
Augmentez I'espace de
réserve d’instantanés
dans le volume pour
s’adapter a la croissance.
2. Configurez les
instantanés pour utiliser
I'espace de données dans
le volume lorsque la
réserve d’instantanés est
pleine.
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Avertissement a > 150
%... Critique a > 300 %

Décalage relationnel
SnapMirror

Retour en haut

Moniteurs de volume de nuages (CVO)

Gravité de I'lIC
INFO

Nom du moniteur

Disque CVO hors service

158

Le décalage de relation
SnapMirror est la
différence entre
I’horodatage de
instantané et I’heure sur
le systeme de destination.
Lag_time_percent est le
rapport entre le temps de
latence et I'intervalle de
planification de la politique
SnapMirror . Si le temps
de latence est égal a
I'intervalle de planification,
lag_time_percent sera de
100 %. Si la politique
SnapMirror n'a pas de
planification,
lag_time_percent ne sera
pas calculé.

Description du moniteur

Cet événement se produit
lorsqu’un disque est retiré
du service parce qu’il a
été marqué comme
défectueux, est en cours
de nettoyage ou est entré
dans le centre de
maintenance.

Surveillez I'état de
SnapMirror a l'aide de la
commande « snapmirror
show ». Vérifiez
I'historique des transferts
SnapMirror a l'aide de la
commande « snhapmirror
show-history »

Action corrective

Aucune



Echec de la restitution du
pool de stockage par CVO

CRITIQUE

Cet événement se produit
lors de la migration d’'un
agrégat dans le cadre
d’'un basculement de
stockage (SFO), lorsque
le noeud de destination ne
peut pas atteindre les
magasins d’objets.

Effectuez les actions
correctives suivantes :
Vérifiez que votre LIF
intercluster est en ligne et
fonctionnel a I'aide de la
commande « network
interface show ». Vérifiez
la connectivité réseau au
serveur de magasin
d’objets en utilisant la
commande « ping » sur le
LIF intercluster du nceud
de destination. Vérifiez
que la configuration de
votre magasin d’objets n’a
pas changé et que les
informations de connexion
et de connectivité sont
toujours exactes a l'aide
de la commande

« aggregate object-store
config show ».
Alternativement, vous
pouvez remplacer I'erreur
en spécifiant false pour le
parametre « require-
partner-waiting » de la
commande giveback.
Contactez le support
technique NetApp pour
plus d’informations ou
d’assistance.
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Interconnexion CVO HA  AVERTISSEMENT
en panne

160

L'interconnexion haute
disponibilité (HA) est en
panne. Risque
d’interruption de service
lorsque le basculement
n’est pas disponible.

Les actions correctives
dépendent du nombre et
du type de liens
d’interconnexion HA pris
en charge par la plate-
forme, ainsi que de la
raison pour laquelle
I'interconnexion est en
panne. Si les liens sont
interrompus : vérifiez que
les deux contréleurs de la
paire HA sont
opérationnels. Pour les
liaisons connectées en
externe, assurez-vous que
les cables
d’interconnexion sont
correctement connectés et
que les connecteurs a
petit facteur de forme
(SFP), le cas échéant,
sont correctement
installés sur les deux
contrdleurs. Pour les liens
connectés en interne,
désactivez et réactivez les
liens, 'un aprés l'autre, en
utilisant les commandes «
ic link off » et « ic link on
». Si les liens sont
désactivés, activez-les en
utilisant la commande « ic
link on ». Si un pair n’est
pas connecté, désactivez
et réactivez les liens, l'un
apres l'autre, en utilisant
les commandes « ic link
off » et « ic link on ».
Contactez le support
technique NetApp si le
probléme persiste.



Nombre maximal de
sessions CVO par
utilisateur dépassé

AVERTISSEMENT

Vous avez dépassé le
nombre maximal de
sessions autorisées par
utilisateur sur une
connexion TCP. Toute
demande d’établissement
d’une session sera
refusée jusqu’a ce que
certaines sessions soient
libérées.

Effectuez les actions
correctives suivantes :
inspectez toutes les
applications qui
s’exécutent sur le client et
fermez celles qui ne
fonctionnent pas
correctement.
Redémarrez le client.
Vérifiez si le probleme est
causeé par une application
nouvelle ou existante : si
I’application est nouvelle,
définissez un seuil plus
élevé pour le client en
utilisant la commande

« cifs option modify -max
-opens-same-file-per
-tree ». Dans certains cas,
les clients fonctionnent
comme prévu, mais
nécessitent un seuil plus
élevé. Vous devez
disposer de priviléges
avanceés pour définir un
seuil plus élevé pour le
client. Si le probleme est
causeé par une application
existante, il peut y avoir
un probléme avec le
client. Contactez le
support technique NetApp
pour plus d’informations
ou d’assistance.
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Conflit de nom NetBIOS
CVvVO

Pool de stockage CVO
NFSv4 épuisé

Panique du nceud CVO

162

CRITIQUE

CRITIQUE

AVERTISSEMENT

Le service de noms
NetBIOS a recu une
réponse négative a une
demande
d’enregistrement de nom,
provenant d’'une machine
distante. Cela est
généralement di a un
conflit dans le nom
NetBIOS ou dans un alias.
Par conséquent, les
clients risquent de ne pas
pouvoir accéder aux
données ou de se
connecter au bon nceud
de service de données
dans le cluster.

Un pool de stockage
NFSv4 a été épuisé.

Cet événement est émis
lorsqu’une panique se
produit

Effectuez I'une des
actions correctives
suivantes : S'il existe un
conflit dans le nom
NetBIOS ou un alias,
effectuez 'une des
opérations suivantes :
Supprimez I'alias NetBIOS
en double a l'aide de la
commande « vserver cifs
delete -aliases alias
-vserver vserver ».
Renommez un alias
NetBIOS en supprimant le
nom en double et en
ajoutant un alias avec un
nouveau nom a l'aide de
la commande « vserver
cifs create -aliases alias
-vserver vserver ». S'il n’y
a pas d’alias configuré et
qu'’il y a un conflit dans le
nom NetBIOS, renommez
le serveur CIFS en
utilisant les commandes «
vserver cifs delete
-vserver vserver » et «
vserver cifs create -cifs
-server netbiosname ».
REMARQUE : la
suppression d’un serveur
CIFS peut rendre les
données inaccessibles.
Supprimez le nom
NetBIOS ou renommez le
NetBIOS sur la machine
distante.

Si le serveur NFS ne
répond pas pendant plus
de 10 minutes apres cet
événement, contactez le
support technique NetApp

Contactez le support client
NetApp .



Faible volume d’espace = CRITIQUE
racine du nceud CVO

Partage administratif CRITIQUE

inexistant du CVO

Hoéte du magasin d’objets CRITIQUE
CVO non résoluble

LIF intercluster du CRITIQUE
magasin d’objets CVO en

panne

Le systeme a détecté que
le volume racine est
dangereusement bas en
termes d’espace. Le
noeud n’est pas
entierement opérationnel.
Les LIF de données
peuvent avoir basculé au
sein du cluster, ce qui
limite 'acces NFS et CIFS
sur le nceud. La capacité
administrative est limitée
aux procédures de
récupération locales
permettant au nceud de
libérer de I'espace sur le
volume racine.

Probléme Vscan : un
client a tenté de se
connecter a un partage
ONTAP_ADMIN$
inexistant.

Le nom d’héte du serveur
de magasin d’objets ne
peut pas étre résolu en
une adresse IP. Le client
du magasin d’objets ne
peut pas communiquer
avec le serveur du
magasin d’objets sans
résoudre une adresse IP.
Par conséquent, les
données peuvent étre
inaccessibles.

Le client du magasin
d’objets ne trouve pas de
LIF opérationnel pour
communiquer avec le
serveur du magasin
d’objets. Le nceud
n’autorisera pas le trafic
client du magasin d’objets
tant que le LIF intercluster
ne sera pas opérationnel.
Par conséquent, les
données peuvent étre
inaccessibles.

Effectuez les actions
correctives suivantes :
libérez de I'espace sur le
volume racine en
supprimant les anciennes
copies Snapshot, en
supprimant les fichiers
dont vous n’avez plus
besoin du répertoire
/mroot ou en augmentant
la capacité du volume
racine. Redémarrez le
controleur. Contactez le
support technique NetApp
pour plus d’informations
ou d’assistance.

Assurez-vous que Vscan
est activé pour I'lD SVM
mentionné. L’activation de
Vscan sur un SVM
entraine la création
automatique du partage
ONTAP_ADMINS pour le
SVM.

Vérifiez la configuration
DNS pour vérifier que le
nom d’héte est
correctement configuré
avec une adresse IP.

Effectuez les actions
correctives suivantes :
Vérifiez I'état LIF
intercluster a l'aide de la
commande « network
interface show -role
intercluster ». Vérifiez que
le LIF intercluster est
correctement configuré et
opérationnel. Si un LIF
intercluster n’est pas
configuré, ajoutez-le a
l'aide de la commande «
network interface create
-role intercluster ».
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Non-concordance des CRITIQUE

signatures du magasin
d’objets CVO

Mémoire du moniteur QoS CRITIQUE
CVO au maximum
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La signature de la
demande envoyée au
serveur de magasin
d’objets ne correspond
pas a la signature
calculée par le client. Par
conséquent, les données
peuvent étre
inaccessibles.

La mémoire dynamique
du sous-systeme QoS a
atteint sa limite pour le
matériel de la plate-forme
actuelle. Certaines
fonctionnalités QoS
peuvent fonctionner avec
une capacité limitée.

Vérifiez que la clé d’acces
secrete est correctement
configurée. S’il est
configuré correctement,
contactez le support
technique NetApp pour
obtenir de l'aide.

Supprimez certaines
charges de travail ou flux
actifs pour libérer de la
mémoire. Utilisez la
commande « statistics
show -object workload
-counter ops » pour
déterminer quelles
charges de travail sont
actives. Les charges de
travail actives affichent
des opérations non nulles.
Utilisez ensuite la
commande « workload
delete <workload_name>
» plusieurs fois pour
supprimer des charges de
travail spécifiques. Vous
pouvez également utiliser
la commande « stream
delete -workload <nom de
la charge de travail> * »
pour supprimer les flux
associés de la charge de
travail active.



Délai d’expiration de CVO CRITIQUE
READDIR

Une opération de fichier
READDIR a dépassé le
délai d’exécution autorisé
dans WAFL. Cela peut
étre d0 a des répertoires
trés volumineux ou peu
nombreux. Des mesures
correctives sont
recommandées.

Effectuez les actions
correctives suivantes :
recherchez des
informations spécifiques
aux répertoires récents
dont les opérations de
fichier READDIR ont
expiré en utilisant la
commande CLI nodeshell
de privilege « diag »
suivante : wafl readdir
notice show. Vérifiez si les
répertoires sont indiqués
comme clairsemés ou
non : si un répertoire est
indiqué comme clairsemé,
il est recommandé de
copier le contenu du
répertoire dans un
nouveau répertoire pour
supprimer la clairsemée
du fichier de répertoire. Si
un répertoire n’est pas
indiqué comme clairsemé
et que le répertoire est
volumineux, il est
recommandeé de réduire la
taille du fichier de
répertoire en réduisant le
nombre d’entrées de
fichier dans le répertoire.
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Echec de la relocalisation CRITIQUE

du pool de stockage CVO

Echec de la copie fantéme CRITIQUE

CVO
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Cet événement se produit
lors du déplacement d’'un
agrégat, lorsque le nceud

Effectuez les actions
correctives suivantes :
Vérifiez que votre LIF

de destination ne peut pas intercluster est en ligne et

atteindre les magasins
d’objets.

Une opération de service
de sauvegarde et de
restauration de Volume
Shadow Copy Service
(VSS) de Microsoft Server
a échoué.

fonctionnel a I'aide de la
commande « network
interface show ». Vérifiez
la connectivité réseau au
serveur de magasin
d’objets en utilisant la
commande « ping » sur le
LIF intercluster du nceud
de destination. Vérifiez
que la configuration de
votre magasin d’objets n’a
pas changé et que les
informations de connexion
et de connectivité sont
toujours exactes a l'aide
de la commande

« aggregate object-store
config show ». Vous
pouvez également
remplacer 'erreur en
utilisant le paramétre «
override-destination-
checks » de la commande
de relocalisation.
Contactez le support
technique NetApp pour
plus d’informations ou
d’assistance.

Vérifiez les éléments
suivants a l'aide des
informations fournies dans
le message d’événement :
la configuration de la
copie fantéme est-elle
activée ? Les licences
appropriées sont-elles
installées ? Sur quelles
actions I'opération de
cliché instantané est-elle
effectuée ? Le nom de
I'action est-il correct ? Le
chemin de partage existe-
t-il ? Quels sont les états
de 'ensemble de copies
fantdmes et de ses copies
fantbmes ?



L’arrét de la machine INFO

virtuelle de stockage CVO

a réussi

CVO Trop AVERTISSEMENT

d’authentification CIFS

Disques non attribués INFO
CVO

Acces utilisateur non AVERTISSEMENT
autorisé CVO au partage

administrateur

Ce message s’affiche
lorsqu’une opération
« vserver stop » réussit.

De nombreuses
négociations
d’authentification ont eu
lieu simultanément. Il y a
256 demandes de
nouvelles sessions
incomplétes de ce client.

Le systéme posséde des
disques non attribués : la
capacité est gaspillée et
votre systeme peut étre
soumis a une mauvaise
configuration ou a une
modification partielle de la
configuration.

Un client a tenté de se
connecter au partage
privilégié
ONTAP_ADMIN$ méme si
son utilisateur connecté
n’est pas un utilisateur
autorisé.

Utilisez la commande
« vserver start » pour
démarrer 'accés aux
données sur une machine
virtuelle de stockage.

Recherchez pourquoi le
client a créé 256
nouvelles demandes de
connexion ou plus. Vous
devrez peut-étre contacter
le fournisseur du client ou
de I'application pour
déterminer pourquoi
I'erreur s’est produite.

Effectuez les actions
correctives suivantes :
déterminez quels disques
ne sont pas attribués a
I'aide de la commande

« disk show -n ». Affectez
les disques a un systéme
en utilisant la commande
« disk assign ».

Effectuez les actions
correctives suivantes :
assurez-vous que le nom
d’utilisateur et 'adresse IP
mentionnés sont
configurés dans I'un des
pools de scanners Vscan
actifs. Vérifiez la
configuration du pool de
scanners actuellement
active a l'aide de la
commande « vserver
vscan scanner pool show-
active ».
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Virus CVO détecté AVERTISSEMENT
Volume CVO hors ligne INFO
Volume CVO restreint INFO

Retour en haut

Un serveur Vscan a
signalé une erreur au
systeme de stockage.
Cela indique
généralement qu’un virus
a eté détecté. Cependant,
d’autres erreurs sur le
serveur Vscan peuvent
provoquer cet événement.
L'acceés du client au fichier
est refusé. Le serveur
Vscan peut, selon ses
parameétres et sa
configuration, nettoyer le
fichier, le mettre en
quarantaine ou le
supprimer.

Ce message indique
qu’un volume est mis hors
ligne.

Cet événement indique
qu’un volume flexible est
rendu restreint.

Moniteurs de journaux médiateurs SnapMirror for Business Continuity (SMBC)

Nom du moniteur Gravité
Ajout du médiateur INFO
ONTAP

Médiateur ONTAP non CRITIQUE

accessible

Suppression du médiateur INFO
ONTAP
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Description du moniteur

Ce message s’affiche
lorsque ONTAP Mediator
est ajouté avec succes sur
un cluster.

Ce message s’affiche
lorsque le médiateur
ONTAP est réutilisé ou
que le package Médiateur
n’est plus installé sur le
serveur Médiateur. Par
conséquent, le
basculement de
SnapMirror n’est pas
possible.

Ce message s’affiche
lorsque ONTAP Mediator
est supprimé avec succes
d’un cluster.

Vérifiez le journal du
serveur Vscan signalé
dans I'événement « syslog
» pour voir s’il a réussi a
nettoyer, mettre en
quarantaine ou supprimer
le fichier infecté. Si cela
n’est pas possible, un
administrateur systéme
devra peut-étre supprimer
manuellement le fichier.

Remettez le volume en
ligne.

Remettez le volume en
ligne.

Action corrective

Aucune

Supprimez la
configuration du
médiateur ONTAP actuel
a l'aide de la commande «
snapmirror mediator
remove ». Reconfigurez
'acces au médiateur
ONTAP a l'aide de la
commande « snapmirror
mediator add ».

Aucune



Médiateur ONTAP
inaccessible

Le certificat SMBC CA a
expiré

Expiration du certificat
SMBC CA

AVERTISSEMENT

CRITIQUE

AVERTISSEMENT

Ce message s’affiche
lorsque le médiateur
ONTAP est inaccessible
sur un cluster. Par
conséquent, le
basculement de
SnapMirror n’est pas
possible.

Ce message s’affiche
lorsque le certificat de
l'autorité de certification
(CA) ONTAP Mediator a
expiré. Par conséquent,
toute communication
ultérieure avec le
meédiateur de ONTAP ne
sera plus possible.

Ce message s’affiche
lorsque le certificat de
I'autorité de certification
(CA) ONTAP Mediator doit
expirer dans les 30
prochains jours.

Vérifiez la connectivité
réseau au médiateur
ONTAP en utilisant les
commandes « network
ping » et « network
traceroute ». Si le
probléme persiste,
supprimez la configuration
du médiateur ONTAP
actuel a I'aide de la
commande « snapmirror
mediator remove ».
Reconfigurez I'accés au
médiateur ONTAP a l'aide
de la commande «
shapmirror mediator add
».

Supprimez la
configuration du
médiateur ONTAP actuel
a l'aide de la commande «
snapmirror mediator
remove ». Mettre a jour un
nouveau certificat CA sur
le serveur ONTAP
Mediator. Reconfigurez
I'accés au médiateur
ONTAP a l'aide de la
commande « snapmirror
mediator add ».

Avant I'expiration de ce
certificat, supprimez la
configuration du
médiateur ONTAP actuel
a l'aide de la commande «
snapmirror mediator
remove ». Mettre a jour un
nouveau certificat CA sur
le serveur ONTAP
Mediator. Reconfigurez
'acces au médiateur
ONTAP a l'aide de la
commande « snapmirror
mediator add ».
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Certificat client SMBC CRITIQUE

expiré

Expiration du certificat AVERTISSEMENT
client SMBC

Relation SMBC CRITIQUE

désynchronisée
Remarque : UM n’a pas
celui-ci
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Ce message s’affiche
lorsque le certificat client

ONTAP Mediator a expiré.

Par conséquent, toute
communication ultérieure
avec le médiateur de
ONTAP ne sera plus
possible.

Ce message s’affiche
lorsque le certificat client
ONTAP Mediator doit
expirer dans les 30
prochains jours.

Ce message s’affiche
lorsqu’une relation
SnapMirror for Business
Continuity (SMBC)
change de statut de «
synchronisé » a «
désynchronisé ». En
raison de ce RPO=0, la
protection des données
sera perturbée.

Supprimez la
configuration du
médiateur ONTAP actuel
a l'aide de la commande «
snapmirror mediator
remove ». Reconfigurez
'accés au médiateur
ONTAP a l'aide de la
commande « snapmirror
mediator add ».

Avant I'expiration de ce
certificat, supprimez la
configuration du
meédiateur ONTAP actuel
a l'aide de la commande «
snapmirror mediator
remove ». Reconfigurez
'accés au médiateur
ONTAP a l'aide de la
commande « shapmirror
mediator add ».

Vérifiez la connexion
réseau entre les volumes
source et de destination.
Surveillez I'état de la
relation SMBC en utilisant
la commande «
snapmirror show » sur la
destination et en utilisant
la commande «
snapmirror list-
destinations » sur la
source. La
resynchronisation
automatique tentera de
ramener la relation a I'état
« synchronisé ». Si la
resynchronisation échoue,
vérifiez que tous les
noeuds du cluster sont en
quorum et sont sains.



Certificat du serveur
SMBC expiré

Expiration du certificat du AVERTISSEMENT

serveur SMBC

Retour en haut

CRITIQUE

Ce message s’affiche
lorsque le certificat du
serveur ONTAP Mediator
a expiré. Par conséquent,
toute communication
ultérieure avec le
meédiateur de ONTAP ne
sera plus possible.

Ce message s’affiche
lorsque le certificat du
serveur ONTAP Mediator
doit expirer dans les 30
prochains jours.

Moniteurs d’alimentation, de pulsation et de systéme divers supplémentaires

Nom du moniteur

Découverte d’'une
alimentation pour étagére
a disques

Etagéres de disques
Alimentation retirée

Gravité

INFORMATIF

INFORMATIF

Commutation automatique CRITIQUE

non planifiée de
MetroCluster désactivée

Description du moniteur

Ce message s’affiche
lorsqu’un bloc
d’alimentation est ajouté a
I'étagere de disques.

Ce message s’affiche
lorsqu’un bloc
d’alimentation est retiré de
I'étagére de disque.

Ce message s’affiche
lorsque la fonction de
basculement automatique
non planifié est
désactivée.

Supprimez la
configuration du
médiateur ONTAP actuel
a l'aide de la commande «
snapmirror mediator
remove ». Mettre a jour un
nouveau certificat de
serveur sur le serveur
ONTAP Mediator.
Reconfigurez I'acces au
meédiateur ONTAP a l'aide
de la commande «
snapmirror mediator add
».

Avant I'expiration de ce
certificat, supprimez la
configuration du
médiateur ONTAP actuel
a l'aide de la commande «
snapmirror mediator
remove ». Mettre a jour un
nouveau certificat de
serveur sur le serveur
ONTAP Mediator.
Reconfigurez I'accés au
médiateur ONTAP a l'aide
de la commande «
snapmirror mediator add
».

Action corrective

AUCUN

AUCUN

Exécutez la commande

« metrocluster modify
-node-name <nodename>
-automatic-switchover
-onfailure true » pour
chaque nceud du cluster
pour activer le
basculement automatique.
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Gravité

CRITIQUE

Nom du moniteur

Pont de stockage
MetroCluster inaccessible

Température anormale du CRITIQUE
pont MetroCluster (en
dessous du seuil critique)

Température anormale du CRITIQUE
pont MetroCluster

(supérieure au seulil

critique)

L’agrégat MetroCluster AVERTISSEMENT

laissé pour compte
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Description du moniteur

Le pont de stockage n’est
pas accessible via le
réseau de gestion

Le capteur sur le pont
Fibre Channel signale une
température inférieure au
seuil critique.

Le capteur sur le pont
Fibre Channel signale une
température supérieure au
seuil critique.

L’agrégat a été laissé sur
place lors du virage.

Action corrective

1) Si le pont est surveillé
par SNMP, vérifiez que le
LIF de gestion des nceuds
est actif a 'aide de la
commande « network
interface show ». Vérifiez
que le pont est actif en
utilisant la commande

« network ping ». 2) Si le
pont est surveillé en
bande, vérifiez le cablage
de la structure vers le
pont, puis vérifiez que le
pont est sous tension.

1) Vérifiez I'état de
fonctionnement des
ventilateurs sur le pont de
stockage. 2) Vérifiez que
le pont fonctionne dans
les conditions de
température
recommandées.

1) Vérifiez I'état de
fonctionnement du
capteur de température du
chassis sur le pont de
stockage a l'aide de la
commande « storage
bridge show -cooling ». 2)
Vérifiez que le pont de
stockage fonctionne dans
les conditions de
température
recommandées.

1) Vérifiez I'état agrégé en
utilisant la commande «
aggr show ». 2) Si
I'agrégat est en ligne,
restituez-le a son
propriétaire d’origine en
utilisant la commande «
metrocluster switchback ».



Nom du moniteur

Tous les liens entre les
partenaires du
Metrocluster sont
interrompus

Les partenaires de
MetroCluster ne sont pas
joignables via le réseau
de peering

Gravité

CRITIQUE

CRITIQUE

Description du moniteur

Les adaptateurs
d’interconnexion RDMA et
les LIF intercluster ont des
connexions rompues avec
le cluster appairé ou le
cluster appairé est en
panne.

La connectivité au cluster
homologue est
interrompue.

Action corrective

1) Assurez-vous que les
LIF interclusters sont
opérationnels. Réparez
les LIF interclusters s'ils
sont en panne. 2) Vérifiez
que le cluster appairé est
opérationnel a I'aide de la
commande « cluster peer
ping ». Consultez le Guide
de récupération apres
sinistre de MetroCluster si
le cluster appairé est en
panne. 3) Pour le fabric
MetroCluster, veérifiez que
les ISL du fabric back-end
sont opérationnels.
Réparez les ISL du tissu
back-end s’ils sont en
panne. 4) Pour les
configurations
MetroCluster non fabric,
vérifiez que le cablage est
correct entre les
adaptateurs
d’interconnexion RDMA.
Reconfigurez le cablage si
les liaisons sont coupées.

1) Assurez-vous que le
port est connecté au bon
réseau/commutateur. 2)
Assurez-vous que le LIF
intercluster est connecté
au cluster homologue. 3)
Assurez-vous que le
cluster appairé est
opérationnel en utilisant la
commande « cluster peer
ping ». Consultez le Guide
de récupération apres
sinistre de MetroCluster si
le cluster appairé est en
panne.
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Gravité

CRITIQUE

Nom du moniteur

Toutes les liaisons du
commutateur
MetroCluster Inter sont
interrompues

Liaison SAS entre le AVERTISSEMENT
nosud MetroCluster et la
pile de stockage

interrompue

Les liens initiateurs de CRITIQUE
MetroClusterFC sont hors

service

Liaison d’interconnexion  CRITIQUE

FC-VI interrompue
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Description du moniteur Action corrective

Toutes les liaisons inter-
commutateurs (ISL) sur le
commutateur de stockage
sont hors service.

L'adaptateur SAS ou son
cable connecté peut étre
en cause.

L’adaptateur initiateur FC
est en cause.

Le lien physique sur le
port FC-VI est hors ligne.

1) Réparez les ISL de la
structure principale sur le
commutateur de stockage.
2) Assurez-vous que le
commutateur partenaire
est activé et que ses ISL
sont opérationnels. 3)
Assurez-vous que les
équipements
intermédiaires, tels que
les périphériques xXWDM,
sont opérationnels.

1. Vérifiez que
'adaptateur SAS est en
ligne et en cours
d’exécution. 2. Vérifiez
que la connexion du cable
physique est sécurisée et
fonctionnelle, et
remplacez le cable si
nécessaire. 3. Si
'adaptateur SAS est
connecté a des étagéres
de disques, assurez-vous
que les IOM et les disques
sont correctement
installés.

1. Assurez-vous que le
lien initiateur FC n’a pas
été altéré. 2. Vérifiez I'état
opérationnel de
I'adaptateur initiateur FC a
I'aide de la commande «
system node run -node
local -command storage
show adapter ».

1. Assurez-vous que la
liaison FC-VI n’a pas été
altéré. 2. Vérifiez que
I'état physique de
I'adaptateur FC-VI est «
Up » en utilisant la
commande « metrocluster
interconnect adapter show
». 3. Si la configuration
inclut des commutateurs
fabric, assurez-vous qu'ils
sont correctement cablés
et configurés.



Gravité

AVERTISSEMENT

Nom du moniteur

Disques de rechange
MetroCluster abandonnés

Port du pont de stockage CRITIQUE
MetroCluster en panne

Panne des ventilateurs du CRITIQUE
commutateur de stockage
MetroCluster

Commutateur de stockage CRITIQUE
MetroCluster inaccessible

Description du moniteur Action corrective

Le disque de rechange a
été laissé sur place lors
du changement de
direction.

Le port sur le pont de
stockage est hors ligne.

Le ventilateur du
commutateur de stockage
est tombé en panne.

Le commutateur de
stockage n’est pas
accessible via le réseau
de gestion.

Si le disque n’est pas
défectueux, restituez-le a
son propriétaire d’origine
en utilisant la commande
« metrocluster switchback
».

1) Vérifiez I'état
opérationnel des ports sur
le pont de stockage en
utilisant la commande

« storage bridge show
-ports ». 2) Vérifiez la
connectivité logique et
physique au port.

1) Assurez-vous que les
ventilateurs du
commutateur fonctionnent
correctement en utilisant
la commande « storage
switch show -cooling ». 2)
Assurez-vous que les
FRU du ventilateur sont
correctement insérés et
opérationnels.

1) Assurez-vous que le
LIF de gestion des nceuds
est actif en utilisant la
commande « network
interface show ». 2)
Assurez-vous que le
commutateur est actif en
utilisant la commande «
network ping ». 3)
Assurez-vous que le
commutateur est
accessible via SNMP en
vérifiant ses parametres
SNMP aprés vous étre
connecté au commutateur.
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Nom du moniteur

Panne d’alimentation du
commutateur
MetroCluster

Défaillance des capteurs
de température du
commutateur
MetroCluster

Gravité

CRITIQUE

CRITIQUE

Température anormale du CRITIQUE

commutateur
MetroCluster
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Description du moniteur

Un bloc d’alimentation sur
le commutateur de
stockage n’est pas
opérationnel.

Le capteur du
commutateur Fibre
Channel est tombé en
panne.

Le capteur de température
du commutateur Fibre
Channel a signalé une
température anormale.

Action corrective

1) Vérifiez les détails de
I'erreur en utilisant la
commande « storage
switch show -error -switch
-name <swtich name> ».
2) Identifiez le bloc
d’alimentation défectueux
en utilisant la commande
« storage switch show
-power -switch-name
<switch name> ». 3)
Assurez-vous que le bloc
d’alimentation est
correctement inséré dans
le chassis du
commutateur de stockage
et qu’il est entierement
opérationnel.

1) Vérifiez I'état de
fonctionnement des
capteurs de température
sur le commutateur de
stockage en utilisant la
commande « storage
switch show -cooling ». 2)
Vérifiez que le
commutateur fonctionne
dans les conditions de
température
recommandées.

1) Vérifiez I'état de
fonctionnement des
capteurs de température
sur le commutateur de
stockage en utilisant la
commande « storage
switch show -cooling ». 2)
Vérifiez que le
commutateur fonctionne
dans les conditions de
température
recommandées.



Nom du moniteur

Battement de coeur du
processeur de service
manqué

Arrét du battement de
cceur du processeur de
service

Gravité

INFORMATIF

AVERTISSEMENT

Description du moniteur

Ce message s’affiche
lorsque ONTAP ne regoit
pas le signal « pulsation »
attendu du processeur de
service (SP).
Parallélement a ce
message, les fichiers
journaux du SP seront
envoyés pour débogage.
ONTAP réinitialisera le SP
pour tenter de restaurer la
communication. Le SP
sera indisponible pendant
deux minutes maximum

pendant son redémarrage.

Ce message s’affiche
lorsque ONTAP ne recoit
plus de pulsations du
processeur de service
(SP). Selon la conception
mateérielle, le systeme
peut continuer a fournir
des données ou décider
de s’arréter pour éviter
toute perte de données ou
tout dommage matériel.
Le systéme continue de
fournir des données, mais
comme le SP ne
fonctionne peut-étre pas,
le systeme ne peut pas
envoyer de notifications
d’appareils en panne,
d’erreurs de démarrage
ou d’erreurs de test
automatique de mise sous
tension (POST) du
micrologiciel ouvert
(OFW). Si votre systeme
est configuré pour le faire,
il génére et transmet un
message AutoSupport (ou
« appel a domicile ») au
support technique NetApp
et aux destinations
configurées. La livraison
réussie d’'un message
AutoSupport améliore
considérablement la
détermination et la
résolution des problémes.

Action corrective

Contactez le support
technique NetApp .

Si le systéme s’est arréte,
essayez un cycle
d’alimentation dur : retirez
le contréleur du chéassis,
remettez-le en place, puis
rallumez le systeme.
Contactez le support
technique NetApp si le
probléme persiste aprés le
cycle d’alimentation ou
pour toute autre condition
pouvant nécessiter une
attention particuliére.
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Retour en haut

Plus d’informations

 "Affichage et suppression des alertes"

Notifications Webhook

Notification a I’aide de Webhooks

Les webhooks permettent aux utilisateurs d’envoyer des notifications d’alerte a diverses
applications a 'aide d’'un canal webhook personnalisé.

De nombreuses applications commerciales prennent en charge les webhooks comme interface d’entrée
standard, par exemple : Slack, PagerDuty, Teams et Discord prennent tous en charge les webhooks. En
prenant en charge un canal webhook générique et personnalisable, Data Infrastructure Insights peut prendre
en charge bon nombre de ces canaux de diffusion. Des informations sur les webhooks peuvent étre trouvées
sur ces sites Web d’application. Par exemple, Slack fournit"ce guide utile" .

Vous pouvez créer plusieurs canaux webhook, chaque canal ciblant un objectif différent ; applications
distinctes, destinataires différents, etc.

L'instance de canal webhook est composée des éléments suivants :

Nom Nom unique

URL URL cible du webhook, y compris le préfixe http.// ou
https:// ainsi que les paramétres d’'URL

Méthode GET, POST - La valeur par défaut est POST

En-téte personnalisé Spécifiez ici toutes les lignes d’en-téte personnalisées

Corps du message Mettez le corps de votre message ici

Parametres d’alerte par défaut Répertorie les paramétres par défaut du webhook

Paramétres et secrets personnalisés Les parameétres et secrets personnalisés vous

permettent d’ajouter des parametres uniques et des
éléments sécurisés tels que des mots de passe

Créer un Webhook

Pour créer un webhook Data Infrastructure Insights , accédez a Admin > Notifications et sélectionnez 'onglet
Webhooks.

L'image suivante montre un exemple de webhook configuré pour Slack :
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Edit a Webhook

Name

Slack Test

Template Type

Slack v

URL

hitps:/ hooks.slack.com/services/<token=

Method
FOST -

Custom Header

Content-Type: application/json
Accept: application/json

b

Message Body

"blocks":[

"type™: "saction",
"t "]
"type":"mrkdwn",
"taxt";"*Cloud Insights Alert - 2c%alertid %
Sevarity - *%severity20e™"
¥ .

L5 )
r £

Cancel ‘ ‘ Test Webhook Save Webhook

Saisissez les informations appropriées pour chacun des champs et cliquez sur « Enregistrer » lorsque vous
avez terminé.

Vous pouvez également cliquer sur le bouton « Tester le Webhook » pour tester la connexion. Notez que cela
enverra le « Corps du message » (sans substitutions) a I'URL définie selon la méthode sélectionnée.

Les webhooks Data Infrastructure Insights comprennent un certain nombre de parameétres par défaut. De plus,
VOUS pouvez créer vos propres parametres ou secrets personnalisés.
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Default Alert Parameters

Name
%o%alertDescription%a%o

Ya%alertid®e%s

2% alertRelativelrl%:%

Yo%metricName%:%0
Bp%monitorMamefa’
%o%objectTypelods
Yo%oseveritydo%o
%u%alertCondition%a%
Yo%ctriggerTime%®o
Yo%etriggerTimeEpochado
So%etriggeredOn%%%
%o%valueteo

%o%cloudinsightsLogoUrl%%

Description
Alert description
AlertID

Relative URL to the Alert page. To build alert link use
hitps://%%cloudinsightsHostMame®:%%%alertRelativeUrl%%

Monitored metric

Monitor name

Monitored object type

Alert saverity level

Alert condition

Alert trigger time in GMT (Tue, 27 Oct 2020 01:20:30 GMT’)
Alert trigger time in Epoch format (milliseconds)

I

Triggered On |

L}

key:value pairs separated by commas)
Metric value that triggered the alert
Cloud Insights logo URL

Cloud Insights Hostname (concatenate with relative URL to build

g, :
%o%ecloudinsightsHostname%6% alert link]

Custom Parameters and Secrets ©

Name Value Description

Mo Data Available

Parameétres : que sont-ils et comment les utiliser ?

Les paramétres d’'alerte sont des valeurs dynamiques renseignées par alerte. Par exemple, le paramétre
%% TriggeredOn%% sera remplacé par I'objet sur lequel I'alerte a été déclenchée.

Vous pouvez ajouter n’importe quel attribut d’objet (par exemple, le nom de stockage) en tant que parametre a
un webhook. Par exemple, vous pouvez définir des parametres pour le nom du volume et le nom du stockage
dans une description de webhook comme : « Latence élevée pour le volume :

% %relatedObject.volume.name %%, Stockage : % %relatedObject.storage.name %% ».
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Notez que dans cette section, les substitutions ne sont pas effectuées lorsque vous cliquez sur le bouton
« Tester le Webhook » ; le bouton envoie une charge utile qui affiche les %% substitutions mais ne les
remplace pas par des données.

Parameétres et secrets personnalisés

Dans cette section, vous pouvez ajouter tous les parameétres personnalisés et/ou secrets que vous souhaitez.
Pour des raisons de sécurité, si un secret est défini, seul le créateur du webhook peut modifier ce canal de
webhook. Il est en lecture seule pour les autres. Vous pouvez utiliser des secrets dans les URL/en-tétes
comme %%<secret_name>%%.

Page de liste des Webhooks

Sur la page de liste des Webhooks, les champs Nom, Créeé par, Crée le, Statut, Sécurisé et Dernier
signalement sont affichés.

Choisir une notification Webhook dans un moniteur

Pour choisir la notification webhook dans un"moniteur" , allez dans Alertes > Gérer les moniteurs et
sélectionnez le moniteur souhaité ou ajoutez un nouveau moniteur. Dans la section Configurer les notifications
d’équipe, choisissez Webhook comme méthode de livraison. Sélectionnez les niveaux d’alerte (Critique,
Avertissement, Résolu), puis choisissez le webhook souhaité.

e Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Motify team on Use Webhook I

Critical, Warning, Resclved v Please Salect hd

ci-alerts-notifications-dev

ci-alerts-notifications-aa

Exemples de webhooks :

Webhooks pour"Mou" Webhooks pour"PagerDuty" Webhooks pour"Equipes" Webhooks pour'Discorde"

Exemple de webhook pour Discord

Les webhooks permettent aux utilisateurs d’envoyer des notifications d’alerte a diverses
applications a I'aide d’'un canal webhook personnalisé. Cette page fournit un exemple de
configuration de webhooks pour Discord.

@ Cette page fait référence a des instructions de tiers, qui peuvent étre sujettes a modification.
Reportez-vous a la"Documentation Discord" pour les informations les plus récentes.
Configuration de Discord :

* Dans Discord, sélectionnez le serveur, sous Canaux texte, sélectionnez Modifier le canal (icbne en forme
d’engrenage)

» Sélectionnez Intégrations > Afficher les webhooks et cliquez sur Nouveau webhook
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* Copiez 'URL du Webhook. Vous devrez coller ceci dans la configuration du webhook Data Infrastructure
Insights .

Créer un webhook Data Infrastructure Insights :

1. Dans Data Infrastructure Insights, accédez a Admin > Notifications et sélectionnez 'onglet Webhooks.
Cliquez sur +Webhook pour créer un nouveau webhook.

2. Donnez au webhook un nom significatif, tel que « Discord ».
3. Dans la liste déroulante Type de modéle, sélectionnez Discord.
4. Collez 'URL ci-dessus dans le champ URL.

Edit a Webhook

MName

Discord Webhook

Template Type

Discord -

URL

hitps://discord.com/api/webhooks/ <token string>

Method
POST b

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

-

L

"content™: null,
"embeds™: |

r
1

"color”: 3244733,
"fields™: [ -

f
i
" S nonem ~

o T IO i im Bl e = [

Cancel Test Webhook Save Webhook
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Afin de tester le webhook, remplacez temporairement la valeur de I'URL dans le corps du

@ message par n'importe quelle URL valide (telle que https:/netapp.com), puis cliquez sur le
bouton Tester le Webhook. Assurez-vous de réinitialiser le corps du message une fois le test
terminé.

Notifications via Webhook

Pour notifier des événements via un webhook, dans Data Infrastructure Insights, accédez a Alertes >
Moniteurs et cliquez sur +Moniteur pour créer un nouveau"moniteur” .

» Sélectionnez une métrique et définissez les conditions du moniteur.

» Sous Configurer les notifications d’équipe, choisissez la méthode de livraison Webhook.

» Choisissez le webhook « Discord » pour les événements souhaités (Critique, Avertissement, Résolu)

o Set up team notification(s) (alert your team via email, or Webhook)
By Webhook Notify team on Use Webhook(s) J
Critical, Warning, Resolved v Discord x>

Exemple de webhook pour PagerDuty

Les webhooks permettent aux utilisateurs d’envoyer des notifications d’alerte a diverses
applications a I'aide d’'un canal webhook personnalisé. Cette page fournit un exemple de
configuration de webhooks pour PagerDuty.

@ Cette page fait référence a des instructions de tiers, qui peuvent étre sujettes a modification.
Reportez-vous a la"Documentation de PagerDuty" pour les informations les plus récentes.

Configuration de PagerDuty :

1. Dans PagerDuty, accédez a Services > Répertoire des services et cliquez sur le bouton +Nouveau
service

2. Saisissez un Nom et sélectionnez Utiliser directement notre API. Cliquez sur Ajouter un service.
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Add a Service

A service may represent an application, component or team you wish to open incidents against
General Settings

MName

Description Add a desoription for this sarvies [ootional)

Integration Settings

Connect with one of PagerDuty's supported integratllons, or orgate a custom integration through email or APL Alsrmts fr
a saervice from & supported integration or through the Events V2 AP

You can add more then one integration to a servics, for example, one for monitoring alerts and one for change events

Integration Type @ ' Sakect a fool "

PagarDuty integrates with hundreds of tocls, inciidng moniaring
tooly tcksting Systems, code repositoriss. and deplay pipelnat
This mury ininshee configuration steps in the tood fou are intsgrating
with PagerDuty.

) Integrate via emall
If you monitorng tool can send emall, iz can integrete with
PagerDuty ubng & custom amall sddress

i Use our AP directly
If you Te WriTing your Swn InTegration, vse our Events APL More
infermation i n our Seveloper dotumantation

Evenits APl v2 v

() Don't use an integratian
If vou ondy Wit incidents 1o b manuady crearsd. You can ahways
£00 BOSDENS! INTegrations later

3. Cliquez sur I'onglet Intégrations pour voir la Clé d’intégration. VVous aurez besoin de cette clé lorsque
vous créerez le webhook Data Infrastructure Insights ci-dessous.

4. Accédez a Incidents ou Services pour afficher les alertes.

m ] T o [ R

Incidents on All Teams

F1ud cpm becadenin Al Sgar mEiseria
LW g g s
S r—— e
B A
e N S S S T [RRIFT—
L] gy ¥ e Ciutss e Bamgrd T3
gt e L T | P e L ]
” - By it i R E v S
= — - Eras LR . FESTS ~ [T
P = R b 1 e e L s el R g
v

= i -7 L L EL LB e LR BLET an [t

g - P e e T L it P Wi T

184



Créer un webhook Data Infrastructure Insights :

1. Dans Data Infrastructure Insights, accédez a Admin > Notifications et sélectionnez I'onglet Webhooks.
Cliquez sur +Webhook pour créer un nouveau webhook.

2. Donnez au webhook un nom significatif, tel que « Déclencheur PagerDuty ». Vous utiliserez ce webhook
pour les événements de niveau critique et d’avertissement.

3. Dans la liste déroulante Type de modéle, sélectionnez PagerDuty.

4. Créez un secret de paramétre personnalis€ nommeé routingKey et définissez la valeur sur la valeur
PagerDuty Integration Key ci-dessus.

Custom Parameters and Secrets ©

Name Value T Description
Bo%routingKeye%e TREEEEE
Name @ Value
routingkey
Type Description
Secret hd

Répétez ces étapes pour créer un webhook « PagerDuty Resolve » pour les événements résolus.

PagerDuty vers les Data Infrastructure Insights, cartographie des champs

Le tableau et 'image suivants montrent le mappage des champs entre PagerDuty et Data Infrastructure
Insights:

PagerDuty Data Infrastructure Insights
Touche d’alerte ID d’alerte

Source Déclenché sur

Composant Nom métrique

Groupe Type d’objet
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PagerDuty Data Infrastructure Insights

Classe Nom du moniteur

Message Body
{

"dedup_key": "% %alertld%%",
"eyent_action™: "trigger”,
"links": [
"href": "hitps://@a%cloudinsightsHostname%% et oalertRelativeUrl%a%a",
"text": ""Ho%metricMame®e®o’ value of %0%value?o (Y% 0aleriCondition%%o) for
Yotriggered On®o%"

]l

"payload": |
"class™: "M% monitorMame?.9e,
"component”: "%%metricNamea®?a”,
"group": "%%objectTypeodt”,
"severity™: "critical”,
"source™: "%SotriggeredOn®ota”,
"summary": "%a%severity®%e | %o%alertld%te | %o%triggeredOnate”

}l

"routing_key™: "%%routingkey?ata"

h

Notifications via Webhook

Pour notifier des événements via un webhook, dans Data Infrastructure Insights, accédez a Alertes >
Moniteurs et cliquez sur +Moniteur pour créer un nouveau"moniteur” .

+ Sélectionnez une métrique et définissez les conditions du moniteur.

» Sous Configurer les notifications d’équipe, choisissez la méthode de livraison Webhook.

» Choisissez le webhook « PagerDuty Trigger » pour les événements de niveau critique et d’avertissement.

* Choisissez « PagerDuty Resolve » pour les événements résolus.

o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s) 1]
Critical, Warning v PagerDuty Trigger X v

Notify team on Use Webhook(s) m]

Resolved v PagerDuty Resolve x v

186


task_create_monitor.html

La définition de notifications distinctes pour les événements déclencheurs et les événements
@ résolus est une bonne pratique, car PagerDuty gere les événements déclencheurs différemment
des événements résolus.

Exemple de webhook pour Slack

Les webhooks permettent aux utilisateurs d’envoyer des notifications d’alerte a diverses
applications a I'aide d’'un canal webhook personnalisé. Cette page fournit un exemple de
configuration de webhooks pour Slack.

@ Cette page fait référence a des instructions de tiers, qui peuvent étre sujettes a modification.
Reportez-vous a la"Documentation Slack" pour les informations les plus récentes.

Exemple de Slack :

* Aller a https://api.slack.com/apps et créez une nouvelle application. Donnez-lui un nom significatif et
sélectionnez I'espace de travail Slack.

Create a Slack App X

App Name

e.g. Super Service ‘

Don't worry; you'll be able to change this later.

Development Slack Workspace

‘ Development Slack Workspace - ‘

Your app belongs to this workspace—leaving this workspace will remove your
ability to manage this app. Unfortunately, this can't be changed later.

By creating a Web API Application, you agree to the Slack API Terms of
Service.

Cancel Create App

* Accédez a Webhooks entrants, cliquez sur Activer les Webhooks entrants, Demander a Ajouter un
nouveau Webhook et sélectionnez le canal sur lequel publier.

» Copiez 'URL du Webhook. Vous devrez coller ceci dans la configuration du webhook Data Infrastructure
Insights .
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Créer un webhook Data Infrastructure Insights :

1. Dans Data Infrastructure Insights, accédez a Admin > Notifications et sélectionnez I'onglet Webhooks.
Cliquez sur +Webhook pour créer un nouveau webhook.

2. Donnez au webhook un nom significatif, tel que « Slack Webhook ».
3. Dans la liste déroulante Type de modéle, sélectionnez Slack.
4. Collez 'URL ci-dessus dans le champ URL.

Edit a Webhook

Mame

Slack

Template Type
Slack o

URL

https://hooks.slack.com/services/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

{
"blocks":[
"type":"section",
"text":d
"type":"mrkdwn",
"text":""Cloud Insights Alert - %6%alertld%%”
Severity - "%0%severityo™"

} -

1
EL)

r /:’:

‘ Cancel H Test Webhook ‘

Notifications via Webhook

Pour notifier des événements via un webhook, dans Data Infrastructure Insights, accédez a Alertes >
Moniteurs et cliquez sur +Moniteur pour créer un nouveau"moniteur” .
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» Sélectionnez une métrique et définissez les conditions du moniteur.
» Sous Configurer les notifications d’équipe, choisissez la méthode de livraison Webhook.

» Choisissez le webhook « Slack » pour les événements souhaités (Critique, Avertissement, Résolu)
o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)

Critical, Warning, Resolved A Slack x -

Plus d’informations :

» Pour modifier le format et la mise en page du message, voir https://api.slack.com/messaging/composing

* Gestion des erreurs : https://api.slack.com/messaging/webhooks#handling_errors

Exemple de webhook pour Microsoft Teams

Les webhooks permettent aux utilisateurs d’envoyer des notifications d’alerte a diverses
applications a I'aide d’'un canal webhook personnalisé. Cette page fournit un exemple de
configuration de webhooks pour Teams.

@ Cette page fait référence a des instructions de tiers, qui peuvent étre sujettes a modification.
Reportez-vous a la"Documentation des équipes" pour les informations les plus récentes.

Configuration des équipes :

1. Dans Teams, sélectionnez le kebab et recherchez Webhook entrant.

incoming webhook Q

Incoming Webhook

1
A" .
ff?f-' Send data from a service to your Office 365 grou

2. Sélectionnez Ajouter a une équipe > Sélectionner une équipe > Configurer un connecteur.

3. Copiez 'URL du Webhook. Vous devrez coller ceci dans la configuration du webhook Data Infrastructure
Insights .

189


https://api.slack.com/messaging/composing
https://api.slack.com/messaging/webhooks#handling_errors
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook

Créer un webhook Data Infrastructure Insights :
1. Dans Data Infrastructure Insights, accédez a Admin > Notifications et sélectionnez I'onglet Webhooks.
Cliquez sur +Webhook pour créer un nouveau webhook.
2. Donnez au webhook un nom significatif, tel que « Webhook Equipes ».

3. Dans la liste déroulante Type de modéle, sélectionnez Equipes.

Edit a Webhook

Name

Teams Webhook

Template Type

Teams ¥

URL
https://netapp.webhook.office.com/webhookbl/ <token string>

Method
POST -

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

i

"@type": "MessageCard",
"@context"™: "http://schema.org/extensions’,
"themeColor™; "007607",
"summary": "Cloud Insights Alert”,
"sections”: [

|

"activityTitle™: "%0severity? | %e%alertid%% | %%triggeredOnthlt",
"activitySubtitle": "% triggerTimea®e",

“"markdown"; false,

(LI S | &~

Cancel H Test Webhook ‘ Save Webhook

1. Collez 'URL ci-dessus dans le champ URL.

Notifications via Webhook

Pour notifier des événements via un webhook, dans Data Infrastructure Insights, accédez a Alertes >
Moniteurs et cliquez sur +Moniteur pour créer un nouveau"moniteur” .
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» Sélectionnez une métrique et définissez les conditions du moniteur.
» Sous Configurer les notifications d’équipe, choisissez la méthode de livraison Webhook.

« Choisissez le webhook « Equipes » pour les événements souhaités (Critique, Avertissement, Résolu)
e Set up team notification(s) (alert your team via email, or Webhook

By Webhook Motify team on Use Webhook{s)

Critical, Warning, Resolved - Teams - Edwin % X w

Travailler avec des annotations

Définition des annotations

Lors de la personnalisation de Data Infrastructure Insights pour suivre les données en
fonction des besoins de votre entreprise, vous pouvez définir des notes spécialisées,
appelées annotations, et les attribuer a vos ressources.

Vous pouvez attribuer des annotations aux actifs avec des informations telles que la fin de vie de I'actif, le
centre de données, 'emplacement du batiment, le niveau de stockage ou le niveau de service du volume.

L 'utilisation d’annotations pour vous aider a surveiller votre environnement comprend les taches de haut
niveau suivantes :

» Création ou modification de définitions pour tous les types d’annotations.

« Affichage des pages d’actifs et association de chaque actif a une ou plusieurs annotations.

Par exemple, si un actif est loué et que le bail expire dans les deux mois, vous souhaiterez peut-étre
appliquer une annotation de fin de vie a I'actif. Cela permet d’empécher d’autres personnes d’utiliser cet
actif pendant une période prolongée.

 Création de regles pour appliquer automatiquement des annotations a plusieurs ressources du méme type.
* Filtrer les ressources par leurs annotations.
Types d’annotations par défaut

Data Infrastructure Insights fournit certains types d’annotations par défaut. Ces annotations peuvent étre
utilisées pour filtrer ou regrouper des données.

Vous pouvez associer des ressources a des types d’annotation par défaut tels que les suivants :

» Cycle de vie des actifs, comme I'anniversaire, le coucher du soleil ou la fin de vie
* Informations de localisation sur un appareil, telles qu’un centre de données, un batiment ou un étage

« Classification des actifs, par exemple par qualité (niveaux), par appareils connectés (niveau de
commutation) ou par niveau de service

« Statut, tel que chaud (utilisation élevée)

Le tableau suivant répertorie les types d’annotations fournis par Data Infrastructure Insights.
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Types d’annotations Description Type

Alias Nom convivial pour une ressource Texte

Groupe de ressources Affectation de groupe utilisée par le collecteur de données Liste

informatiques des systémes de fichiers hote et VM

Centre de données Localisation physique Liste

Chaud Appareils soumis a une utilisation intensive de maniére Booléen
réguliere ou au seuil de capacité

Remarque Commentaires associés a une ressource Test

Niveau de service Un ensemble de niveaux de service pris en charge que Liste

vous pouvez attribuer aux ressources. Fournit une liste
d’options ordonnées pour les volumes internes, qtree et
les volumes. Modifiez les niveaux de service pour définir
des politiques de performances pour différents niveaux.

Coucher de soleil Seuil défini aprés lequel aucune nouvelle allocation ne Date
peut étre effectuée sur ce périphérique. Utile pour les
migrations planifiées et autres modifications de réseau en
attente.

Niveau de commutation Options prédéfinies pour la configuration des catégories  Liste
pour les commutateurs. En régle générale, ces
désignations restent valables pendant toute la durée de
vie de I'appareil, méme si vous pouvez les modifier.
Disponible uniguement pour les commutateurs.

Etage Peut étre utilisé pour définir différents niveaux de service Liste
au sein de votre environnement. Les niveaux peuvent
définir le type de niveau, comme la vitesse nécessaire
(par exemple, or ou argent). Cette fonctionnalité est
disponible uniquement sur les volumes internes, les
gtrees, les baies de stockage, les pools de stockage et les
volumes.

Gravité de la violation Rang (par exemple, majeur) d’'une violation (par exemple, Liste
ports hétes manquants ou redondance manquante), dans
une hiérarchie de I'importance la plus élevée a la plus
faible.

Alias, Centre de données, Chaud, Niveau de service, Coucher de soleil, Niveau de

@ commutateur, Niveau et Gravité de la violation sont des annotations au niveau du systéme, que
VOUS ne pouvez pas supprimer ou renommer ; vous ne pouvez modifier que leurs valeurs
attribuées.

Créer des annotations personnalisées

A l'aide d’annotations, vous pouvez ajouter des données personnalisées spécifiques a votre entreprise qui
correspondent aux besoins de votre entreprise aux actifs. Bien que Data Infrastructure Insights fournisse un
ensemble d’annotations par défaut, vous souhaiterez peut-étre afficher les données d’autres maniéres. Les
données des annotations personnalisées complétent les données de I'appareil déja collectées, telles que le
fabricant de stockage, les volumes numériques et les statistiques de performances. Les données que vous
ajoutez a l'aide d’annotations ne sont pas découvertes par Data Infrastructure Insights.
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Etapes
1. Dans le menu Data Infrastructure Insights , cliquez sur Gérer > Annotations.

La page Annotations affiche la liste des annotations.

2. Cliquez sur +Ajouter

3. Saisissez un Nom et une Description de I'annotation.
Vous pouvez saisir jusqu’a 255 caractéres dans ces champs.

4. Cliquez sur Type, puis sélectionnez I'une des options suivantes qui représente le type de données
autorisées dans cette annotation :

Types d’annotations

* Booléen : Crée une liste déroulante avec les options « oui » et « non ». Par exemple, I'annotation
« Rattaché directement » est booléenne.

» Date : cela crée un champ qui contient une date. Par exemple, si 'annotation est une date, sélectionnez
cette option.

* Liste : crée I'un des éléments suivants :

o Une liste déroulante fixe

Lorsque d’autres attribuent ce type d’annotation sur un appareil, ils ne peuvent pas ajouter plus de
valeurs a la liste.

o Une liste déroulante flexible

Si vous sélectionnez 'option Ajouter de nouvelles valeurs a la volée lorsque vous créez cette liste,
lorsque d’autres personnes attribuent ce type d’annotation sur un appareil, elles peuvent ajouter
davantage de valeurs a la liste.

* Numeéro : crée un champ dans lequel I'utilisateur attribuant 'annotation peut saisir un numéro. Par
exemple, si le type d’annotation est « Etage », I'utilisateur peut sélectionner le type de valeur « numéro » et
saisir le numeéro de I'étage.

» Texte : crée un champ qui autorise le texte libre. Par exemple, vous pouvez saisir « Langue » comme type
d’annotation, sélectionner « Texte » comme type de valeur et saisir une langue comme valeur.

Aprés avoir défini le type et enregistré vos modifications, vous ne pouvez pas modifier le type de
I'annotation. Si vous devez modifier le type, vous devez supprimer I'annotation et en créer une
nouvelle.

1. Si vous sélectionnez Liste comme type d’annotation, procédez comme suit :

a. Sélectionnez Ajouter de nouvelles valeurs a la volée si vous souhaitez pouvoir ajouter davantage de
valeurs a I'annotation lorsque vous étes sur une page d’actif, ce qui crée une liste flexible.

Par exemple, supposons que vous étes sur une page d’actif et que I'actif comporte I'annotation Ville
avec les valeurs Détroit, Tampa et Boston. Si vous avez sélectionné I'option Ajouter de nouvelles
valeurs a la volée, vous pouvez ajouter des valeurs supplémentaires a la ville comme San Francisco
et Chicago directement sur la page de I'actif au lieu de devoir accéder a la page Annotations pour les
ajouter. Si vous ne choisissez pas cette option, vous ne pouvez pas ajouter de nouvelles valeurs
d’annotation lors de I'application de I'annotation ; cela crée une liste fixe.

193



b. Saisissez une valeur et une description dans les champs Valeur et Description.
c. Cliquez sur Ajouter pour ajouter des valeurs supplémentaires.
d. Cliquez sur I'icone Corbeille pour supprimer une valeur.

2. Cliquez sur Enregistrer

Vos annotations apparaissent dans la liste sur la page Annotations.

Remarque sur les annotations booléennes

Lors du filtrage sur une annotation booléenne, les valeurs suivantes peuvent vous étre présentées sur
lesquelles filtrer :

* Tout : cela renverra tous les résultats, y compris les résultats définis sur « Oui », « Non » ou pas définis du
tout.

* Oui : renvoie uniquement les résultats « Oui ». Notez que DIl affiche « Oui » comme coche dans la plupart
des tableaux. Les valeurs peuvent étre définies sur « Vrai », « Activé », etc. DIl traite toutes ces valeurs
comme « Oui ».

* Non : renvoie uniquement les résultats « Non ». Notez que DIl affiche « Non » sous la forme d’'un « X »
dans la plupart des tableaux. Les valeurs peuvent étre définies sur « Faux », « Désactivé », etc. DIl traite
toutes ces valeurs comme « Non ».

« Aucun : renvoie uniquement les résultats pour lesquels I'annotation n’a pas été définie du tout. Egalement
appelées valeurs « nulles ».

Apreés avoir terminé

Dans linterface utilisateur, 'annotation est immédiatement disponible pour utilisation.

Utilisation des annotations

Vous créez des annotations et les attribuez aux ressources que vous surveillez. Les
annotations sont des notes qui fournissent des informations sur un actif, telles que
'emplacement physique, la fin de vie, le niveau de stockage ou les niveaux de service de
volume.

Définition des annotations

A 'aide d’annotations, vous pouvez ajouter des données personnalisées spécifiques & votre entreprise qui
correspondent aux besoins de votre entreprise aux actifs. Bien que Data Infrastructure Insights fournisse un
ensemble d’annotations par défaut, telles que le cycle de vie de I'actif (anniversaire ou fin de vie),
'emplacement du batiment ou du centre de données et le niveau, vous souhaiterez peut-étre afficher les
données d’autres maniéres.

Les données des annotations personnalisées complétent les données de I'appareil déja collectées, telles que
le fabricant du commutateur, le nombre de ports et les statistiques de performances. Les données que vous
ajoutez a I'aide d’annotations ne sont pas découvertes par Data Infrastructure Insights.

Avant de commencer

« Enumérez toute terminologie industrielle & laquelle les données environnementales doivent étre associées.
« Lister la terminologie de I'entreprise a laquelle les données d’environnement doivent étre associées.

* Identifiez tous les types d’annotations par défaut que vous pourriez étre en mesure d'utiliser.
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« |Identifiez les annotations personnalisées que vous devez créer. Vous devez créer 'annotation avant de
pouvoir l'attribuer a un actif.

Utilisez les étapes suivantes pour créer une annotation.

Etapes
1. Dans le menu Data Infrastructure Insights , cliquez sur Observabilité > Enrichir > Annotations
2. Cliquez sur + Annotation pour créer une nouvelle annotation.
3. Saisissez un nom, une description et un type pour la nouvelle annotation.
Par exemple, saisissez ce qui suit pour créer une annotation de texte qui définit 'emplacement physique
d’un actif dans le centre de données 4 :
o Saisissez un nom pour I'annotation, par exemple « Emplacement »

o Saisissez une description de ce que décrit 'annotation, par exemple « L'emplacement physique est le
centre de données 4 »

o Saisissez le « type » d’annotation, par exemple « Texte ».

Attribution manuelle d’annotations aux ressources

L’attribution d’annotations aux ressources vous aide a trier, regrouper et générer des rapports sur les
ressources de maniére pertinente pour votre entreprise. Bien que vous puissiez attribuer automatiquement des
annotations a des ressources d’un type particulier a I'aide de regles d’annotation, vous pouvez attribuer des
annotations a une ressource individuelle a I'aide de sa page de ressource.

Avant de commencer

* Vous devez avoir créé I'annotation que vous souhaitez attribuer.

Etapes
1. Connectez-vous a votre environnement Data Infrastructure Insights .
2. Localisez I'actif auquel vous souhaitez appliquer I'annotation.

> Vous pouvez localiser des actifs en effectuant une requéte, en choisissant parmi un widget de tableau
de bord ou en effectuant une recherche. Lorsque vous avez localisé I'actif souhaité, cliquez sur le lien
pour ouvrir la page de destination de I'actif.

Sur la page de I'actif, dans la section Données utilisateur, cliquez sur + Annotation.
La boite de dialogue Ajouter une annotation s’affiche.

Sélectionnez une annotation dans la liste.

o o k~ v

Cliquez sur Valeur et effectuez 'une des opérations suivantes, selon le type d’annotation que vous avez
sélectionné :

o Si le type d’annotation est liste, date ou booléen, sélectionnez une valeur dans la liste.
o Si le type d’annotation est du texte, saisissez une valeur.
7. Cliquez sur Enregistrer.
Si vous souhaitez modifier la valeur de I'annotation aprés 'avoir attribuée, cliquez sur le champ d’annotation et
sélectionnez une valeur différente. Si 'annotation est de type liste pour laquelle I'option Ajouter de nouvelles

valeurs a la volée est sélectionnée, vous pouvez saisir une nouvelle valeur en plus de sélectionner une valeur
existante.
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Attribution d’annotations a I’aide de régles d’annotation

Pour attribuer automatiquement des annotations aux ressources en fonction de critéres que vous définissez,
vous configurez des regles d’annotation. Data Infrastructure Insights attribue les annotations aux ressources
en fonction de ces régles. Data Infrastructure Insights fournit également deux régles d’annotation par défaut,
qgue vous pouvez modifier selon vos besoins ou supprimer si vous ne souhaitez pas les utiliser.

Création de régles d’annotation

Au lieu d’appliquer manuellement des annotations a des ressources individuelles, vous pouvez appliquer
automatiquement des annotations a plusieurs ressources a I'aide de régles d’annotation. Les annotations
définies manuellement sur les pages d’actifs individuelles ont priorité sur les annotations basées sur des regles
lorsque Insight évalue les régles d’annotation.

Avant de commencer

Vous devez avoir créé une requéte pour la regle d’annotation.

A propos de cette tache

Bien que vous puissiez modifier les types d’annotations pendant que vous créez les régles, vous devez avoir
défini les types a I'avance.

Etapes
1. Cliquez sur Gérer > Régles d’annotation

La page Regles d’annotation affiche la liste des régles d’annotation existantes.

2. Cliquez sur + Ajouter.
3. Procédez comme suit :

a. Dans la case Nom, saisissez un nom unique qui décrit la régle.
Ce nom apparaitra dans la page Regles d’annotation.

b. Cliquez sur Requéte et sélectionnez la requéte utilisée pour appliquer 'annotation aux ressources.
c. Cliquez sur Annotation et sélectionnez I'annotation que vous souhaitez appliquer.
d. Cliquez sur Valeur et sélectionnez une valeur pour I'annotation.
Par exemple, si vous choisissez Anniversaire comme annotation, vous spécifiez une date pour la
valeur.
e. Cliquez sur Enregistrer

f. Cliquez sur Exécuter toutes les régles si vous souhaitez exécuter toutes les régles immédiatement ;
sinon, les régles sont exécutées a un intervalle régulier.

Création de régles d’annotation

Vous pouvez utiliser des régles d’annotation pour appliquer automatiquement des
annotations a plusieurs ressources en fonction de critéres que vous définissez. Data
Infrastructure Insights attribue les annotations aux ressources en fonction de ces regles.
Les annotations définies manuellement sur les pages d’actifs individuelles ont priorité sur
les annotations basées sur des regles lorsque Cloud Insight évalue les régles
d’annotation.
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Avant de commencer

Vous devez avoir créé une requéte pour la regle d’annotation.
Etapes
1. Dans le menu Data Infrastructure Insights, cliquez sur Gérer > Régles d’annotation.

2. Cliquez sur + Régle pour ajouter une nouvelle régle d’annotation.
La boite de dialogue Ajouter une régle s’affiche.

3. Procédez comme suit :

a. Dans la case Nom, saisissez un nom unique qui décrit la régle.
Le nom apparait dans la page Régles d’annotation.

b. Cliquez sur Requéte et sélectionnez la requéte que Data Infrastructure Insights utilise pour identifier
les ressources auxquelles I'annotation s’applique.

c. Cliquez sur Annotation et sélectionnez I'annotation que vous souhaitez appliquer.

d. Cliquez sur Valeur et sélectionnez une valeur pour I'annotation.
Par exemple, si vous choisissez Anniversaire comme annotation, vous spécifiez une date pour la
valeur.

e. Cliquez sur Enregistrer

f. Cliquez sur Exécuter toutes les régles si vous souhaitez exécuter toutes les régles immédiatement ;
sinon, les régles sont exécutées a un intervalle régulier.

Dans un environnement Data Infrastructure Insights de grande taille, vous remarquerez
peut-étre que I'exécution des régles d’annotation semble prendre un certain temps. Cela
est d0 au fait que I'indexeur s’exécute en premier et doit se terminer avant d’exécuter

@ les régles. L'indexeur est ce qui donne a Data Infrastructure Insights la possibilité de
rechercher ou de filtrer des objets et des compteurs nouveaux ou mis a jour dans vos
données. Le moteur de régles attend que I'indexeur termine sa mise a jour avant
d’appliquer les régles.

Modification des régles d’annotation

Vous pouvez modifier une regle d’annotation pour changer le nom de la régle, son annotation, la valeur de
'annotation ou la requéte associée a la régle.

Etapes
1. Dans le menu Data Infrastructure Insights , cliquez sur Gérer > Régles d’annotation.

La page Regles d’annotation affiche la liste des régles d’annotation existantes.
2. Localisez la régle d’annotation que vous souhaitez modifier.

Vous pouvez filtrer les régles d’annotation en saisissant une valeur dans la zone de filtre ou en cliquant sur
un numéro de page pour parcourir les régles d’annotation par page.

3. Cliquez sur I'icdbne de menu de la régle que vous souhaitez modifier.
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4. Cliquez sur Modifier
La boite de dialogue Modifier la régle s’affiche.

5. Modifiez le nom, 'annotation, la valeur ou la requéte de la régle d’annotation.

Modification de I'ordre des régles

Les régles d’annotation sont traitées du haut de la liste des régles vers le bas. Pour modifier 'ordre dans
lequel une régle est traitée, procédez comme suit :

Etapes
1. Cliquez sur I'icbne de menu de la régle que vous souhaitez déplacer.

2. Cliquez sur Déplacer vers le haut ou Déplacer vers le bas selon vos besoins jusqu’a ce que la regle
apparaisse a 'emplacement souhaité.

Notez que lors de I'exécution de plusieurs regles qui mettent a jour la méme annotation sur un actif, la

premiéere regle (exécutée de haut en bas) applique I'annotation et met a jour I'actif, puis la deuxieme regle
s’applique mais ne modifie aucune annotation déja définie par la reégle précédente.

Suppression des régles d’annotation

Vous souhaiterez peut-étre supprimer les regles d’annotation qui ne sont plus utilisées.

Etapes
1. Dans le menu Data Infrastructure Insights , cliquez sur Gérer > Régles d’annotation.

La page Regles d’annotation affiche la liste des régles d’annotation existantes.
2. Localisez la régle d’annotation que vous souhaitez supprimer.

Vous pouvez filtrer les régles d’annotation en saisissant une valeur dans la zone de filtre ou en cliquant sur
un numéro de page pour parcourir les régles d’annotation par page.

3. Cliquez sur 'icbne de menu de la régle que vous souhaitez supprimer.

4. Cliquez sur Supprimer
Un message de confirmation s’affiche, vous demandant si vous souhaitez supprimer la régle.

5. Cliquez sur OK

Importation d’annotations

Data Infrastructure Insights inclut une API permettant d’'importer des annotations ou des
applications a partir d’un fichier CSV et de les attribuer aux objets que vous spécifiez.

@ L’API Data Infrastructure Insights est disponible dans * Data Infrastructure Insights Premium
Edition*.

Importation

Les liens Admin > Accés API contiennent"documentation” pour 'API Assets/Import. Cette documentation
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API_Overview.html

contient des informations sur le format de fichier .CSV.

ASSETS.import v

/assets/import Import assets from a CSV file. ™

Import annotations and applications from the given CSV file. The format of the CSV file is following:

. > <¢Annotation Type> [, <Annotation Type> ...] [, Application] [, Tenant] [, Line_of Business] [, Business_Unit] [
zgﬁ;:;:]wpe Value 1>, <Object Name or Key 1>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business>] [, <Business_Unit>] [,
:;E;g::t':ape value 2>, <Object Name or Key 2>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of_Business>] [, <Business_Unit>] [,
:;E;g:;:;)j(pe Value 3>, <Object Name or Key 3>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business>] [, <Business_Unit>] [,
<Project>

<Object Type Value N>, <Object Name or Key N>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business>] [, <Business_Unit>] [,
<Project>]

Format de fichier .CSV

Le format général du fichier CSV est le suivant. La premiére ligne du fichier définit les champs d'importation et
spécifie I'ordre des champs. Ceci est suivi de lignes séparées pour chaque annotation ou application. Vous
n’'avez pas besoin de définir tous les champs. Cependant, les lignes d’annotation suivantes doivent suivre le
méme ordre que la ligne de définition.

[Object Type] , [Object Name or ID] , Annotation Type [, Annotation
Type, ...] [, Application] [, Tenant] [, Line Of Business] [,
Business Unit] [, Project]

Consultez la documentation de 1'API pour des exemples de fichiers .CSV.

Vous pouvez importer et attribuer des annotations a partir d’'un fichier .CSV depuis 'API Swagger elle-méme.
Choisissez simplement le fichier a utiliser et cliquez sur le bouton Exécuter :

Paramaters

No parameters

Request body multipart/form-data ~ I

CSV file to import

data ) )
Ry (CElnaa) Choose File ' No file chosen
Responses

Comportement d’importation

Lors de I'opération d’'importation, les données sont ajoutées, fusionnées ou remplacées, en fonction des objets
et des types d’objets importés. Lors de I'importation, gardez a I'esprit les comportements suivants.
« Ajoute une annotation ou une application si aucune n’existe avec le méme nom dans le systéme cible.

* Fusionne une annotation si le type d’annotation est une liste et qu’'une annotation portant le méme nom
existe dans le systéme cible.

* Remplace une annotation si le type d’annotation est autre qu’une liste et qu’une annotation portant le
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méme nom existe dans le systéme cible.

Remarque : si une annotation portant le méme nom mais un type différent existe dans le systéme cible,
limportation échoue. Si les objets dépendent de I'annotation ayant échoué, ces objets peuvent afficher des
informations incorrectes ou indésirables. Vous devez vérifier toutes les dépendances d’annotation une fois
I'opération d’'importation terminée.

+ Si une valeur d’annotation est vide, cette annotation est supprimée de I'objet. Les annotations héritées ne
sont pas affectées.
 Les valeurs d’annotation de type date doivent étre transmises sous forme d’heure Unix en millisecondes.

* Lors de I'annotation de volumes ou de volumes internes, le nom de I'objet est une combinaison du nom de
stockage et du nom de volume utilisant le séparateur « -> ». Par exemple : <Nom de stockage>-><Nom du
volume>

« Si un nom d’objet contient une virgule, le nom entier doit &tre entre guillemets. Par exemple :
"NetApp1,NetApp2"->023F

* Lors de I'ajout d’annotations aux stockages, aux commutateurs et aux ports, la colonne « Application »
sera ignorée.

* Le locataire, le secteur d’activité, I'unité commerciale et/ou le projet constituent une entité commerciale.
Comme pour toutes les entités commerciales, n'importe laquelle des valeurs peut étre vide.

Les types d’objets suivants peuvent étre annotés.

TYPE D'OBJET
Hote
Machine virtuelle

Pool de stockage

Volume interne

Volume
Stockage
Changer
Port
Qtree

Partager

NOM OU CLE
id-><id> ou <Nom> ou <IP>
id-><id> ou <Nom>

id-><id> ou <Nom de stockage>-><Nom du pool de
stockage>

id-><id> ou <Nom de stockage>-><Nom du volume
interne>

id-><id> ou <Nom de stockage>-><Nom du volume>
id-><id> ou <Nom> ou <IP>

id-><id> ou <Nom> ou <IP>

id-><id> ou <WWN>

id-><id> ou <Nom de stockage>-><Nom du volume
interne>-><Nom Qtree>

id-><id> ou <Nom de stockage>-><Nom du volume
interne>-><Nom de partage>-><Protocole>[-><Nom
Qtree (facultatif en cas de Qtree par défaut)>]

Travailler avec des applications

Suivi de I'utilisation des actifs par application

Comprendre les applications utilisées dans I'environnement de votre entreprise vous aide

a suivre l'utilisation et le co(t des actifs.
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Avant de pouvoir suivre les données associées aux applications exécutées sur votre locataire, vous devez
d’abord définir ces applications et les associer aux ressources appropriées. Vous pouvez associer des
applications aux ressources suivantes : hétes, machines virtuelles, volumes, volumes internes, qtrees,
partages et hyperviseurs.

Cette rubrique fournit un exemple de suivi de I'utilisation des machines virtuelles que I'équipe marketing utilise
pour sa messagerie Exchange.

Vous souhaiterez peut-étre créer un tableau similaire au suivant pour identifier les applications utilisées sur
votre locataire et noter le groupe ou 'unité commerciale utilisant chaque application.

Locataire Secteur d’activité Unité commerciale  Projet Applications
NetApp Stockage de Léegal Brevets Oracle Identity
données Manager, Oracle On
Demand, PatentWiz
NetApp Stockage de Commercialisation ~ Evénements de Exchange, base de
données vente données partagée

Oracle, planificateur
d’événements
BlastOff

Le tableau montre que I'équipe marketing utilise I'application Exchange. Nous souhaitons suivre leur utilisation
de la machine virtuelle pour Exchange, afin de pouvoir prédire quand nous devrons ajouter plus de stockage.
Nous pouvons associer I'application Exchange a toutes les machines virtuelles de Marketing :
1. Créer une application nommée Exchange
2. Accédez a Requétes > +Nouvelle requéte pour créer une nouvelle requéte pour les machines virtuelles
(ou sélectionnez une requéte de machine virtuelle existante, le cas échéant).

En supposant que toutes les machines virtuelles de I'équipe marketing aient un nom contenant la chaine «
mkt », créez votre requéte pour filtrer le nom de la machine virtuelle pour « mkt ».
3. Sélectionnez les machines virtuelles.

4. Associez les machines virtuelles a I'application Exchange a 'aide de Actions en masse > Ajouter des
applications.

5. Sélectionnez I'application souhaitée et cliquez sur Enregistrer.

6. Une fois terminé, Enregistrez la requéte.

Création d’applications

Pour suivre les données associées a des applications spécifiques exécutées sur votre
locataire, vous pouvez définir les applications dans Data Infrastructure Insights.

A propos de cette tache

Data Infrastructure Insights vous permet de suivre les données des actifs associés aux applications pour des
éléments tels que I'utilisation ou les rapports de co(ts.

Etapes

1. Dans le menu Data Infrastructure Insights , cliguez sur Observabilité > Enrichir > Applications.
Sélectionner
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La boite de dialogue Ajouter une application s’affiche.

2. Entrez un nom unique pour 'application.
3. Sélectionnez une priorité pour I'application.

4. Cliquez sur Enregistrer.

Aprés avoir défini une application, elle peut étre affectée a des actifs.

Affectation d’applications a des actifs

Cette procédure attribue I'application a un héte a titre d’exemple. Vous pouvez attribuer un héte, une machine
virtuelle, un volume ou des volumes internes a une application.

Etapes

1. Localisez I'actif auquel vous souhaitez affecter I'application :

2. Cliquez sur Requétes > +Nouvelle requéte et recherchez Hote.

3. Cliquez sur la case a cocher a gauche de I'hn6te que vous souhaitez associer a I'application.
4. Cliquez sur Actions en masse > Ajouter une application.
5

. Sélectionnez I'application a laquelle vous attribuez I'actif.

Toutes les nouvelles applications que vous attribuez remplacent toutes les applications de I'actif dérivées d’un
autre actif. Par exemple, les volumes héritent des applications des hotes et lorsque de nouvelles applications
sont attribuées a un volume, la nouvelle application a la priorité sur I'application dérivée.

Pour les environnements comportant de grandes quantités d’actifs associés, I'héritage des
affectations d’application a ces actifs peut prendre plusieurs minutes. Veuillez prévoir plus de
temps pour que I'héritage se produise si vous avez de nombreux biens liés.

Aprés avoir terminé

Aprés avoir attribué I’héte a I'application, vous pouvez attribuer les ressources restantes a I'application. Pour
accéder a la page de destination de I'application, cliquez sur Gérer > Application et sélectionnez I'application
que vous avez créeée.

Résolution automatique des appareils

Présentation de la résolution automatique des appareils

Vous devez identifier tous les appareils que vous souhaitez surveiller avec Data
Infrastructure Insights. L'identification est nécessaire afin de suivre avec précision les
performances et I'inventaire de votre locataire. En régle générale, la majorité des
appareils détectés sur votre locataire sont identifiés via la Résolution automatique des
appareils.

Une fois les collecteurs de données configurés, les périphériques de votre locataire, y compris les
commutateurs, les baies de stockage et votre infrastructure virtuelle d’hyperviseurs et de machines virtuelles,
sont identifiés. Cependant, cela n’identifie normalement pas 100 % des appareils de votre locataire.

Une fois les périphériques de type collecteur de données configurés, la meilleure pratique consiste a exploiter

les regles de résolution de périphérique pour aider a identifier les périphériques inconnus restants sur votre
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locataire. La résolution des appareils peut vous aider a résoudre les appareils inconnus tels que les types
d’appareils suivants :

* Hoétes physiques

+ Baies de stockage

* bandes

Les appareils restant inconnus apreés la résolution de I'appareil sont considérés comme des appareils
génériques, que vous pouvez egalement afficher dans les requétes et sur les tableaux de bord.

Les régles créées a leur tour identifieront automatiquement les nouveaux appareils avec des attributs
similaires a mesure qu’ils sont ajoutés a votre environnement. Dans certains cas, la résolution des appareils
permet également une identification manuelle en contournant les regles de résolution des appareils pour les
appareils non détectés dans Data Infrastructure Insights.

Une identification incompléte des appareils peut entrainer des probléemes, notamment :

* Chemins incomplets

» Connexions multi-chemins non identifiées

» L'impossibilité de regrouper les applications

* Vues topologiques inexactes

* Données inexactes dans I'entrep6t de données et les rapports

La fonctionnalité de résolution de I'appareil (Gérer > Résolution de I'appareil) comprend les onglets suivants,
chacun jouant un réle dans la planification de la résolution de I'appareil et I'affichage des résultats :

* Fibre Channel Identify contient une liste de WWN et d’informations de port des périphériques Fibre
Channel qui n’ont pas été résolus via la résolution automatique des périphériques. L'onglet identifie
également le pourcentage d’appareils qui ont été identifiés.

« Identification de I’adresse IP contient une liste des périphériques accédant aux partages CIFS et aux
partages NFS qui n'ont pas été identifiés via la résolution automatique des périphériques. L'onglet identifie
également le pourcentage d’appareils qui ont été identifiés.

* Régles de résolution automatique contient la liste des regles exécutées lors de la résolution des
périphériques Fibre Channel. Il s’agit de régles que vous créez pour résoudre les problemes de
périphériques Fibre Channel non identifiés.

» Préférences fournit des options de configuration que vous utilisez pour personnaliser la résolution de
I'appareil pour votre environnement.

Avant de commencer

Vous devez savoir comment votre environnement est configuré avant de définir les régles d’identification des
périphériques. Plus vous en savez sur votre environnement, plus il sera facile d’identifier les appareils.

Vous devez répondre a des questions similaires aux suivantes pour vous aider a créer des régles précises :

* Votre environnement dispose-t-il de normes de dénomination pour les zones ou les hotes et quel
pourcentage d’entre elles sont exactes ?

* Votre environnement utilise-t-il un alias de commutateur ou un alias de stockage et correspondent-ils au
nom d’héte ?

+ A quelle fréquence les schémas de dénomination changent-ils sur votre locataire ?
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* Y a-t-il eu des acquisitions ou des fusions qui ont introduit des schémas de dénomination différents ?
Aprés avoir analysé votre environnement, vous devriez étre en mesure d’identifier les normes de dénomination

existantes que vous pouvez vous attendre a rencontrer de maniére fiable. Les informations que vous avez
recueillies peuvent étre représentées graphiquement dans une figure similaire a la suivante :

Storage alias

h""‘-u.. -~

Switch alias

Dans cet exemple, le plus grand nombre de périphériques est représenté de maniéere fiable par des alias de
stockage. Les régles qui identifient les hotes a I'aide d’alias de stockage doivent étre écrites en premier, les
regles utilisant des alias de commutateur doivent étre écrites ensuite et les derniéres régles créées doivent
utiliser des alias de zone. En raison du chevauchement de I'utilisation des alias de zone et des alias de
commutateur, certaines regles d’alias de stockage peuvent identifier des périphériques supplémentaires,
laissant moins de régles requises pour les alias de zone et les alias de commutateur.

Etapes pour identifier les appareils

En regle générale, vous utiliseriez un flux de travail similaire a celui suivant pour identifier les appareils sur
votre locataire. L'identification est un processus itératif et peut nécessiter plusieurs étapes de planification et
d’affinement des regles.

* Environnement de recherche

* Regles du plan

» Créer/Réviser les régles

* Résultats de I'examen

» Créer des regles supplémentaires ou identifier manuellement les appareils

* Fait
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Si vous avez des périphériques non identifiés (également appelés périphériques inconnus ou

@ génériques) sur votre locataire et que vous configurez ensuite une source de données qui
identifie ces périphériques lors de I'interrogation, ils ne seront plus affichés ni comptés comme
des périphériques génériques.

En rapport:"Création de régles de résolution de périphérique" "Résolution du périphérique Fibre Channel"
"Résolution du périphérique IP" "Définition des préférences de résolution de I'appareil”

Régles de résolution des appareils

Vous créez des regles de résolution de périphérique pour identifier les hétes, le stockage
et les bandes qui ne sont pas automatiquement identifiés actuellement par Data
Infrastructure Insights. Les régles que vous créez identifient les périphériques
actuellement présents dans votre environnement et identifient également les
périphériques similaires lorsqu’ils sont ajoutés a votre environnement.

Création de régles de résolution de périphérique

Lorsque vous créez des regles, vous commencez par identifier la source d’'informations sur laquelle la régle
s’exécute, la méthode utilisée pour extraire les informations et si la recherche DNS est appliquée aux résultats
de laregle.

Source utilisée pour identifier 'appareil * Alias SRM pour les hbtes * Alias de stockage
contenant un nom d’héte ou de bande intégré * Alias
de commutateur contenant un nom d’héte ou de
bande intégré * Noms de zone contenant un nom
d’héte intégré

Méthode utilisée pour extraire le nom du périphérique * Tel quel (extraire un nom d’un SRM) * Délimiteurs *

de la source Expressions régulieres
Recherche DNS Spécifie si vous utilisez DNS pour vérifier le nom
d’hote

Vous créez des regles dans I'onglet Régles de résolution automatique. Les étapes suivantes décrivent le
processus de création de régles.

Procédure

1. Cliquez sur Gérer > Résolution du périphérique

2. Dans l'onglet Régles de résolution automatique, cliquez sur + Régle d’héte ou + Régle de bande.

L'écran Regle de résolution s’affiche.

@ Cliquez sur le lien Afficher les criteres de correspondance pour obtenir de I'aide et des
exemples de création d’expressions régulieres.

3. Dans la liste Type, sélectionnez I'appareil que vous souhaitez identifier.
Vous pouvez sélectionner Héte ou Bande.

4. Dans la liste Source, sélectionnez la source que vous souhaitez utiliser pour identifier 'hote.
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Selon la source choisie, Data Infrastructure Insights affiche la réponse suivante :

a. Zones répertorie les zones et WWN qui doivent étre identifiés par Data Infrastructure Insights.
b. SRM répertorie les alias non identifiés qui doivent étre identifiés par Data Infrastructure Insights

c. Alias de stockage répertorie les alias de stockage et les WWN qui doivent étre identifiés par Data
Infrastructure Insights

d. Alias de commutateur répertorie les alias de commutateur qui doivent étre identifiés par Data
Infrastructure Insights

5. Dans la liste Méthode, sélectionnez la méthode que vous souhaitez utiliser pour identifier I'hote.

Source Méthode

SRM Tel quel, délimiteurs, expressions régulieres
Alias de stockage Délimiteurs, expressions réguliéres
Changer d’alias Délimiteurs, expressions régulieres

Zones Délimiteurs, expressions réguliéres

o Les regles utilisant des délimiteurs nécessitent les délimiteurs et la longueur minimale du nom d’héte.
La longueur minimale du nom d’héte est le nombre de caractéres que Data Infrastructure Insights doit
utiliser pour identifier un héte. Data Infrastructure Insights effectue des recherches DNS uniquement
pour les noms d’hétes d’une longueur égale ou supérieure.

Pour les régles utilisant des délimiteurs, la chaine d’entrée est tokenisée par le délimiteur et une liste
de candidats au nom d’héte est créée en effectuant plusieurs combinaisons du jeton adjacent. La liste
est ensuite triee, du plus grand au plus petit. Par exemple, pour une entrée sring de
vipsnq03_hba3 _emc3_12ep0, la liste donnerait le résultat suivant :

= vipsnq03_hba3_emc3_12ep0

= vipsngq03_hba3_emc3

= hba3 emc3_12ep0

= vipsnq03_hba3

= emc3_12ep0

= hba3_emc3

= vipsnq03

= 12ep0

= emc3

= hba3

o Les régles utilisant des expressions réguliéres nécessitent une expression réguliére, le format et la
sélection de la sensibilité a la casse.

6. Cliquez sur Exécuter AR pour exécuter toutes les régles, ou cliquez sur la fleche vers le bas du bouton
pour exécuter la régle que vous avez créée (et toutes les autres régles créées depuis la derniére exécution
compléte d’AR).

Les résultats de I'exécution de la régle sont affichés dans I'onglet FC identify.
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Démarrage d’une mise a jour automatique de la résolution de I'appareil

Une mise a jour de résolution de périphérique valide les modifications manuelles qui ont été ajoutées depuis la
derniére exécution de résolution automatique compléte du périphérique. L'exécution d’'une mise a jour peut
étre utilisée pour valider et exécuter uniguement les nouvelles entrées manuelles apportées a la configuration
de résolution du périphérique. Aucune exécution de résolution compléte de I'appareil n’est effectuée.

Procédure
1. Connectez-vous a l'interface Web de Data Infrastructure Insights .

2. Cliquez sur Gérer > Résolution du périphérique
3. Dans I'écran Résolution de I'appareil, cliquez sur la fleche vers le bas du bouton Exécuter AR.

4. Cliquez sur Mettre a jour pour démarrer la mise a jour.

Identification manuelle assistée par des régles

Cette fonctionnalité est utilisée pour les cas particuliers ou vous souhaitez exécuter une regle spécifique ou
une liste de régles (avec ou sans réorganisation unique) pour résoudre les hotes, les périphériques de
stockage et les périphériques de bande inconnus.

Avant de commencer

Vous disposez d’un certain nombre d’appareils qui n'ont pas été identifiés et vous disposez également de
plusieurs regles qui ont identifié avec succes d’autres appareils.

@ Si votre source ne contient qu’une partie d’'un nom d’héte ou de périphérique, utilisez une régle
d’expression réguliére et formatez-la pour ajouter le texte manquant.

Procédure
1. Connectez-vous a l'interface Web de Data Infrastructure Insights .

2. Cliquez sur Gérer > Résolution du périphérique

3. Cliquez sur I'onglet Identification Fibre Channel.
Le systeme affiche les périphériques ainsi que leur état de résolution.

4. Sélectionnez plusieurs appareils non identifiés.

5. Cliquez sur Actions en masse et sélectionnez Définir la résolution de I’h6te ou Définir la résolution de
la bande.

Le systeme affiche I'écran Identifier qui contient une liste de toutes les regles qui ont identifié avec succes
les périphériques.

6. Modifiez 'ordre des regles pour un ordre qui répond a vos besoins.
L'ordre des regles est modifié dans I'écran Identifier, mais n’est pas modifié globalement.
7. Sélectionnez la méthode qui répond a vos besoins.

Data Infrastructure Insights exécute le processus de résolution de I'héte dans I'ordre dans lequel les méthodes
apparaissent, en commengant par celles du haut.

Lorsque des regles applicables sont rencontrées, les noms des régles sont affichés dans la colonne Regles et
identifiés comme manuels.
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En rapport:"Résolution du périphérique Fibre Channel" "Résolution du périphérique IP" "Définition des
préférences de résolution de I'appareil”

Résolution du périphérique Fibre Channel

L’écran d’identification Fibre Channel affiche le WWN et le WWPN des périphériques
Fibre Channel dont les hétes n'ont pas été identifiés par la résolution automatique des
périphériques. L'écran affiche également tous les périphériques qui ont été résolus par
résolution manuelle.

Les périphériques qui ont été résolus par résolution manuelle contiennent un statut OK et identifient la régle
utilisée pour identifier le périphérique. Les appareils manquants ont le statut Non identifié. Les appareils
spécifiquement exclus de I'identification ont le statut Exclus. La couverture totale pour I'identification des
appareils est répertoriée sur cette page.

Vous effectuez des actions groupées en sélectionnant plusieurs périphériques sur le cété gauche de I'écran
d’identification Fibre Channel. Les actions peuvent étre effectuées sur un seul appareil en survolant un
appareil et en sélectionnant les boutons Identifier ou Désidentifier a I'extréme droite de la liste.

Le lien Couverture totale affiche une liste du nombre d’appareils identifi€s/nombre d’appareils disponibles pour
votre configuration :

* Alias SRM

« Alias de stockage

» Changer d’alias

« Zones

« Défini par I'utilisateur

Ajout manuel d’un périphérique Fibre Channel

Vous pouvez ajouter manuellement un périphérique Fibre Channel a Data Infrastructure Insights a I'aide de la
fonctionnalité Ajout manuel disponible dans I'onglet Identification Fibre Channel de résolution de périphérique.
Ce processus peut étre utilisé pour la pré-identification d’'un dispositif qui devrait étre découvert dans le futur.

Avant de commencer

Pour ajouter avec succés une identification de périphérique au systéme, vous devez connaitre 'adresse WWN
ou IP et le nom de l'appareil.

A propos de cette tache

Vous pouvez ajouter manuellement un héte, un stockage, une bande ou un périphérique Fibre Channel
inconnu.

Procédure
1. Connectez-vous a l'interface Web de Data Infrastructure Insights

2. Cliquez sur Gérer > Résolution du périphérique
3. Cliquez sur I'onglet Identification Fibre Channel.

4. Cliquez sur le bouton Ajouter.

La boite de dialogue Ajouter un périphérique s’affiche
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5. Saisissez I'adresse WWN ou IP, le nom de 'appareil et sélectionnez le type d’appareil.

Le périphérique que vous saisissez est ajouté a la liste des périphériques dans I'onglet Identification Fibre
Channel. La regle est identifiee comme Manuel.

Importation de I'identification du périphérique Fibre Channel a partir d’un fichier .CSV

Vous pouvez importer manuellement I'identification du périphérique Fibre Channel dans la résolution de
périphérique Data Infrastructure Insights a I'aide d’une liste de périphériques dans un fichier .CSV.

1. Avant de commencer

Vous devez disposer d’un fichier .CSV correctement formaté pour pouvoir importer les identifications des
appareils directement dans la résolution de I'appareil. Le fichier .CSV pour les périphériques Fibre Channel
nécessite les informations suivantes :

WWN propriété intellectuelle Nom Type

Les champs de données doivent étre placés entre guillemets, comme indiqué dans I'exemple ci-dessous.

"WWN", "IP", "Name", "Type"

"WWN:2693", "ADDRESS2693 | IP2693", "NAME-2693", "HOST"
"WWN:997", "ADDRESS997|IP997", "NAME-997", "HOST"
"WWN:1860", "ADDRESS1860 | IP1860", "NAME-1860", "HOST"

En tant que meilleure pratique, il est recommandé d’exporter d’abord les informations

@ d’identification de Fibre Channel vers un fichier .CSV, d’apporter les modifications souhaitées
dans ce fichier, puis de réimporter le fichier dans Fibre Channel Identify. Cela garantit que les
colonnes attendues sont présentes et dans le bon ordre.

Pour importer les informations d’identification Fibre Channel :

1. Connectez-vous a l'interface Web de Data Infrastructure Insights .
Cliquez sur Gérer > Résolution du périphérique
Sélectionnez I'onglet Identification Fibre Channel.

Cliquez sur le bouton Identifier > Identifier a partir du fichier.

ok~ 0N

Accédez au dossier contenant vos fichiers .CSV a importer et sélectionnez le fichier souhaité.

Les périphériques que vous saisissez sont ajoutés a la liste des périphériques dans I'onglet Identification
Fibre Channel. La « Regle » est identifiée comme Manuel.

Exportation des identifications de périphériques Fibre Channel vers un fichier .CSV

Vous pouvez exporter les identifications de périphériques Fibre Channel existantes vers un fichier .CSV a
partir de la fonctionnalité de résolution de périphériques Data Infrastructure Insights . Vous souhaiterez peut-
étre exporter une identification d’appareil afin de pouvoir la modifier, puis la réimporter dans Data Infrastructure
Insights ou elle sera ensuite utilisée pour identifier les appareils similaires a ceux correspondant a l'origine a
I'identification exportée.
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A propos de cette tache

Ce scénario peut étre utilisé lorsque les appareils ont des attributs similaires qui peuvent étre facilement
modifiés dans le fichier .CSV, puis réimportés dans le systéeme.

Lorsque vous exportez une identification de périphérique Fibre Channel vers un fichier .CSV, le fichier contient
les informations suivantes dans I'ordre indiqué :

WWN propriété intellectuelle Nom Type

Procédure

1. Connectez-vous a l'interface Web de Data Infrastructure Insights .

2. Cliquez sur Gérer > Résolution du périphérique

3. Sélectionnez I'onglet Identification Fibre Channel.

4. Sélectionnez le ou les périphériques Fibre Channel dont vous souhaitez exporter I'identification.
5

. Cliquez sur *Exporter*< bouton.

Sélectionnez si vous souhaitez ouvrir le fichier .CSV ou enregistrer le fichier.

En rapport:"Résolution du périphérique IP" "Création de régles de résolution de périphérique" "Définition des
préférences de résolution de I'appareil”

Résolution du périphérique IP

L’écran d’identification IP affiche tous les partages iSCSI et CIFS ou NFS qui ont été
identifiés par une résolution automatique ou manuelle du périphérique. Des appareils non
identifiés sont également affichés. L'écran inclut I'adresse IP, le nom, I'état, le nceud
iISCSI et le nom de partage des périphériques. Le pourcentage d’appareils qui ont été
identifiés avec succes est également affiché.

m Total coverage
20% (2/10)
1] -
O« Address P Name Status iSCSI node Share name
r 1.1.11 1491 LA3-CNS-SQL-06A oK NoliServerLogs_STG/
' 0.0.0.010 NoliServerLogs_STG/
r 10.56.100.18 ign.1991-05 com.microsoftla3-cns-sql-06b.cns.comcastnets.com
r 10.56.100.19 ign.1991-05.com.microsoftjec20643597717 tfayd.com Noliwc_sc_libraries_prodiibraries_gtree/
'm 100.54.18.100 1005418100 ushapip00096ib oK

Ajout manuel de périphériques IP

Vous pouvez ajouter manuellement un périphérique IP a Data Infrastructure Insights a I'aide de la fonction
d’ajout manuel disponible dans I'’écran Identification IP.

Procédure
1. Connectez-vous a l'interface Web de Data Infrastructure Insights .

2. Cliquez sur Gérer > Résolution de I’appareil

3. Cliquez sur 'onglet Identification de I’adresse IP.
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4. Cliquez sur le bouton Ajouter.
La boite de dialogue Ajouter un périphérique s’affiche
5. Saisissez I'adresse, I'adresse IP et un nom d’appareil unique.

Résultat
L'appareil que vous saisissez est ajouté a la liste des appareils dans I'onglet Identification de I'adresse IP.

Importation de I'identification du périphérique IP a partir d’un fichier .CSV

Vous pouvez importer manuellement les identifications de périphériques IP dans la fonction Résolution de
périphérique a I'aide d'une liste d’identifications de périphériques dans un fichier .CSV.

1. Avant de commencer

Vous devez disposer d’un fichier .CSV correctement formaté pour pouvoir importer les identifications des
appareils directement dans la fonction Résolution des appareils. Le fichier .CSV pour les périphériques IP
nécessite les informations suivantes :

Adresse propriété intellectuelle Nom

Les champs de données doivent étre placés entre guillemets, comme indiqué dans I'exemple ci-dessous.

"Address","IP", "Name"
"ADDRESS6447","IP6447", "NAME-6447"
"ADDRESS3211","IP3211", "NAME-3211"
"ADDRESS593","IP593", "NAME-593"

En tant que meilleure pratique, il est recommandé d’exporter d’abord les informations

@ d’identification de I'adresse IP vers un fichier .CSV, d’apporter les modifications souhaitées dans
ce fichier, puis de réimporter le fichier dans l'identification de I'adresse IP. Cela garantit que les
colonnes attendues sont présentes et dans le bon ordre.

Exportation de I’'identification du périphérique IP vers un fichier .CSV

Vous pouvez exporter les identifications de périphériques IP existantes vers un fichier .CSV a partir de la
fonctionnalité de résolution de périphérique de Data Infrastructure Insights . Vous souhaiterez peut-étre
exporter une identification d’appareil afin de pouvoir la modifier, puis la réimporter dans Data Infrastructure
Insights ou elle sera ensuite utilisée pour identifier les appareils similaires a ceux correspondant a I'origine a
I'identification exportée.

A propos de cette tache

1. Ce scénario peut étre utilisé lorsque les appareils ont des attributs similaires qui peuvent étre facilement
modifiés dans le fichier .CSV, puis réimportés dans le systeme.

Lorsque vous exportez une identification de périphérique IP vers un fichier .CSV, le fichier contient les
informations suivantes dans l'ordre indiqué :

Adresse propriété intellectuelle Nom
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Procédure
1. Connectez-vous a l'interface Web de Data Infrastructure Insights .

2. Cliquez sur Gérer > Résolution du périphérique

3. Sélectionnez I'onglet Identification de I’adresse IP.

4. Sélectionnez le ou les périphériques IP dont vous souhaitez exporter I'identification.
5

. Cliquez sur *Exporter*<#! bouton.

Sélectionnez si vous souhaitez ouvrir le fichier .CSV ou enregistrer le fichier.

En rapport:"Résolution du périphérique Fibre Channel" "Création de régles de résolution de périphérique”
"Définition des préférences de résolution de I'appareil”

Options de paramétrage dans I’onglet Préférences

L'onglet des préférences de résolution de périphérique vous permet de créer une
planification de résolution automatique, de spécifier les fournisseurs de stockage et de
bande a inclure ou a exclure de I'identification et de définir les options de recherche DNS.

Planification de résolution automatique

Un programme de résolution automatique peut spécifier quand la résolution automatique du périphérique est
exécutée :

Option Description

Chaque Utilisez cette option pour exécuter la résolution
automatique du périphérique a des intervalles de
jours, d’heures ou de minutes.

Tous les jours Utilisez cette option pour exécuter la résolution
automatique de I'appareil quotidiennement a une
heure précise.

Manuellement Utilisez cette option pour exécuter uniquement la
résolution automatique du périphérique
manuellement.

A chaque changement d’environnement Utilisez cette option pour exécuter la résolution
automatique du périphérique chaque fois qu’'un
changement se produit dans I'environnement.

Si vous spécifiez Manuellement, la résolution automatique nocturne du périphérique est désactivée.

Options de traitement DNS

Les options de traitement DNS vous permettent de sélectionner les fonctionnalités suivantes :
» Lorsque le traitement des résultats de recherche DNS est activé, vous pouvez ajouter une liste de noms
DNS a ajouter aux périphériques résolus.

* Vous pouvez sélectionner Résolution automatique des IP : pour activer la résolution automatique de I'héte
pour les initiateurs iISCSI et les hotes accédant aux partages NFS a 'aide de la recherche DNS. Si cela
n’est pas spécifié, seule la résolution basée sur FC est effectuée.
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* Vous pouvez choisir d’autoriser les traits de soulignement dans les noms d’hétes et d’utiliser un alias «
connecté a » au lieu de I'alias de port standard dans les résultats.

Inclure ou exclure des fournisseurs spécifiques de stockage et de bandes

Vous pouvez inclure ou exclure des fournisseurs de stockage et de bande spécifiques pour une résolution
automatique. Vous souhaiterez peut-étre exclure des fournisseurs spécifiques si vous savez, par exemple,
gu’un hoéte spécifique deviendra un hbte hérité et devra étre exclu de votre nouvel environnement. Vous
pouvez également rajouter des fournisseurs que vous avez précédemment exclus mais que vous ne souhaitez
plus exclure.

Les régles de résolution de périphérique pour la bande fonctionnent uniquement pour les WWN
@ ou le fournisseur de ce WWN est défini sur Inclus en tant que bande uniquement dans les
préférences des fournisseurs.

Voir aussi :"Exemples d’expressions régulieres"

Exemples d’expressions réguliéres

Si vous avez sélectionné I'approche d’expression réguliere comme stratégie de
dénomination de source, vous pouvez utiliser les exemples d’expression réguliére
comme guides pour vos propres expressions utilisées dans les méthodes de résolution
automatique de Data Infrastructure Insights .

Formatage des expressions réguliéres

Lors de la création d’expressions réguliéres pour la résolution automatique de Data Infrastructure Insights ,
vous pouvez configurer le format de sortie en saisissant des valeurs dans un champ nommé FORMAT.

Le parametre par défaut est \1, ce qui signifie qu’'un nom de zone correspondant a I'expression réguliere est
remplacé par le contenu de la premiere variable créée par I'expression réguliere. Dans une expression
réguliere, les valeurs des variables sont créées par des instructions entre parenthéses. Si plusieurs
instructions entre parenthéses se produisent, les variables sont référencées numériquement, de gauche a
droite. Les variables peuvent étre utilisées dans le format de sortie dans n’importe quel ordre. Un texte
constant peut également étre inséré dans la sortie, en I'ajoutant au champ FORMAT.

Par exemple, vous pouvez avoir les noms de zone suivants pour cette convention de dénomination de zone :

[Zone number] [data center] [hostname] [device type] [interface number]
* 5123 Miami hostnamel filer FCI1
* S14 Tampa hostname2 switch FC4
* 53991 Boston hostname3 windows2K FCO

* S44 Raleigh hostnamed4 solaris FC1

Et vous souhaiterez peut-étre que la sortie soit au format suivant :
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[hostname]-[data center]-[device type]
Pour ce faire, vous devez capturer les champs nom d’hdte, centre de
données et type de périphérique dans des variables et les utiliser dans la

sortie. L'expression réguliere suivante ferait cela

.*? ([a-zA-Z0-9]1+) ([a-zA-Z0-9]+) ([a-zA-Z0-9]+) .*

Comme il y a trois ensembles de parentheses, les variables \1, \2 et \3

seraient renseignées.

Vous pouvez ensuite utiliser le format suivant pour recevoir une sortie dans votre format préféré :

\2-\1-\3

Votre résultat serait le suivant

hostnamel-Miami-filer
hostname2-Tampa-switch
hostname3-Boston-windows2K
hostname4-Raleigh-solaris

Les traits d’'union entre les variables fournissent un exemple de texte constant qui est inséré dans la sortie
formatée.

Exemples

Exemple 1 montrant les noms de zone

Dans cet exemple, vous utilisez I'expression réguliére pour extraire un nom d’hdte du nom de zone. Vous
pouvez créer une expression réguliére si vous avez quelque chose de similaire aux noms de zone suivants :

* S0032_myComputertName-HBAO

* S0434_myComputeriName-HBA1
* S0432_myComputeritName-HBA3

L'expression réguliére que vous pourriez utiliser pour capturer le nom d’héte serait :

S[0-9]1+ ([a-zA-Z0-9]*)[ -1HBA[0-9]

Le résultat est une correspondance de toutes les zones commenc¢ant par S
qui sont suivies de n'importe quelle combinaison de chiffres, suivis d'un
trait de soulignement, du nom d'hdéte alphanumérique (myComputerlName),
d'un trait de soulignement ou d'un trait d'union, des lettres majuscules
HBA et d'un seul chiffre (0-9). Le nom d'hdéte seul est stocké dans la
variable *\1*.
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L'expression réguliére peut étre décomposée en ses composants :
* « S » représente le nom de la zone et commence I'expression. Cela correspond uniquement a un « S » au
début du nom de la zone.

* Les caractéres [0-9] entre parenthéses indiquent que ce qui suit « S » doit étre un chiffre compris entre 0 et
9inclus.

* Le signe + indique que 'occurrence de I'information dans les parenthéses précédentes doit exister 1 ou
plusieurs fois.

» Le _ (trait de soulignement) signifie que les chiffres aprés S doivent étre suivis immédiatement par un seul
caractére de soulignement dans le nom de la zone. Dans cet exemple, la convention de dénomination de
zone utilise le trait de soulignement pour séparer le nom de zone du nom d’héte.

« Apres le trait de soulignement requis, les parenthéses indiquent que le modéle contenu a I'intérieur sera
stocké dans la variable \1.

* Les caracteres entre crochets [a-zA-Z0-9] indiquent que les caractéres correspondants sont tous des
lettres (quelle que soit la casse) et des chiffres.

» Le * (astérisque) suivant les parenthéses indique que les caractéres entre parenthéses apparaissent 0 fois
ou plus.

* Les caractéres entre crochets [_-] (trait de soulignement et tiret) indiquent que le motif alphanumérique doit
étre suivi d’un trait de soulignement ou d’un tiret.

* Les lettres HBA dans I'expression réguliere indiquent que cette séquence exacte de caracteres doit
apparaitre dans le nom de la zone.

* L’ensemble final de caractéres entre crochets [0-9] correspond a un seul chiffre compris entre 0 et 9 inclus.

Exemple 2

Dans cet exemple, passez au premier trait de soulignement « _ », puis faites correspondre E et tout ce qui suit
jusqu’au deuxiéme « _ », puis ignorez tout ce qui suit.

Zone: Z_E2FHDBSO01_E1NETAPP
Nom d’héte : E2FHDBSO01

Expr. réguliére : .?(E.?).*?
Exemple 3

Les parenthéses « () » autour de la derniére section de I'expression réguliére (ci-dessous) identifient quelle
partie est le nom d’héte. Si vous vouliez que VSANS soit le nom d’héte, ce serait : _([a-zA-Z0-9]).*

Zone : A_VSAN3_SR48KENT_A_CX2578_SPAO

Nom d’héte : SR4SKENT

RegExp : _[a-zA-Z0-9]+ ([a-zA-Z0-9]).*

Exemple 4 montrant un modéle de dénomination plus complexe

Vous pouvez créer une expression réguliere si vous avez quelque chose de similaire aux noms de zone
suivants :

* monNomOrdinateur123-HBA1_Symm1_FA3
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* monNomOrdinateur123-HBA2_Symm1_FA5
* monNomOrdinateur123-HBA3_Symm1_FA7

L'expression réguliere que vous pourriez utiliser pour les capturer serait :

([a-zA-Z0-9]*) .*

La variable \1 ne contiendrait que myComputerNamel23 apres avoir été
évaluée par cette expression.

L'expression réguliére peut étre décomposée en ses composants :

* Les parenthéses indiquent que le modéle contenu a l'intérieur sera stocké dans la variable \1.

* Les caractéres entre crochets [a-zA-Z0-9] signifient que n'importe quelle lettre (quelle que soit la casse) ou
chiffre correspondra.

» Le * (astérisque) suivant les parenthéses indique que les caractéres entre parentheses apparaissent 0 fois
ou plus.

* Le caractéere _ (trait de soulignement) dans I'expression réguliere signifie que le nom de la zone doit avoir
un trait de soulignement immédiatement aprés la chaine alphanumérique correspondant aux crochets
précédents.

* Le . (point) correspond a n’importe quel caractére (un caractére générique).

» L'astérisque * indique que le caractére générique du point précédent peut apparaitre 0 fois ou plus.

En d’autres termes, la combinaison .* indique n’importe quel caractére, n’importe quel nombre de fois.

Exemple 5 montrant des noms de zone sans modéle

Vous pouvez créer une expression réguliére si vous avez quelque chose de similaire aux noms de zone
suivants :

* myComputerName_HBA1_Symm1_FA1
* myComputerName123_HBA1_Symm1_FA1

L'expression réguliére que vous pourriez utiliser pour les capturer serait :

(o®B)_o¥
La variable \1 contiendrait myComputerName (dans le premier exemple de
nom de zone) ou myComputerNamel23 (dans le deuxieme exemple de nom de
zone) . Cette expression réguliere correspondrait donc a tout ce qui

précede le premier trait de soulignement.

L'expression réguliére peut étre décomposée en ses composants :

* Les parenthéses indiquent que le modele contenu a I'intérieur sera stocké dans la variable \1.
* Le .* (point astérisque) correspond a n’importe quel caractére, n’importe quel nombre de fois.

* Le * (astérisque) suivant les parenthéses indique que les caractéres entre parenthéses apparaissent 0 fois
ou plus.
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* Le caractére ? rend le match non gourmand. Cela I'oblige a arréter la correspondance au premier trait de

soulignement, plutot qu’au dernier.

» Les caractéres _.* correspondent au premier trait de soulignement trouvé et a tous les caractéres qui le

suivent.

Exemple 6 montrant des noms d’ordinateurs avec un modéle

Vous pouvez créer une expression réguliére si vous avez quelque chose de similaire aux noms de zone
suivants :

» Storage1_Switch1_myComputerName123A_A1_FC1
» Storage2 Switch2_myComputerName123B_A2 FC2
» Storage3_Switch3_myComputerName123T_A3_FC3

L'expression réguliére que vous pourriez utiliser pour les capturer serait :

L*? %2 ([a-zA-Z0-9]*[ABT]) .*

Etant donné que la convention de dénomination de zone présente davantage
un modele, nous pourrions utiliser 1l'expression ci-dessus, qui
correspondra a toutes les instances d'un nom d'hdéte (myComputerName dans
l'exemple) qui se termine par un A, un B ou un T, en plagant ce nom d'hodte
dans la variable \1.

L'expression réguliére peut étre décomposée en ses composants :

* Le .* (point astérisque) correspond a n'importe quel caractére, n’'importe quel nombre de fois.

* Le caractére ? rend le match non gourmand. Cela I'oblige a arréter la correspondance au premier trait de
soulignement, plutét qu’au dernier.

* Le caractére de soulignement correspond au premier trait de soulignement du nom de la zone.

* Ainsi, la premiere combinaison .*?__ correspond aux caractéres Storage1_ dans le premier exemple de
nom de zone.

* La deuxiéme combinaison .*?__se comporte comme la premiére, mais correspond a Switch1_dans le
premier exemple de nom de zone.

* Les parenthéses indiquent que le modéle contenu a l'intérieur sera stocké dans la variable \1.

* Les caractéres entre crochets [a-zA-Z0-9] signifient que n’importe quelle lettre (quelle que soit la casse) ou
chiffre correspondra.

» Le * (astérisque) suivant les parenthéses indique que les caractéres entre parenthéses apparaissent 0 fois
ou plus.

* Les caractéres entre crochets dans I'expression réguliére [ABT] correspondent a un seul caractére dans le
nom de la zone qui doit étre A, Bou T.

* Le _ (trait de soulignement) suivant les parenthéses indique que la correspondance du caractére [ABT]
doit étre suivie d’un trait de soulignement.

* Le .* (point astérisque) correspond a n’importe quel caractére, n’importe quel nombre de fois.

Le résultat de ceci aménerait donc la variable \1 a contenir n'importe quelle chaine alphanumérique qui :
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« était précédé d’'un certain nombre de caractéres alphanumériques et de deux traits de soulignement
» était suivi d’un trait de soulignement (puis de n’importe quel nombre de caractéres alphanumériques)

* avait un caractere final A, B ou T, avant le troisieme trait de soulignement.
Exemple 7
Zone : monNomOrdinateur123_HBA1_Symm1_FA1
Nom d’héte : monNomOrdinateur123
Expr. réguliére : ([a-zA-Z0-9]+)_.*
Exemple 8
Cet exemple trouve tout ce qui se trouve avant le premier _.
Zone : MonOrdinateur_ HBA1_Symm1_FA1
MyComputerName123_HBA1_Symm1_FA1
Nom d’héte : MyComputerName
Exp réguliere : (.?)_.
Exemple 9
Cet exemple trouve tout ce qui se trouve apres le 1er _ et jusqu’au deuxieme _.
Zone : Z NomDeMonOrdinateur_NomDeStockage
Nom d’héte : NomMonOrdinateur
Expr. réguliére : .?(.?).*?
Exemple 10
Cet exemple extrait « MyComputerName123 » des exemples de zone.
Zone : Storage1_Switch1_MyComputerName123A_A1_FC1
Storage2_Switch2_MyComputerName123B_A2_FC2
Storage3_Switch3_MyComputerName123T_A3 FC3
Nom d’héte : MyComputerName123
RegExp : .?.?([a-zA-Z0-9]+)[ABT]_.
Exemple 11
Zone : Storage1_Switch1_MyComputerName123A_A1_FC1
Nom d’héte : MyComputerName123A

RegExp : .?.?([a-zA-z0-9]+).*?
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Exemple 12

Le * (circonflexe ou caret) a I'intérieur des crochets nie I'expression, par exemple, [*Ff] signifie tout sauf F
majuscule ou minuscule, et [*az] signifie tout sauf les minuscules a a z, et dans le cas ci-dessus, tout saufle _.
L'instruction de format ajoute le « - » au nom de I'héte de sortie.

Zone: mhs_apps44 d_A 10a0 0429

Nom d’héte : mhs-apps44-d

RegExp: ()_([AB]).*Format dans Data Infrastructure Insights: \1-\2 ([*_])_ ()_([*_]).*Format dans Data
Infrastructure Insights: \1-\2-\3

Exemple 13

Dans cet exemple, I'alias de stockage est délimité par « \" et 'expression doit utiliser « \\" pour définir qu’il y a
réellement des « \" utilisés dans la chaine, et qu’ils ne font pas partie de I'expression elle-méme.

Alias de stockage : \Hosts\E2DOCO01C1\E2DOCO1N1

Nom d’héte : E2DOCO1N1

RegExp: \\.2\\.2\\(.*?)

Exemple 14

Cet exemple extrait « PD-RV-W-AD-2 » des exemples de zone.
Zone: PD_D-PD-RV-W-AD-2_01

Nom d’héte : PD-RV-W-AD-2

Expr. réguliere : -(.*-\d).*

Exemple 15

Le parameétre de format dans ce cas ajoute le « US-BV- » au nom d’héte.
Zone: SRV_USBVM11_F1

Nom d’héte : US-BV-M11

Expr. réguliére : SRV_USBV([A-Za-z0-9]+) F[12]

Format : US-BV-\1

Informations sur la page des actifs

Présentation de la page des ressources

Les pages de destination des actifs résument I'état actuel d’un actif et contiennent des
liens vers des informations supplémentaires sur I'actif et ses actifs associés.

Les pages de destination vous offrent une vue d’une seule page de I'objet, avec des informations sur le
résume, les performances et les ressources associées.
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Section Sommaire

En haut d’'une page de destination se trouve la section Résumé extensible, qui comprend plusieurs graphiques
sparkline affichant les tendances récentes des données pour des éléments tels que le débit ou la latence, ainsi
que les informations et les attributs de I'objet, et tous les moniteurs pouvant alerter pour 'objet.

La section Résumé s’affiche également et vous permet de modifier les annotations attribuées a I'actif.

Section Performance

La section Performances affiche les données de performances de I'objet. Sélectionnez Parametres pour
ajouter des graphiques supplémentaires a I'affichage comme Débit ou Capacité, ou sélectionnez des
ressources corrélées ou contributives pour représenter leurs données avec celles de I'objet. Les périphériques
susceptibles de provoquer des conflits seront également répertoriés dans la section Performances. Les
données des graphiques s’actualisent automatiquement a mesure que les collecteurs de données interrogent
et que les données mises a jour sont acquises.

Vous pouvez sélectionner lemétrique vous souhaitez afficher le graphique des performances pour la période
sélectionnée. Cliquez sur le menu déroulant Parametres et choisissez parmi les mesures répertoriées.

En plus des données de performances, toutes les alertes qui sont ou étaient actives dans la plage horaire de
la page sélectionnée seront également affichées.
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Vous pouvez choisir parmi les appareils suivants qui peuvent étre répertoriés dans la section Performances :
« Corrélation supérieure

Affiche les actifs qui ont une forte corrélation (pourcentage) avec une ou plusieurs mesures de
performance par rapport a I'actif de base.

* Principaux contributeurs

Affiche les actifs qui contribuent (en pourcentage) a I'actif de base.
* Principaux changements

Actifs liés aux changements récents.
» Conflits de charge de travail

Affiche les ressources qui ont un impact ou sont impactées par d’autres ressources partagées, telles que
les hotes, les réseaux et le stockage. On les appelle parfois ressources gourmandes et dégradées.

Section Ressources supplémentaires

La section Ressources supplémentaires affiche des tableaux de données pour les ressources liées au type
d’objet actuel. Vous pouvez développer et réduire ces tableaux afin de vous concentrer sur des ressources
spécifiques. Sélectionnez 'icbne d’engrenage pour afficher temporairement des mesures ou des attributs
supplémentaires dans un tableau.

Ajouter des widgets personnalisés

Vous pouvez ajouter vos propres widgets a n'importe quelle page d’actif. Les widgets que vous ajoutez
apparaitront sur les pages d’actifs pour tous les objets de ce type. Par exemple, I'ajout d’'un widget
personnalisé a une page de ressource de stockage affichera ce widget sur les pages de ressources pour
toutes les ressources de stockage.
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Les widgets personnalisés sont placés au bas d’une page de destination, sous les sections Performances et
Ressources.

Types de pages d’actifs
Data Infrastructure Insights fournit des pages d’actifs pour les actifs suivants :

* Machine virtuelle

» Machine virtuelle de stockage (SVM)
* Volume

* Volume interne

* Hoéte (y compris I'’hyperviseur)
* Piscine de stockage

» Stockage

* Magasin de données

* Application

* Neceud de stockage

* Qtree

» Disque

* VMDK

* Port

* Changer

* Tissu

* Hoéte

e Zone

Modification de la plage horaire des données affichées

Par défaut, une page d’actif affiche les 3 derniéres heures de données ; cependant, vous pouvez modifier le
segment temporel des données affichées en utilisant une option située sur chaque page d’actif, quel que soit le
type d’actif. Pour modifier la plage horaire, cliquez sur la plage horaire affichée dans la barre supérieure et
choisissez parmi les segments horaires suivants :

* Les 15 derniéres minutes

* Les 30 derniéres minutes

* Les 60 derniéres minutes

* Les 2 derniéres heures

» 3 dernieres heures (c’est la valeur par défaut)

* Les 6 derniéres heures

* Les 12 derniéres heures

* Derniéres 24 heures

* Les 2 derniers jours
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* Les 3 derniers jours
* Les 7 derniers jours
* Les 14 derniers jours
* Les 30 derniers jours

* Plage horaire personnalisée

La plage horaire personnalisée vous permet de sélectionner jusqu’a 31 jours consécutifs. Vous pouvez
également définir I'heure de début et I'heure de fin de la journée pour cette plage. L'heure de début par défaut
est 00h0O0 le premier jour sélectionné et I'heure de fin par défaut est 23h59 le dernier jour sélectionné. Cliquez
sur Appliquer pour appliquer la plage horaire personnalisée a la page de I'actif.

Les informations sur la page s’actualisent automatiquement en fonction de la plage horaire sélectionnée. Le
taux de rafraichissement actuel est affiché dans le coin supérieur droit de la section Résumé ainsi que sur tous
les tableaux ou widgets pertinents de la page.

Définitions des mesures de performance

La section Performance peut afficher plusieurs mesures en fonction de la période sélectionnée pour I'actif.
Chaque métrique est affichée dans son propre graphique de performances. Vous pouvez ajouter ou supprimer
des métriques et des actifs associés des graphiques en fonction des données que vous souhaitez voir ; les
métriques parmi lesquelles vous pouvez choisir varient en fonction du type d’actif.

Métrique Description

Crédit BB zéro Rx, Tx Nombre de fois ou le nombre de crédits de tampon a
tampon de réception/transmission est passé a zéro
pendant la période d’échantillonnage. Cette mesure
représente le nombre de fois ou le port connecté a d{
arréter de transmettre parce que ce port n’avait plus
de crédits a fournir.

Crédit BB a durée zéro Tx Durée en millisecondes pendant laquelle le crédit BB
de transmission était nul pendant I'intervalle
d’échantillonnage.

Taux de réussite du cache (total, lecture, écriture) %  Pourcentage de requétes aboutissant a des hits dans
le cache. Plus le nombre de hits par rapport aux
acces au volume est élevé, meilleures sont les
performances. Cette colonne est vide pour les baies
de stockage qui ne collectent pas d’'informations sur
les hits de cache.

Utilisation du cache (total) % Pourcentage total de requétes de cache aboutissant a
des hits de cache

Rejets de classe 3 Nombre de rejets de transport de données Fibre
Channel de classe 3.

Utilisation du processeur (total) % Quantité de ressources CPU activement utilisées, en
pourcentage du total disponible (sur tous les CPU
virtuels).

Erreur CRC Nombre de trames avec des contrdles de redondance

cycliqgue (CRC) non valides détectées par le port
pendant la période d’échantillonnage
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Fréquence d’'images

Taille moyenne de la trame (Rx, Tx)

Taille du cadre trop longue
Taille du cadre trop courte

Densité d’E/S (totale, lecture, écriture)

IOPS (total, lecture, écriture)

Débit IP (total, lecture, écriture)
Lire : Débit IP (réception) :
Ecriture : Débit IP (transmission) :

Latence (totale, lecture, écriture)

Latence:
Latence maximale :
Echec de la liaison

Réinitialisation du lien Rx, Tx

Utilisation de la mémoire (totale) %
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Fréquence d’'images transmise en images par
seconde (FPS)

Rapport entre le trafic et la taille de la trame. Cette
mesure vous permet d’identifier s’il existe des trames
en surplomb dans la structure.

Nombre de trames de transmission de données Fibre
Channel trop longues.

Nombre de trames de transmission de données Fibre
Channel trop courtes.

Nombre d’lOPS divisé par la capacité utilisée (telle
qu’acquise a partir de I'inventaire le plus récent de la
source de données) pour I'élément Volume, Volume
interne ou Stockage. Mesuré en nombre d’opérations
d’E/S par seconde par To.

Nombre de demandes de service d’E/S en
lecture/écriture passant par le canal d’E/S ou une
partie de ce canal par unité de temps (mesuré en E/S
par seconde)

Total : débit agrégé auquel les données IP ont été
transmises et recues en mégaoctets par seconde.

Débit moyen auquel les données IP ont été regues en
meégaoctets par seconde.

Débit moyen auquel les données IP ont été
transmises en mégaoctets par seconde.

Latence (R&W) : taux auquel les données sont lues
ou écrites sur les machines virtuelles dans un laps de
temps fixe. La valeur est mesurée en mégaoctets par
seconde.

Temps de réponse moyen des machines virtuelles
dans un magasin de données.

Le temps de réponse le plus élevé des machines
virtuelles dans un magasin de données.

Nombre de défaillances de liaison détectées par le
port pendant la période d’échantillonnage.

Nombre de réinitialisations de liaison de réception ou
de transmission pendant la période d’échantillonnage.
Cette métrique représente le nombre de
réinitialisations de lien émises par le port connecté a
ce port.

Seuil pour la mémoire utilisée par I'héte.



R/W partiel (total) %

Erreurs de port

Nombre de pertes de signal

Taux de swap (taux total, taux d’entrée, taux de sortie)

Nombre de pertes de synchronisation

Débit (total, lecture, écriture)

Délai d’expiration des trames de rejet - Tx

Taux de trafic (total, lecture, écriture)

Utilisation du trafic (total, lecture, écriture)

Utilisation (totale, lecture, écriture) %

Ecriture en attente (total)

Nombre total de fois qu’une opération de
lecture/écriture franchit une limite de bande sur
n’'importe quel module de disque dans un LUN RAID
5, RAID 1/0 ou RAID 0. En général, les croisements
de bande ne sont pas bénéfiques, car chacun
nécessite une E/S supplémentaire. Un faible
pourcentage indique une taille d’élément de bande
efficace et indique un alignement incorrect d’un
volume (ou d’'un LUN NetApp ). Pour CLARIION, cette
valeur correspond au nombre de croisements de
bandes divisé par le nombre total d’'IOPS.

Rapport des erreurs de port sur la période
d’échantillonnage/la durée donnée.

Nombre d’erreurs de perte de signal. Si une erreur de
perte de signal se produit, il n’y a pas de connexion
électrique et un probléme physique existe.

Taux auquel la mémoire est échangée vers l'intérieur,
vers I'extérieur ou les deux du disque vers la mémoire
active pendant la période d’échantillonnage. Ce
compteur s’applique aux machines virtuelles.

Nombre d’erreurs de perte de synchronisation. Si une
erreur de perte de synchronisation se produit, le
matériel ne peut pas comprendre le trafic ni s’y
verrouiller. Il se peut que tous les équipements
n’utilisent pas le méme débit de données, ou que les
connexions optiques ou physiques soient de
mauvaise qualité. Le port doit se resynchroniser aprées
chaque erreur de ce type, ce qui affecte les
performances du systéme. Mesuré en Ko/sec.

Débit auquel les données sont transmises, regues ou
les deux dans un laps de temps fixe en réponse aux
demandes de service d’'E/S (mesuré en Mo par
seconde).

Nombre de trames de transmission rejetées en raison
d’'un dépassement de délai.

Trafic transmis, regu ou les deux regus pendant la
période d’échantillonnage, en mébioctets par
seconde.

Rapport entre le trafic regu/transmis/total et la
capacité recue/transmise/totale, pendant la période
d’échantillonnage.

Pourcentage de bande passante disponible utilisée
pour la transmission (Tx) et la réception (Rx).

Nombre de demandes de service d’'E/S d’écriture en
attente.
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Filtrage des objets en contexte

Lors de la configuration d’'un widget sur la page de destination d’'un actif, vous pouvez
définir des filtres in-context pour afficher uniquement les objets directement liés a I'actif
actuel. Par défaut, lorsque vous ajoutez un widget, fous les objets du type sélectionné sur
votre locataire sont affichés. Les filtres contextuels vous permettent d’afficher uniquement
les données pertinentes pour votre actif actuel.

Sur la plupart des pages de destination des ressources, les widgets vous permettent de filtrer les objets liés a
la ressource actuelle. Dans les listes déroulantes de filtre, les types d’objets qui affichent une icone de lien
peuvent étre filtrés dans le contexte de I'actif actuel.

Par exemple, sur une page d’actif de stockage, vous pouvez ajouter un widget de graphique a barres pour
afficher les IOPS les plus élevées sur les volumes internes uniquement sur ce stockage. Par défaut, lorsque
vous ajoutez un widget, tous les volumes internes de votre locataire sont affichés.

Pour afficher uniquement les volumes internes sur la ressource de stockage actuelle, procédez comme suit :
Etapes

1. Ouvrez une page d’actif pour n'importe quel actif Stockage.

2. Cliquez sur Modifier pour ouvrir la page de I'actif en mode Edition.

3. Cliquez sur Ajouter un widget et sélectionnez Graphique a barres.

4. Sélectionnez Volume interne comme type d’objet a afficher sur le graphique a barres. Notez que le type
d’objet de volume interne posséde une icone de lien a cbété de lui. L'icone « lié » est activée par défaut.

Top Internal Volumes G

' E internal volume v (i ]

C

m

Y
=R 6§ A

Host

|E| Internal Volume <:
@ 15C51 Session

. [ e

@ Port
|E| Qtree

5. Choisissez IOPS - Total et définissez les filtres supplémentaires que vous souhaitez.
6. Réduisez le champ Roll Up en cliquant sur le [X] a cbété de celui-ci. Le champ Afficher s’affiche.

7. Choisissez d’afficher le Top 10.
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8. Enregistrez le widget.

Le graphique a barres affiche uniquement les volumes internes qui résident sur la ressource de stockage
actuelle.

Le widget sera affiché sur les pages d’actifs pour tous les objets de stockage. Lorsque le lien contextuel est
activé dans le widget, le graphique a barres affiche les données des volumes internes liés uniquement a la
ressource de stockage actuellement affichée.

Pour dissocier les données de I'objet, modifiez le widget et cliquez sur I'icbne de lien a cété du type d’objet. Le
lien est désactivé et le graphique affiche les données de fous les objets de votre locataire.

Vous pouvez également utiliser"variables spéciales dans les widgets" pour afficher des informations
relatives aux actifs sur les pages de destination.

Virtualisation du stockage

Data Infrastructure Insights peut faire la différence entre une baie de stockage disposant
d’un stockage local ou d’'une virtualisation d’autres baies de stockage. Cela vous donne
la possibilité de relier les colts et de distinguer les performances du front-end jusqu’au
back-end de votre infrastructure.

Virtualisation dans un widget de table
L'un des moyens les plus simples de commencer a examiner votre virtualisation de stockage est de créer un
widget de tableau de bord affichant le type virtualisé. Lors de la création de la requéte pour le widget, ajoutez
simplement « virtualizedType » a votre regroupement ou filtre.

Storage e

Display Last3 Hours [Dashboard Time)

Filter by Attribute
Filter by Metric

Group by | wvirtualizedType b

Le widget de tableau résultant vous montre les stockages Standard, Backend et Virtual sur votre locataire.

227


concept_dashboard_features.html#variables
concept_dashboard_features.html#variables
concept_dashboard_features.html#variables

Storage by virtualizedType
50 items found in 4 groups
[F virtualizedType T Storage

[=] Backend (5) -

Backend Sym-Perf

Backend Sym-000050074300343
Backend CXB00_26_CK00351029326
Backend VNX8000_46_CK00351029346
Backend Sym-000050074300324

[#] Standard (36) -

[# Virtual (8) -

Les pages de destination affichent des informations virtualisées

Sur une page de destination de stockage, de volume, de volume interne ou de disque, vous pouvez voir les
informations de virtualisation pertinentes. Par exemple, en regardant la page de destination de stockage ci-
dessous, vous pouvez voir qu’il s’agit d’'un stockage virtuel et quel systeme de stockage backend s’applique.
Tous les tableaux pertinents sur les pages de destination afficheront également des informations de
virtualisation, le cas échéant.

Storage Summary

Model: Virtualized Type: IOPS - Total:
V-Series Virtual N/A
Vendor: Backend Storage: Throughput - Total:
NetApp Sym-000050074300343 N/A
Family: Microcode Version: Management:
V-Series 8.0.2 7-Mode

FC Fabrics Connected:
Serial Number: Raw Capacity: 7
1306804 0.0GIB

Alert Monitors:
1P: Latency - Total:
192.168.7.41 MN/A

Pages de destination et tableaux de bord existants

Sachez que si vous disposez actuellement de pages de destination ou de tableaux de bord personnalisés sur
votre locataire, ceux-ci n’afficheront pas automatiquement toutes les informations de virtualisation par défaut.
Cependant, vous pouvez revenir aux valeurs par défaut de n'importe quel tableau de bord ou page de
destination personnalisé (vous devrez réimplémenter vos personnalisations) ou modifier les widgets concernés
pour inclure les attributs ou les mesures de virtualisation souhaités.
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Revenir a la valeur par défaut est disponible dans le coin supérieur droit d’un tableau de bord personnalisé ou
d’'un écran de page de destination.

Z Edit ~

Revert to Default

Conseils et astuces pour rechercher des actifs et des alertes

Plusieurs techniques de recherche peuvent étre utilisées pour rechercher des données
ou des objets dans votre environnement surveillé.

* Recherche générique

Vous pouvez effectuer une recherche avec plusieurs caractéeres génériques a l'aide du caractere *. Par
exemple, applic*n renverrait application.

* Phrases utilisées dans la recherche
Une phrase est un groupe de mots entourés de guillemets doubles ; par exemple, « VNX LUN 5 ». Vous
pouvez utiliser des guillemets doubles pour rechercher des documents contenant des espaces dans leurs
noms ou leurs attributs.

* Opérateurs booléens

En utilisant les opérateurs booléens OU, ET et NON, vous pouvez combiner plusieurs termes pour former
une requéte plus complexe.

ou
L'opérateur OR est I'opérateur de conjonction par défaut.
S’il n’y a pas d’opérateur booléen entre deux termes, I'opérateur OU est utilisé.

L'opérateur OR relie deux termes et trouve un document correspondant si I'un des termes existe dans un
document.

Par exemple, storage OR netapp recherche les documents qui contiennent storage ou netapp.

Des notes élevées sont attribuées aux documents qui correspondent a la plupart des termes.

ET

Vous pouvez utiliser I'opérateur AND pour rechercher des documents dans lesquels les deux termes de
recherche existent dans un seul document. Par exemple, storage AND netapp recherche les documents
qui contiennent a la fois storage et netapp.

Vous pouvez utiliser le symbole && a la place du mot AND.

PAS

Lorsque vous utilisez I'opérateur NOT, tous les documents contenant le terme apres NOT sont exclus des
résultats de la recherche. Par exemple, storage NOT netapp recherche les documents qui contiennent
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uniguement storage et non netapp.

Vous pouvez utiliser le symbole ! a la place du mot NOT.

La recherche n’est pas sensible a la casse.

Rechercher a I’aide de termes indexés

Les recherches qui correspondent a davantage de termes indexés générent des scores plus élevés.

La chaine de recherche est divisée en termes de recherche distincts par un espace. Par exemple, la chaine de
recherche « storage aurora netapp » est divisée en trois mots-clés : « storage », « aurora » et « netapp ». La
recherche est effectuée en utilisant les trois termes. Les documents qui correspondent a la plupart de ces
termes auront le score le plus élevé. Plus vous fournissez d’informations, meilleurs seront les résultats de
recherche. Par exemple, vous pouvez rechercher un stockage par son nom et son modéle.

Linterface utilisateur affiche les résultats de la recherche par catégories, avec les trois premiers résultats par
catégorie. Si vous n'avez pas trouvé I'objet que vous attendiez, vous pouvez inclure plus de termes dans la
chaine de recherche pour améliorer les résultats de la recherche.

Le tableau suivant fournit une liste de termes indexés qui peuvent étre ajoutés a la chaine de recherche.

Catégorie Termes indexés
Stockage modele de fournisseur de nom de « stockage »
Pool de stockage nom du pool de stockage nom du stockage adresses

IP du stockage numéro de série du stockage
fournisseur de stockage modéle de stockage noms de
tous les volumes internes associés noms de tous les
disques associés

Volume interne "internalvolume" nom nom du stockage adresses IP
du stockage numéro de série du stockage fournisseur
de stockage modéle de stockage nom du pool de
stockage noms de tous les partages associés noms
de toutes les applications associées

Volume nom de « volume » nom de I'étiquette noms de tous
les volumes internes nom du pool de stockage nom
du stockage adresses IP du stockage numéro de
série du stockage fournisseur de stockage modéle de
stockage

Nceud de stockage "storagenode" nom nom du stockage adresses IP du
stockage numéro de série du stockage fournisseur de
stockage modéle de stockage

Hote nom d'« héte » adresses IP noms de toutes les
applications associées

Magasin de données nom du « datastore » nom du centre virtuel noms IP
de tous les volumes noms de tous les volumes
internes
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Catégorie Termes indexés

Machines virtuelles nom de « machine virtuelle » nom DNS adresses IP
nom de I'h6te adresses IP de ’h6te noms de tous les
magasins de données noms de toutes les applications
associées

Commutateurs (réguliers et NPV) "switch" adresse IP nom wwn numéro de série
modele identifiant de domaine nom de la structure
wwn de la structure

Application « application » nom locataire secteur d’activité unité
commerciale projet

Ruban adhésif "bande" adresse IP nom numéro de série fournisseur

Port nom WWN « port »

Tissu nom wwn « tissu »

Machine virtuelle de stockage (SVM) UUID du nom « storagevirtualmachine »

Analyse des données

Présentation de SAN Analyzer

Le SAN joue un réle crucial dans la gestion des charges de travail vitales, mais sa
complexité peut entrainer des pannes importantes et des perturbations pour les clients.
Avec SAN Analyzer de DIl la gestion du SAN devient plus simple et plus efficace. Cet
outil puissant offre une visibilité de bout en bout, mappant les dépendances de la
VM/héte au réseau, au LUN et au stockage. En fournissant une carte topologique
interactive, SAN Analyzer vous permet d’identifier les problemes, de comprendre les
changements et d’améliorer la compréhension du flux de données. Optimisez la gestion
SAN dans les environnements informatiques complexes avec SAN Analyzer et
augmentez votre visibilité sur les charges de travail en bloc.
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Filter By | Application | Netapp Store % ~  Compute Host ¥ | All - & vmwareDSfc01:Tier3_VMwareDS01:/vol/Tier3_VMwareDS01/Tier3_VMwareDS01 > | R
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diskLatencytotal {ms)
100

Explorez les connexions entre vos actifs

Sélectionnez Observabilité > Analyser > Analyseur SAN pour afficher I'analyseur SAN. Définissez un filtre
pour I'application, I'hdte, la structure et/ou le stockage. La carte des objets s’affiche, montrant les objets
connectés. Passez la souris sur un objet pour afficher les mesures de trafic pour ces connexions.

n cbo-fab01-swi2

Poriz  trafficRstetotal maxbafficlfilizstion poriBmors bbCreditZero total
& 0.36MiB/s 0.01% o 304

La plupart des filtres SAN Analyzer (y compris ceux que vous pouvez ajouter) sont contextuels ;
lorsque vous sélectionnez un objet dans I'un de ces filtres, les choix présentés dans les autres

@ listes déroulantes de filtres sont actualisés en fonction de 'objet ou des objets sélectionnés. Les
seules exceptions a cette regle sont Application, Port et Switch ; ces filires ne sont pas
contextuels.

Cliquer sur un objet ou un groupe ouvre un panneau coulissant fournissant des détails supplémentaires sur
I'objet et ses connexions. Le panneau coulissant affiche un résumé, qui fournit des détails sur I'objet
sélectionné (par exemple, IP, hyperviseur, Connected Fabrics, etc., selon le type d’objet), ainsi que des
graphiques affichant des métriques pour I'objet telles que la latence ou les IOPS, et les modifications et alertes
si nécessaire. Vous pouvez également choisir d’afficher les mesures des objets les plus corrélés sur les
graphiques, si vous le souhaitez.

En plus de I'onglet Résumé, le panneau coulissant affiche des onglets pour des éléments tels que les détails
du port ou les informations de zone, selon 'objet choisi.
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Last 3 Hours b > 4

ol Observability - Observability / Analyze / SAN Analyzer Summary Ports Zones
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1 002
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Analyze s 0o A A
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W Workload Security » qnetapp.com
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e
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i} Admin »
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che-fabz-sw02:fc0/39 > F_PORT fab02 VFi128 grenada 3z 024
che-fab02-sw02:fc0/40 > F_PORT fab02 VF:128 grenada 32 0.03
1 »

Si votre environnement posséde des protocoles différents, vous pouvez filtrer par iSCSI ou FC :

Observability / Analyze / SAN Analyzer

Filter By - Application | All v X | Host | All v | X

Protocol: All * Connection Size: trafficRateiotal *  View Network by:  Automatic
All
FC

iSCSl

Si votre environnement inclut des périphériques iSCSI, le survol de I'objet iSCSI met en évidence les
connexions liées a ces périphériques iSCSI concernés.
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Conseils de dépannage

Quelques solutions a essayer si vous rencontrez des problémes :

Probléme: Essayez ceci :
Je vois <0, =0 ou >0 dans la Iégende pour des Cela peut se produire dans de trés rares cas ou les
meétriques telles que trafficUtilization ou trafficRate. valeurs métriques sont inférieures a deux décimales,

comme 0,000123. L'élargissement de la fenétre
temporelle pourrait aider a analyser la métrique plus
efficacement.

Présentation de VM Analyzer

Avec VM Analyzer de DII, la gestion de vos actifs virtuels devient plus simple et plus
efficace. Cet outil puissant offre une visibilité de bout en bout, mappant les dépendances
de VMDK/VM a I'héte, au magasin de données, au volume interne/volume au stockage.

En fournissant une carte topologique interactive, VM Analyzer vous permet d’identifier les problemes, de

comprendre les changements et d’améliorer la compréhension du flux de données. Rationalisez la gestion des
machines virtuelles et augmentez votre visibilité sur les charges de travail virtuelles.
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Observability / Analyze / VM Analyzer
Filter By - Application = All
Virtual Machine | Arrow-0TS-01 X

Volume | All -
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Explorez les connexions entre vos actifs

@ Last 3 Hours - °

Virtual Machine .| X
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4

Sélectionnez Observabilité > Analyser > Analyseur de VM pour afficher 'analyseur de VM. Définissez un
filtre pour I'application, la machine virtuelle, le volume, le volume interne ou ajoutez vos propres filtres. La carte
des objets s’affiche, montrant les objets connectés. Passez la souris sur un objet pour afficher les mesures de
trafic pour ces connexions.

[MetApp-Ontap-Datastore-02] Arrow-0T5-
01/ Arrow-0T5-01_3wmdk

Latency - Total: 6.96ms=

IOPS - Totak: 5.1810/s

Throughput - Total: 0. 13MiB/s

Lt
. S

. -

La plupart des filtres VM Analyzer (y compris ceux que vous pouvez ajouter) sont contextuels ;
lorsque vous sélectionnez un objet dans I'un de ces filtres, les choix présentés dans les autres
listes déroulantes de filires sont actualisés en contexte avec I'objet ou les objets sélectionnés.

Cliquer sur un objet ou un groupe ouvre un panneau coulissant fournissant des détails supplémentaires sur
I'objet et ses connexions. Le panneau coulissant affiche un résumé, qui fournit des détails sur I'objet
sélectionné (par exemple, le débit ou I'utilisation, selon le type d’objet), et des graphiques affichant des
meétriques pour I'objet telles que la latence ou les IOPS. Des onglets supplémentaires vous permettent
d’explorer des ressources supplémentaires ou des modifications et des alertes associées. Vous pouvez
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également choisir d’afficher les mesures des objets les plus corrélés ou les plus concurrents sur les
graphiques, si vous le souhaitez.

Voyez-le en action

Dépannage simplifié avec VM Analyzer (vidéo), window=read-later

Surveiller la santé de ’'infrastructure

Data Infrastructure Insights fournit une surveillance compléte de I'état de l'infrastructure
qui suit les performances, la capacité, la configuration et I'état des composants de votre
environnement de stockage. Les scores de santé sont calculés en fonction des alertes de
surveillance dans ces catégories, vous offrant une vue unifiée de la santé du systeme et
permettant une résolution proactive des problemes.

Le tableau de bord de I’état de santé des infrastructures

@ La surveillance de la santé des infrastructures est une"Apercu” fonctionnalité et est sujette a
changement.

Accédez a Observabilité > Analyser et sélectionnez Santé de I’infrastructure. Le tableau de bord fournit un
apercu de I'état de votre systeme, en fonction des catégories d’alertes et des scores du moniteur, comme
expliqué ci-dessous. Définissez des filtres en haut pour affiner le champ de votre enquéte.

Observability / Analyze / Infrastructure Health

Filter By = Data Center All v X Region All ¥ X Storage Name All v B

Fabric Name = All ¥ X Family | All » X  Vendor All v x@

€ Health Score Calculation

5 T o 0 N o
Storages Total N 1 Fabrics Total 71-94 | 0
o 55001 - ot 55:100 | 0
Infrastructure Health Scores GroupBy Data Center v  OrderBy Score (All) v
RTP N/A
Storages (1) Storages (2)
80 100

Lowest: 80 Lowest: 100

Par défaut, les scores de santé sont regroupés par centre de données ; vous pouvez sélectionner le
regroupement qui convient le mieux a votre session.

Configurer les moniteurs a utiliser pour la santé de I’'infrastructure

Les scores de santé sont déterminés par des alertes configurées pour étre incluses dans les calculs de santé
du systéeme.

Lors de la création d’'un moniteur pour un objet d’infrastructure, vous pouvez choisir d’'inclure ou non les alertes
du moniteur dans les calculs. Au bas de I'écran, développez la Configuration avancée et sélectionnez Inclure
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dans le calcul de I'état de l'infrastructure. Sélectionnez une catégorie a laquelle appliquer le calcul pour le
moniteur :

+ Santé des composants - panne de ventilateur, processeur de service hors ligne, etc.

» Santé des performances - utilisation élevée des nceuds de stockage, pic anormal de latence des nceuds,
etc.

« Capacité Santé - La capacité du pool de stockage approche de sa pleine capacité, espace insuffisant pour
instantané LUN, etc.

« Santé de la configuration - niveau cloud inaccessible, relation SnapMirror désynchronisée, etc.
Advanced Configuration

Associate to an Infrastructure Health Category (optional)

Include in Infrastructure Health Calculation

Select a Health Category v

Capacity
Components
Configuration

Performance

Les scores de santé expliqués

Les scores sont présentés sur une échelle de 0 a 100, 100 correspondant a une santé compléte. Les objets
d’infrastructure surveillés qui rencontrent actuellement ou récemment des problémes réduiront ce score en
fonction des moyennes pondérées suivantes :

« Composants, performances ou capacité : 30 % chacun

» Configuration : 10%

Les scores de santé sont affectés par les alertes générées par les moniteurs que vous avez configurés pour
étre inclus dans les calculs de santé de l'infrastructure des maniéres suivantes :

* Les alertes critiques réduisent le score de santé du poids de la catégorie complete

* Les alertes d’avertissement réduisent le score de /a moitié du poids de la catégorie.
Si certaines catégories ne sont pas déclarées, la moyenne pondérée sera ajustée en conséquence.

Par exemple : 1 alerte critique sur les composants (-30) et 1 alerte d’avertissement sur les performances (50 %
de 30 = -15) donnent un score de santé de 55 (100 moins 45).

Lorsque les alertes sont résolues, ces réductions de score de santé s’estompent progressivement et le score
se rétablit complétement dans les 2 heures.
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Rapports

Présentation des rapports sur Data Infrastructure Insights

Le reporting Data Infrastructure Insights est un outil de veille économique qui vous
permet d’afficher des rapports prédéfinis ou de créer des rapports personnalisés.

La fonctionnalité de reporting est disponible dans Data Infrastructure Insights"Edition Premium" .
La disponibilité de la fonctionnalité de reporting est soumise a une exigence d’empreinte
minimale. "Contactez votre représentant commercial NetApp" pour plus d’informations.

Avec les rapports Data Infrastructure Insights, vous pouvez effectuer les taches suivantes :

» Exécuter un rapport prédéfini

» Créer un rapport personnalisé

* Personnaliser le format et le mode de livraison d’un rapport

* Planifier 'exécution automatique des rapports

» Rapports par courrier électronique

» Utiliser des couleurs pour représenter les seuils sur les données
Data Infrastructure Insights Reporting peut générer des rapports personnalisés pour des domaines tels que la
rétrofacturation, I'analyse de la consommation et les prévisions, et peut aider a répondre a des questions telles
que les suivantes :

* Quel est mon inventaire?

* Ou est mon inventaire?

* Qui utilise nos actifs ?

* Quelle est la rétrofacturation pour le stockage alloué a une unité commerciale ?

« Combien de temps faudra-t-il avant que j'aie besoin d’acquérir une capacité de stockage supplémentaire ?

 Les unités commerciales sont-elles alignées sur les niveaux de stockage appropriés ?

« Comment l'allocation de stockage évolue-t-elle au cours d’'un mois, d’un trimestre ou d’'une année ?

Acceés aux rapports d' Data Infrastructure Insights

Vous pouvez accéder aux rapports Data Infrastructure Insights en cliquant sur le lien Rapports dans le menu.

Vous serez redirigé vers l'interface de rapport. Data Infrastructure Insights utilise IBM Cognos Analytics pour
son moteur de reporting.

Qu’est-ce que ETL ?

Lorsque vous travaillez avec des rapports, vous entendrez les termes « Data Warehouse » et « ETL ». ETL
signifie « Extraire, Transformer et Charger ». Le processus ETL récupére les données collectées dans Data
Infrastructure Insights et transforme les données dans un format a utiliser dans les rapports. « Entrep6t de
données » fait référence aux données collectées disponibles pour le reporting.

Le processus ETL comprend ces processus individuels :

238


concept_subscribing_to_cloud_insights.html
https://www.netapp.com/forms/cloud-insights-contact-us/

 Extrait : Extrait des données de Data Infrastructure Insights.

» Transformer : applique des regles ou des fonctions de logique métier aux données telles qu’elles sont

extraites de Data Infrastructure Insights.

» Charger : enregistre les données transformées dans I'entrepét de données pour les utiliser dans les

rapports.

Roles des utilisateurs des rapports sur Data Infrastructure Insights

Si vous disposez de Data Infrastructure Insights Premium Edition avec Reporting, chaque
utilisateur de Data Infrastructure Insights sur votre locataire dispose également d’'une
connexion Single Sign-On (SSO) a I'application Reporting (c’est-a-dire Cognos). Cliquez
simplement sur le lien Rapports dans le menu et vous serez automatiquement connecté

aux rapports.

Votre role d'utilisateur dans Data Infrastructure Insights détermine votre role d’utilisateur Reporting :

Roéle de Data Infrastructure Insights Role de reporting

Invité Consommateur
Utilisateur Auteur
Administrateur Administrateur

Autorisations de signalement

Peut afficher, planifier et exécuter
des rapports et définir des
préférences personnelles telles que
celles concernant les langues et les
fuseaux horaires. Les
consommateurs ne peuvent pas
créer de rapports ni effectuer de
taches administratives.

Peut exécuter toutes les fonctions
du consommateur ainsi que créer
et gérer des rapports et des
tableaux de bord.

Peut exécuter toutes les fonctions
d’auteur ainsi que toutes les taches
administratives telles que la
configuration des rapports et l'arrét
et le redémarrage des taches de
reporting.

Le tableau suivant présente les fonctions disponibles pour chaque réle de reporting.

Fonctionnalité Consommateur

Afficher les rapports dans Oui
I'onglet Contenu de
I'équipe

Exécuter des rapports Oui
Rapports de planification  Oui

Télécharger des fichiers  Non
externes

Auteur

Oui

Oui
Oui
Oui

Administrateur

Oui

Oui
Oui
Oui
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Créer des emplois Non Oui Oui

Créer des histoires Non Oui Oui
Créer des rapports Non Oui Oui
Créer des packages et Non Oui Oui

des modules de données

Effectuer des taches Non Non Oui
administratives

Ajouter/modifier un Non Non Oui
élément HTML

Exécuter un rapport avec Oui Oui Oui
un élément HTML
Ajouter/Modifier SQL Non Non Oui

personnalisé

Exécuter des rapports Oui Oui Oui
avec SQL personnalisé

Définition des préférences de courrier électronique pour les rapports (Cognos)

Si vous modifiez vos préférences de messagerie utilisateur dans Data Infrastructure Insights

@ Reporting (c’est-a-dire I'application Cognos), ces préférences sont actives uniquement pour la
session en cours. La déconnexion et la reconnexion de Cognos réinitialiseront vos préférences
de messagerie.

Quelles étapes dois-je suivre pour préparer mon environnement existant a I’activation de SSO ?

Pour garantir la conservation de vos rapports, migrez tous les rapports de Mon contenu vers Contenu d’équipe
en suivant les étapes suivantes. Vous devez effectuer cette opération avant d’activer I'authentification unique
sur votre locataire :

1. Accédez a Menu > Contenu
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= IBEM Cognos Analytics with Watson

fat Home

MNew
4 Upload data
I [0 Content
(U Recent >

Manage

1. Créer un nouveau dossier dans Team Content

a. Si plusieurs utilisateurs ont été créés, veuillez créer un dossier distinct pour chaque utilisateur afin
d’éviter d’écraser les rapports avec des noms en double.

. Accédez a Mon contenu
. Sélectionnez tous les rapports que vous souhaitez conserver.
. Dans le coin supérieur droit du menu, sélectionnez « Copier ou déplacer »

. Accédez au dossier nouvellement créé dans Team Content

o o0~ WD

. Collez les rapports dans le dossier nouvellement créé a I'aide des boutons « Copier vers » ou « Déplacer
Vers »

7. Une fois SSO activé pour Cognos, connectez-vous a Data Infrastructure Insights avec I'adresse e-mail
utilisée pour créer votre compte.

8. Accédez au dossier Team Content dans Cognos et copiez ou déplacez les rapports précédemment
enregistrés vers Mon contenu.

Rapports prédéfinis simplifiés

Data Infrastructure Insights Reporting inclut des rapports prédéfinis qui répondent a un
certain nombre d’exigences de reporting courantes, fournissant des informations
essentielles dont les parties prenantes ont besoin pour prendre des décisions éclairées
concernant leur infrastructure de stockage.

@ La fonctionnalité de reporting est disponible dans Data Infrastructure Insights"Edition Premium" .

Vous pouvez générer des rapports prédéfinis a partir du portail de création de rapports Data Infrastructure
Insights , les envoyer par courrier électronique a d’autres utilisateurs et méme les modifier. Plusieurs rapports
vous permettent de filtrer par appareil, entité commerciale ou niveau. Les outils de reporting utilisent IBM
Cognos comme base et vous offrent de nombreuses options de présentation des données.

Les rapports prédéfinis affichent votre inventaire, votre capacité de stockage, vos rétrofacturations, vos
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performances, votre efficacité de stockage et vos données de colt du cloud. Vous pouvez modifier ces
rapports prédéfinis et enregistrer vos modifications.

Vous pouvez générer des rapports dans différents formats, notamment HTML, PDF, CSV, XML et Excel.

Accéder aux rapports prédéfinis

Lorsque vous ouvrez le portail de rapports, le dossier Team Content est le point de départ pour sélectionner le
type d’informations dont vous avez besoin dans les rapports Data Infrastructure Insights .

1. Dans le volet de navigation de gauche, sélectionnez Contenu > Contenu de I’équipe.

2. Sélectionnez Rapports pour accéder aux rapports prédéfinis.

IBM Cognos Analytics with Watson

ot Home

New
1+ Upload data
I [0 Content
(' Recent >

Manage

Data Infrastructure Insights Analytics [ Content W

Content 0

My content Team content

Custom Reports - bt6649 Packages Reports Storage Manager Dashboard
Last Accessed 1/22/2025, 9:15 PM E2| Last Accessed 1/13/2023, 4:09 PM | Last Accessed 11/5/2021, 3:36 PM O Last Accessed 4/16/2019, 7:09 ml:l

Utiliser des rapports prédéfinis pour répondre aux questions courantes

Les rapports prédéfinis suivants sont disponibles dans Contenu de I’équipe > Rapports.

Capacité et performances du niveau de service des applications

Le rapport Capacité et performances du niveau de service des applications fournit un apercu de haut niveau
de vos applications. Vous pouvez utiliser ces informations pour la planification de la capacité ou pour un plan
de migration.
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Rétrofacturation

Le rapport de rétrofacturation fournit des informations sur la rétrofacturation et la responsabilité de la capacité
de stockage par hétes, applications et entités commerciales, et inclut des données actuelles et historiques.

Pour éviter le double comptage, n’incluez pas les serveurs ESX, surveillez uniguement les machines virtuelles.

Sources de données

Le rapport Sources de données affiche toutes les sources de données installées sur votre site, I'état de la
source de données (succes/échec) et les messages d’état. Le rapport fournit des informations sur la maniére
de commencer a résoudre les problémes liés aux sources de données. Les sources de données défaillantes
ont un impact sur la précision des rapports et sur la convivialité générale du produit.

Performances ESX vs VM

Le rapport Performances ESX vs VM fournit une comparaison des serveurs et des machines virtuelles ESX,
indiquant les IOP moyens et de pointe, le débit, la latence et les utilisations des serveurs et des machines
virtuelles ESX. Pour éviter le double comptage, excluez les serveurs ESX ; incluez uniquement les machines
virtuelles. Une version mise a jour de ce rapport est disponible sur le NetApp Storage Automation Store.

Résumé du tissu

Le rapport récapitulatif de la structure identifie les commutateurs et les informations sur les commutateurs,
notamment le nombre de ports, les versions du micrologiciel et I'état de la licence. Le rapport n’inclut pas les
ports de commutation NPV.

HBA hoétes

Le rapport HBA hétes fournit une vue d’ensemble des hétes de I'environnement et indique le fournisseur, le
modéle et la version du micrologiciel des HBA, ainsi que le niveau du micrologiciel des commutateurs
auxquels ils sont connectés. Ce rapport peut étre utilisé pour analyser la compatibilité du micrologiciel lors de
la planification d’'une mise a niveau du micrologiciel pour un commutateur ou un HBA.

Capacité et performances du niveau de service de I’héte

Le rapport Capacité et performances du niveau de service de I'’héte fournit un apercu de l'utilisation du
stockage par héte pour les applications en mode bloc uniquement.

Résumé de I’hote

Le rapport récapitulatif de I'h6te fournit un apergu de I'utilisation du stockage par chaque hoéte sélectionné avec
des informations pour les hotes Fibre Channel et iISCSI. Le rapport vous permet de comparer les ports et les
chemins, la capacité Fibre Channel et ISCSI, ainsi que le nombre de violations.

Détails de la licence

Le rapport Détails de la licence indique la quantité de ressources pour lesquelles vous disposez d’une licence
sur tous les sites disposant de licences actives. Le rapport montre également une somme de la quantité réelle
sur tous les sites avec des licences actives. La sommation peut inclure des chevauchements de baies de
stockage gérées par plusieurs serveurs.

Volumes cartographiés mais non masqués

Le rapport Volumes mappés mais non masqués répertorie les volumes dont le numéro d’unité logique (LUN) a
été mappé pour étre utilisé par un hote particulier, mais n’est pas masqué pour cet héte. Dans certains cas, il
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peut s’agir de LUN mis hors service qui ont été démasqués. Les volumes non masqués sont accessibles par
n’'importe quel héte, ce qui les rend vulnérables a la corruption des données.

Capacité et performances de NetApp

Le rapport Capacité et performances NetApp fournit des données globales sur la capacité allouée, utilisée et
engagée avec des données de tendance et de performances pour la capacité NetApp .

Tableau de bord

Le rapport Scorecard fournit un résumé et un état général de tous les actifs acquis par Data Infrastructure
Insights. Le statut est indiqué par des drapeaux verts, jaunes et rouges :

* Le vert indique un état normal
* Le jaune indique un probleme potentiel dans I'environnement

* Le rouge indique un probleme qui nécessite une attention particuliere

Tous les champs du rapport sont décrits dans le dictionnaire de données fourni avec le rapport.

Résumé du stockage

Le rapport Résumé du stockage fournit un résumé global des données de capacité utilisées et inutilisées pour
les pools de stockage bruts, alloués et les volumes. Ce rapport fournit un apergu de tout le stockage
découvert.

Capacité et performances des machines virtuelles

Décrit I'environnement de la machine virtuelle (VM) et son utilisation de la capacité. Les outils VM doivent étre
activés pour afficher certaines données, par exemple lorsque les VM ont été mises hors tension.

Chemins de VM

Le rapport Chemins d’acces VM fournit des données sur la capacité du magasin de données et des mesures
de performances pour savoir quelle machine virtuelle s’exécute sur quel hote, quels hétes accédent a quels
volumes partagés, quel est le chemin d’accés actif et ce qui comprend I'allocation et 'utilisation de la capacité.

Capacité HDS par Thin Pool

Le rapport Capacité HDS par pool mince indique la quantité de capacité utilisable sur un pool de stockage
provisionné de maniére dynamique.

Capacité NetApp par agrégat

Le rapport NetApp Capacity by Aggregate affiche I'espace total brut, total, utilisé, disponible et engagé des
agrégats.

Capacité Symmetrix par réseau épais

Le rapport Capacité Symmetrix par réseau épais affiche la capacité brute, la capacité utilisable, la capacité
libre, la capacité mappée, masquée et la capacité libre totale.

Capacité Symmetrix par Thin Pool

Le rapport Capacité Symmetrix par Thin Pool affiche la capacité brute, la capacité utilisable, la capacité
utilisée, la capacité libre, le pourcentage utilisé, la capacité souscrite et le taux d’abonnement.
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XIV Capacité par baie

Le rapport XIV Capacité par baie affiche la capacité utilisée et inutilisée de la baie.

XIV Capacité par piscine

Le rapport XIV Capacité par pool affiche la capacité utilisée et inutilisée des pools de stockage.
Tableau de bord du gestionnaire de stockage

Le tableau de bord du gestionnaire de stockage vous fournit une visualisation centralisée
qui vous permet de comparer et de contraster l'utilisation des ressources au fil du temps
par rapport aux plages acceptables et aux jours d’activité précédents. En affichant
uniquement les indicateurs de performance clés de vos services de stockage, vous
pouvez prendre des décisions sur la maniere de maintenir vos centres de données.

@ La fonctionnalité de reporting est disponible dans Data Infrastructure Insights"Edition Premium" .

Résumeé

La sélection de Tableau de bord du gestionnaire de stockage dans le contenu de I'équipe vous fournit
plusieurs rapports qui fournissent des informations sur votre trafic et votre stockage.

= IBM Cognos Analytics with Watson | [ Content v

(3 Storage Manager Dashboard

My content Team content

Team content [ Storage Manager Dashboard

Data Center Traffic Details Orphaned Storage Details Storage Manager Report g Storage Pools Capacity and

Performance Details
Last Accessed m Last Accessed m Last Accessed E Last Accessed |E|
4/17/2019, 6:47 PM 5/2/2019, 8:30 PM 12/17/2019, 9:44 PM 4/17/2019, 6:47 PM

Pour une vue d’ensemble, le Rapport du gestionnaire de stockage comprend sept composants qui
contiennent des informations contextuelles sur de nombreux aspects de votre environnement de stockage.
Vous pouvez approfondir les aspects de vos services de stockage pour effectuer une analyse approfondie
d’une section qui vous intéresse le plus.
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Ce composant affiche la capacité de stockage utilisée par rapport a la capacité utilisable, le nombre total de
ports de commutateur par rapport au nombre de ports de commutateur connectés et I'utilisation totale des
ports de commutateur connectés par rapport a la bande passante totale, ainsi que I'évolution de chacun de
ces éléments au fil du temps. Vous pouvez visualiser I'utilisation réelle par rapport aux plages basse, moyenne
et haute, ce qui vous permet de comparer et de contraster I'utilisation entre les projections et vos valeurs
réelles souhaitées, en fonction d’'un objectif. Pour la capacité et les ports de commutation, vous pouvez
configurer cette cible. La prévision est basée sur une extrapolation du taux de croissance actuel et de la date
que vous avez définie. Lorsque la capacité utilisée prévue, basée sur la date de projection d’utilisation future,
dépasse la cible, une alerte (cercle rouge continu) apparait a cété de Capacité.

Capacité des niveaux de stockage

Ce composant affiche la capacité du niveau utilisée par rapport a la capacité allouée au niveau, ce qui indique
comment la capacité utilisée augmente ou diminue sur une période de 12 mois et combien de mois restent
avant la pleine capacité. L'utilisation de la capacité est affichée avec des valeurs fournies pour 'utilisation
réelle, la prévision d’utilisation et un objectif de capacité, que vous pouvez configurer. Lorsque la capacité
utilisée prévue, basée sur la date de projection d’utilisation future, dépasse la capacité cible, une alerte (cercle
rouge continu) apparait a cété d’un niveau.

Vous pouvez cliquer sur n'importe quel niveau pour afficher le rapport Détails de la capacité et des
performances des pools de stockage, qui indique les capacités libres et utilisées, le nombre de jours avant le
remplissage et les détails des performances (IOPS et temps de réponse) pour tous les pools du niveau
sélectionné. Vous pouvez également cliquer sur n'importe quel nom de stockage ou de pool de stockage dans
ce rapport pour afficher la page d’actif résumant I'état actuel de cette ressource.
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Trafic de stockage quotidien

Ce composant montre les performances de I'environnement, s'il y a une croissance importante, des
changements ou des probleémes potentiels par rapport aux six mois précédents. |l montre également le trafic
moyen par rapport au trafic des sept jours précédents et du jour précédent. Vous pouvez visualiser toutes les
anomalies dans la fagon dont I'infrastructure fonctionne, car elle fournit des informations qui mettent en
évidence les variations cycliques (sept jours précédents) et saisonniéres (six mois précédents).

Vous pouvez cliquer sur le titre (Trafic de stockage quotidien) pour afficher le rapport Détails du trafic de
stockage, qui affiche la carte thermique du trafic de stockage horaire pour le jour précédent pour chaque
systeme de stockage. Cliquez sur n’importe quel nom de stockage dans ce rapport pour afficher la page d’actif
résumant I'état actuel de cette ressource.

Les centres de données sont sur le point d’étre saturés

Ce composant affiche tous les centres de données par rapport a tous les niveaux et la capacité restante dans
chaque centre de données pour chaque niveau de stockage en fonction des taux de croissance prévus. Le
niveau de capacité du niveau est indiqué en bleu ; plus la couleur est foncée, moins il reste de temps au
niveau de 'emplacement avant d’étre plein.

Vous pouvez cliquer sur une section d’'un niveau pour afficher le rapport Détails des jours avant remplissage

des pools de stockage, qui indique la capacité totale, la capacité libre et le nombre de jours avant remplissage
de tous les pools du niveau sélectionné et du centre de données. Cliquez sur n'importe quel nom de stockage
ou de pool de stockage dans ce rapport pour afficher la page d’actif résumant I'état actuel de cette ressource.

Top 10 des applications

Ce composant affiche les 10 principales applications en fonction de la capacité utilisée. Quelle que soit la
maniére dont le niveau organise les données, cette zone affiche la capacité actuellement utilisée et la part de
l'infrastructure. Vous pouvez visualiser la gamme d’expériences utilisateur au cours des sept jours précédents
pour voir si les consommateurs bénéficient de temps de réponse acceptables (ou, plus important encore,
inacceptables).

Cette zone affiche également les tendances, qui indiquent si les applications atteignent leurs objectifs de
niveau de service de performance (SLO). Vous pouvez afficher le temps de réponse minimum de la semaine
précédente, le premier quartile, le troisieme quartile et le temps de réponse maximum, avec une meédiane
affichée par rapport a un SLO acceptable, que vous pouvez configurer. Lorsque le temps de réponse médian
d’'une application est hors de la plage SLO acceptable, une alerte (cercle rouge continu) apparait a cété de
I'application. Vous pouvez cliquer sur une application pour afficher la page de ressource résumant I'état actuel
de cette ressource.

Performances quotidiennes des niveaux de stockage

Ce composant affiche un résumé des performances du niveau en termes de temps de réponse et d'lOPS pour
les sept jours précédents. Ces performances sont comparées a un SLO, que vous pouvez configurer, ce qui
vous permet de voir s’il existe une opportunité de consolider les niveaux, de réaligner les charges de travalil
fournies a partir de ces niveaux ou d’identifier des problémes avec des niveaux particuliers. Lorsque le temps
de réponse médian ou le nombre d’lOPS médian est hors de la plage SLO acceptable, une alerte (cercle
rouge continu) apparait a coté d’un niveau.

Vous pouvez cliquer sur un nom de niveau pour afficher le rapport Détails de la capacité et des performances
des pools de stockage, qui indique les capacités libres et utilisées, le nombre de jours avant le remplissage et
les détails des performances (IOPS et temps de réponse) pour tous les pools du niveau sélectionné. Cliquez
sur n'importe quel stockage ou pool de stockage dans ce rapport pour afficher la page d’actif résumant I'état
actuel de cette ressource.
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Capacité orpheline

Ce composant affiche la capacité orpheline totale et la capacité orpheline par niveau, en la comparant aux
plages acceptables pour la capacité totale utilisable et en affichant la capacité réelle qui est orpheline. La
capacité orpheline est définie par la configuration et par les performances. Le stockage orphelin par
configuration décrit une situation dans laquelle un stockage est alloué a un héte. Cependant, la configuration
n’a pas éte effectuée correctement et ’h6te ne peut pas accéder au stockage. Orphelin en raison des
performances, c’est lorsque le stockage est correctement configuré pour étre accessible par un hoéte.
Cependant, il n'y a eu aucun trafic de stockage.

La barre horizontale empilée indique les plages acceptables. Plus le gris est foncé, plus la situation est
inacceptable. La situation réelle est illustrée par la barre étroite en bronze qui indique la capacité réelle qui est
orpheline.

Vous pouvez cliquer sur un niveau pour afficher le rapport Détails du stockage orphelin, qui affiche tous les
volumes identifiés comme orphelins par configuration et performances pour le niveau sélectionné. Cliquez sur
n’'importe quel stockage, pool de stockage ou volume dans ce rapport pour afficher la page d’actif résumant
I'état actuel de cette ressource.

Création d’un rapport (exemple)

Utilisez les étapes de cet exemple pour générer un rapport simple sur la capacité
physique du stockage et des pools de stockage dans un certain nombre de centres de
données.

Etapes
1. Accédez a Menu > Contenu > Contenu de I’équipe > Rapports
2. En haut a droite de I'écran, sélectionnez [Nouveau +]

3. Sélectionnez Signaler

) : T

Data module

Exploration

Dashboard

Report

+1

@
Story

Job

4. Dans I'onglet Modéles, sélectionnez Vide

Les onglets Source et Données s’affichent
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5. Ouvrir Sélectionner une source +

6. Sous Contenu de I’équipe, ouvrez Packages

10.
1.
12.
13.
14.
15.
16.
17.

Une liste des packages disponibles s’affiche.

Choisissez *Capacité de stockage et de pool de
stockage*

Open

My content Team content

Team content / Packages

Sélectionnez Ouvrir

Les styles disponibles pour votre rapport sont affichés.
Sélectionnez Liste
Ajoutez des noms appropriés pour la liste et la requéte

Sélectionnez OK

Développer la capacité physique

Développez jusqu’au niveau le plus bas du Data Center
Faites glisser Data Center vers la palette Rapports.
Augmenter la Capacité (Mo)

Faites glisser Capacité (Mo) vers la palette Rapports.

Faites glisser Capacité utilisée (Mo) vers la palette Rapports.

Exécutez le rapport en sélectionnant un type de sortie dans le menu Exécuter.

e it 8
Name Type Last Accessed
= Host Volume Hourly Performance Package 6/25/2021, 9:36 PM
& Internal Volume Capacity Package 11/4/2021, 4:23 PM
& Internal Volume Daily Performance Package 1/7/2022, 4:23 PM
= Internal Volume Hourly Performance Package 1/6/2022,11:41 PM
= Inventory Package 12/17/2019, 9:22 PM
&= Port Capacity Package 11/20/2019, 4:13 PM
= Qtree Capacity Package 11/4/2021, 6:07 PM
™ Qtree Performance Package 11/4/2021,11:07 PM
& Storage and Storage Pool Capacity Package 12/17/2019, 5:58 PM
= Storage Efficiency Package 12/17/2019, 9:17 PM
= Storage Node Capacity Package 1/13/2023, 4:09 PM
& Storage Node Performance Package 1/13/2023, 6:11 PM
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> . ¢ »
® RunHTML
Run PDF
Run Excel
Run Excel data
Run C3V

Run XML

Show run options

Résultat
Un rapport similaire au suivant est créé :
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oo

DataCenter  Capacity (MB)  Used Capacity (MB)
Asia 122,070,096.00 45,708 105.00
BLR 100,709,506.00 54982 204.00
Boulder 22 883 450.00 12.011.075.00
DCO1 1.707,024,715.00 1.407,609.686.00
DCoz2 ¥32,370,688.00 732,370,688.00
DCO3 314,598 162.00 65.448 975 00
DCO04 573,573,884 .00 282 645,615.00
DCO5 89,245 458 00 62,145 011.00
DCO6 19,455 433,799 00 11,283 487 74400
DCO8 100,709,506.00 44,950 171.00
DC10 112,916,718.00 43,346.818.00
DC14 23 565 735,054.00 17,357,431 924.00
DC56 137 549 084.00 10,657 793.00
Europe 743,942 208 .00 240,369 325 00
HIO 9.823 036,853.00 4,216.750,338.00
London 0.00 0.00
N/A 9.049 939 023.00 5,887 911,992 00

®RTF 12,386,326,262.00 5,638,048 477.00
SAC 9. 269 642 330.00 6,197 549 437.00
+ Top  Pageup | Pagedown i Bottom

Gestion des rapports

Vous pouvez personnaliser le format de sortie et la livraison d’'un rapport, définir les
propriétés ou les planifications du rapport et envoyer des rapports par courrier
électronique.

®

La fonctionnalité de reporting est disponible dans Data Infrastructure Insights"Edition Premium" .

Avant d’apporter des modifications aux autorisations de création de rapports ou a la sécurité,
vous devez copier les rapports « Mon contenu » dans le dossier « Contenu de I'équipe » pour
garantir que les rapports sont enregistrés.
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Personnalisation du format de sortie et de la livraison d’un rapport

Vous pouvez personnaliser le format et le mode de livraison des rapports.

1. Dans le portail de rapports Data Infrastructure Insights , accédez a Menu > Contenu > Mon

contenu/Contenu de I’équipe. Passez la souris sur le rapport que vous souhaitez personnaliser et ouvrez

le menu « trois points ».

[ Reports

My content

Team content [ Reports

1 item selected

Capacity Management

Environment Usage

Last Accessed
4/29/2013, 8:28 FM

KBS Chargeback

Last Accessed
1/5/2022, 11:16 FM

Storage Capacity and Cost

Analysis

L B30 FM

Team content

Capacity Trending and

Foracasting - Executive Level

Last Accessed ra-

44292019, 8:29 PM

KBS Overview

Lest Accessed

12/5/2021, 1:34 AM rJ

Storage Infrastructure

Executive Summary

Last Accessed r_.»

44292019, 8-30 PM

1. Cliquez sur Propriétés > Planification

2. Vous pouvez définir les options suivantes :

CI Scorecard

Last Accessed

10/28/2021, 9:18 PM

More +

c .

Run as

rt- NEW
Edit report
Create report view

ﬁ Create & new job

View versions

MEW - Flex Groups

Last Acceased
4/5/2023, 1:36 FM

Virtual Machine Remediation

Last Accessed
4/4]2023, 8:21PM

Share

Take ownership ecutive
Copy or move to

Add shortcut

Edit name and description

Properties

Details

Delete

Consumption

> Planifiez quand vous souhaitez que les rapports s’exécutent.

o Choisissez les Options pour le format et la livraison du rapport (Enregistrer, Imprimer, Envoyer par e-

mail) et les langues du rapport.

Create

@ . "

Details (T}

FC Port Remediation

Last Accessed
4/29/201%, 8:23 PM

Reclamation Efficiency And

Allocation Lifecycle

Last Accessad
10/28/2021,9:31PM

Weekly Storage Consumption

Last Accessed
4/5/2023,12:14 AM

3. Cliquez sur Enregistrer pour produire le rapport en utilisant les sélections que vous avez effectuées.

Copier un rapport dans le presse-papiers

Utilisez ce processus pour copier un rapport dans le presse-papiers.

1. Sélectionnez un rapport a copier (Menu > Contenu > Mon contenu ou Contenu de I’équipe)

2. Choisissez Modifier le rapport dans le menu déroulant du rapport
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Capacity Trending and ¢ T
Run s

Foracasting - Executive Lavel
Edit report
Create report view

Last Accessad r. Create & new job
4/29/2019, 8:29 PM

View versions

3. En haut a droite de I'écran, ouvrez le menu « trois points » a coté de « Propriétés ».

4. Sélectionnez Copier le rapport dans le presse-papiers.

Page design ~ El = Properties

Open report from clipboard

Copy report to clipboard

Visual aids ¥
. Find
@ alidate report

Validate opticns

Auto correct...

Layout component cache...

Manage conditional styles...

Show generated SOL/MDX

Add shared set report...

Manage shared set reports...

Manage shared set references ..
[#] Show specification

Options...

Ouvrir des rapports depuis le presse-papiers

Vous pouvez ouvrir une spécification de rapport qui a été précédemment copiée dans le presse-papiers.

A propos de cette tache Commencez par créer un nouveau rapport ou ouvrir un rapport existant que vous
souhaitez remplacer par le rapport copié. Les étapes ci-dessous concernent un nouveau rapport.

1. Sélectionnez Menu > +Nouveau > Rapport et créez un rapport vierge.

2. En haut a droite de I'écran, ouvrez le menu « trois points » a coté de « Propriétés ».

3. Sélectionnez Ouvrir le rapport a partir du presse-papiers.
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&  Page design == Properties

Open report from clipboard

Copy report to clipboard

1. Collez le code copié dans la fenétre et sélectionnez OK.

2. Sélectionnez l'icbne de la disquette pour enregistrer le rapport.

3. Choisissez ou enregistrer le rapport (Mon contenu, Contenu de I'équipe ou créez un nouveau dossier).

4. Donnez au nouveau rapport un nom significatif et sélectionnez Enregistrer.

Modification d’un rapport existant

Gardez a I'esprit que la modification des fichiers dans leur emplacement par défaut entraine le risque que ces
rapports soient écrasés lors de la prochaine actualisation du catalogue de rapports. Il est recommandé
d’enregistrer le rapport modifié sous un nouveau nom ou de le stocker dans un emplacement autre que celui

par défaut.

Dépannage

Vous trouverez ici des suggestions pour résoudre les problémes liés aux rapports.

Probléme:

Lors de la planification de I'envoi d’un rapport par e-
mail, le nom de I'utilisateur connecté est pré-rempli
dans le champ « A » de I'e-mail. Cependant, le nom
est sous la forme « prénom nom » (prénom, espace,
nom). Etant donné qu'il ne s’agit pas d’'une adresse e-
mail valide, I'e-mail ne sera pas envoyé lors de
I'exécution du rapport planifié.

Mon rapport planifié est envoyé par e-mail, mais le
rapport n’est pas accessible si I'origine provient du
dossier « Mon contenu ».

lors de I'enregistrement d’un travail, le dossier peut
afficher « Contenu de I'équipe » avec la liste du
contenu de « Rapports personnalisés - Xxxxxxx », mais
Vous ne pouvez pas enregistrer le travail ici car
Cognos pense qu’il s’agit du dossier « Contenu de
I’équipe » dans lequel vous n'avez pas acces en
écriture.

Création de rapports personnalisés

Essayez ceci :

Lorsque vous planifiez I'envoi du rapport par courrier
électronique, effacez le nom prérempli et saisissez
une adresse électronique valide et correctement
formatée dans le champ « A ».

Afin d’éviter cela, le rapport ou la vue de rapport doit
étre enregistré dans le dossier « Contenu de I'équipe
> Rapports personnalisés - xxxxxx » et le calendrier
créé a partir de cette version enregistrée. Le dossier
« Rapports personnalisés - xxxxxx » est visible par
tous les utilisateurs du locataire.

La solution consiste a créer un nouveau dossier avec
un nom unique (par exemple « Nouveau dossier ») et
a I'enregistrer a cet endroit, ou a I'enregistrer dans

« Mon contenu », puis a le copier/déplacer vers

« Rapports personnalisés - XXXXXX ».

Vous pouvez utiliser les outils de création de rapports pour créer des rapports
personnalisés. Aprés avoir créé des rapports, vous pouvez les enregistrer et les exécuter
selon un calendrier régulier. Les résultats des rapports peuvent étre automatiquement
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envoyeés par courrier électronique a vous-méme et a d’autres.
@ La fonctionnalité de reporting est disponible dans Data Infrastructure Insights"Edition Premium" .

Les exemples de cette section montrent le processus suivant, qui peut étre utilisé pour n'importe lequel des
modeles de données Data Infrastructure Insights Reporting :

« Identifier une question a laquelle il faut répondre avec un rapport

« Déterminer les données nécessaires pour étayer les résultats

» Sélection des éléments de données pour le rapport

Avant de concevoir votre rapport personnalisé, vous devez effectuer certaines taches préalables. Si vous ne
les remplissez pas, les rapports pourraient étre inexacts ou incomplets.

Par exemple, si vous ne terminez pas le processus d’identification de I'appareil, vos rapports de capacité ne
seront pas précis. Ou, si vous ne terminez pas la définition des annotations (telles que les niveaux, les unités
commerciales et les centres de données), vos rapports personnalisés risquent de ne pas signaler avec
précision les données de votre domaine ou d’afficher « N/A » pour certains points de données.

Avant de concevoir vos rapports, effectuez les taches suivantes :

» Configurer tout"collecteurs de données" correctement.

+ Saisissez des annotations (telles que les niveaux, les centres de données et les unités commerciales) sur
les appareils et les ressources de votre locataire. Il est avantageux d’avoir des annotations stables avant
de générer des rapports, car Data Infrastructure Insights Reporting collecte des informations historiques.

Processus de création de rapport

Le processus de création de rapports personnalisés (également appelés « ad hoc ») implique plusieurs
taches :

* Planifiez les résultats de votre rapport.

* Identifiez les données pour étayer vos résultats.

» Sélectionnez le modeéle de données (par exemple, le modéle de données de rétrofacturation, le modéle de
données d’inventaire, etc.) qui contient les données.

» Sélectionnez les éléments de données pour le rapport.

* Formatez, triez et filtrez éventuellement les résultats du rapport.

Planification des résultats de votre rapport personnalisé

Avant d’ouvrir les outils de création de rapport, vous souhaiterez peut-étre planifier les résultats que vous
souhaitez obtenir du rapport. Grace aux outils de création de rapports, vous pouvez créer des rapports
facilement et ne pas avoir besoin de beaucoup de planification. Cependant, il est judicieux d’obtenir une idée
des exigences du demandeur du rapport.
« Identifiez la question exacte a laquelle vous souhaitez répondre. Par exemple:
o Quelle est la capacité restante ?
> Quels sont les colts de rétrofacturation par unité commerciale ?

> Quelle est la capacité par niveau pour garantir que les unités commerciales sont alignées sur le niveau
de stockage approprié ?
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o Comment puis-je prévoir les besoins en énergie et en refroidissement ? (Ajoutez des métadonnées
personnalisées en ajoutant des annotations aux ressources.)

* Identifiez les éléments de données dont vous avez besoin pour étayer la réponse.

« Identifiez les relations entre les données que vous souhaitez voir dans la réponse. N’incluez pas de
relations illogiques dans votre question, par exemple : « Je veux voir les ports liés a la capacité. »

* Identifiez tous les calculs nécessaires sur les données.
» Déterminez quels types de filtrage sont nécessaires pour limiter les résultats.
» Déterminez si vous devez utiliser des données actuelles ou historiques.

» Déterminez si vous devez définir des privileges d’accés sur les rapports pour limiter les données a des
publics spécifiques.

« Déterminer comment le rapport sera distribué. Par exemple, doit-il étre envoyé par courrier électronique
selon un calendrier défini ou inclus dans la zone de dossier de contenu de I'équipe ?

» Déterminez qui tiendra a jour le rapport. Cela pourrait affecter la complexité de la conception.

» Créez une maquette du rapport.

Conseils pour la conception de rapports

Plusieurs conseils peuvent étre utiles lorsque vous concevez des rapports.
» Déterminez si vous devez utiliser des données actuelles ou historiques.

La plupart des rapports doivent uniquement rendre compte des derniéres données disponibles dans Data
Infrastructure Insights.

* Les rapports Data Infrastructure Insights fournissent des informations historiques sur la capacité et les
performances, mais pas sur l'inventaire.

» Tout le monde voit toutes les données ; cependant, vous devrez peut-étre limiter les données a des publics
spécifiques.

Pour segmenter les informations pour différents utilisateurs, vous pouvez créer des rapports et définir des
autorisations d’acces sur ceux-ci.

Modéles de données de reporting

Data Infrastructure Insights comprend plusieurs modéles de données a partir desquels vous pouvez
sélectionner des rapports prédéfinis ou créer votre propre rapport personnalisé.

Chaque modele de données contient un datamart simple et un datamart avance :

* Le datamart simple fournit un accés rapide aux éléments de données les plus couramment utilisés et inclut
uniquement le dernier instantané des données de I'entrepbt de données ; il n’inclut pas les données
historiques.

 Le datamart avancé fournit toutes les valeurs et tous les détails disponibles dans le datamart simple et
inclut 'accés aux valeurs des données historiques.

Modéles de données de capacité

Vous permet de répondre a des questions sur la capacité de stockage, I'utilisation du systéme de fichiers, la
capacité du volume interne, la capacité du port, la capacité du gtree et la capacité de la machine virtuelle (VM).
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Le modéle de données de capacité est un conteneur pour plusieurs modéles de données de capacité. Vous
pouvez créer des rapports répondant a différents types de questions a I'aide de ce modele de données :

Modeéle de données de capacité de stockage et de pool de stockage

Vous permet de répondre a des questions sur la planification des ressources de capacité de stockage, y
compris le stockage et les pools de stockage, et inclut les données des pools de stockage physiques et
virtuels. Ce modele de données simple peut vous aider a répondre aux questions liées a la capacité de I'étage
et a I'utilisation de la capacité des pools de stockage par niveau et par centre de données au fil du temps. Si
vous débutez dans les rapports de capacité, vous devez commencer par ce modéle de données, car il s’agit
d’'un modele de données plus simple et ciblé. Vous pouvez répondre a des questions similaires aux suivantes
en utilisant ce modéle de données :

* Quelle est la date prévue pour atteindre le seuil de capacité de 80 % de mon stockage physique ?

* Quelle est la capacité de stockage physique sur une baie pour un niveau donné ?

* Quelle est ma capacité de stockage par fabricant et par famille ainsi que par centre de données ?

* Quelle est la tendance d’utilisation du stockage sur une baie pour tous les niveaux ?

* Quels sont mes 10 meilleurs systémes de stockage avec la plus grande utilisation ?

* Quelle est la tendance d’utilisation du stockage des pools de stockage ?

* Quelle est la capacité déja allouée ?

* Quelle capacité est disponible pour I'allocation ?

Modéle de données d’utilisation du systéme de fichiers

Ce modéle de données fournit une visibilité sur l'utilisation de la capacité par les hotes au niveau du systeme
de fichiers. Les administrateurs peuvent déterminer la capacité allouée et utilisée par systéme de fichiers,
déterminer le type de systéme de fichiers et identifier les statistiques de tendance par type de systeme de
fichiers. Vous pouvez répondre aux questions suivantes en utilisant ce modéle de données :

* Quelle est la taille du systeme de fichiers ?

« Ou sont conservées les données et comment y accéde-t-on, par exemple en local ou sur SAN ?

* Quelles sont les tendances historiques concernant la capacité du systeme de fichiers ? Alors, sur cette
base, a quoi pouvons-nous nous attendre pour les besoins futurs ?

Modéle de données de capacité de volume interne

Vous permet de répondre a des questions sur la capacité interne utilisée, la capacité allouée et I'utilisation de
la capacité au fil du temps :

* Quels volumes internes ont une utilisation supérieure a un seuil prédéfini ?

* Quels volumes internes risquent de manquer de capacité en fonction d’'une tendance ? 8 Quelle est la
capacité utilisée par rapport a la capacité allouée sur nos volumes internes ?

Modéle de données de capacité portuaire

Vous permet de répondre a des questions sur la connectivité du port du commutateur, I'état du port et la
vitesse du port au fil du temps. Vous pouvez répondre a des questions similaires aux suivantes pour vous
aider a planifier les achats de nouveaux commutateurs : Comment puis-je créer une prévision de
consommation de ports qui prédit la disponibilité des ressources (ports) (en fonction du centre de données, du
fournisseur de commutateurs et de la vitesse du port) ?
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* Quels ports sont susceptibles de manquer de capacité, en fonction de la vitesse des données, du centre
de données, du fournisseur et du nombre de ports hbtes et de stockage ?

* Quelles sont les tendances de la capacité des ports de commutation au fil du temps ?
* Quelles sont les vitesses des ports ?

* Quel type de capacité portuaire est nécessaire et quelle organisation est sur le point de manquer d’un
certain type de port ou d’un certain fournisseur ?

* Quel est le moment optimal pour acheter cette capacité et la rendre disponible ?

Modéle de données Qtree Capacity

Vous permet de suivre l'utilisation de Qtree (avec des données telles que la capacité utilisée par rapport a la
capacité allouée) au fil du temps. Vous pouvez afficher les informations selon différentes dimensions, par
exemple par entité commerciale, application, niveau et niveau de service. Vous pouvez répondre aux
questions suivantes en utilisant ce modéle de données :

* Quelle est la capacité utilisée pour les gtrees par rapport aux limites définies par application ou entité
commerciale ?

* Quelles sont les tendances de notre capacité utilisée et libre afin que nous puissions faire une planification
de capacité ?

* Quelles entités commerciales utilisent le plus de capacité ?

* Quelles applications consomment le plus de capacité ?

Modéle de données de capacité VM

Vous permet de signaler votre environnement virtuel et son utilisation de la capacité. Ce modéle de données
vous permet de générer des rapports sur les changements d’utilisation de la capacité au fil du temps pour les
machines virtuelles et les magasins de données. Le modéle de données fournit également des données de
provisionnement dynamique et de rétrofacturation de machine virtuelle.

« Comment puis-je déterminer la rétrofacturation de capacité en fonction de la capacité provisionnée sur les
machines virtuelles et les magasins de données ?

* Quelle capacité n’est pas utilisée par les machines virtuelles et quelle partie inutilisée est libre, orpheline
ou autre ?

* Que devons-nous acheter en fonction des tendances de consommation ?
* Quelles économies d’efficacité de stockage puis-je réaliser en utilisant les technologies de
provisionnement fin et de déduplication du stockage ?

Les capacités du modéle de données VM Capacity sont extraites des disques virtuels (VMDK). Cela signifie
que la taille provisionnée d’une machine virtuelle utilisant le modéle de données VM Capacity correspond a la
taille de ses disques virtuels. Ceci est différent de la capacité provisionnée dans la vue Machines virtuelles
dans Data Infrastructure Insights, qui affiche la taille provisionnée pour la machine virtuelle elle-méme.

Modéle de données de capacité de volume

Vous permet d’analyser tous les aspects des volumes de votre locataire et d’organiser les données par
fournisseur, modeéle, niveau, niveau de service et centre de données.

Vous pouvez afficher la capacité liée aux volumes orphelins, aux volumes inutilisés et aux volumes de

protection (utilisés pour la réplication). Vous pouvez également voir différentes technologies de volume (iISCSI
ou FC) et comparer les volumes virtuels aux volumes non virtuels pour les problemes de virtualisation de
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matrice.
Vous pouvez répondre a des questions similaires aux suivantes avec ce modéle de données :

* Quels volumes ont une utilisation supérieure a un seuil prédéfini ?
* Quelle est la tendance dans mon centre de données en matiére de capacité de volume orphelin ?

* Quelle part de la capacité de mon centre de données est virtualisée ou provisionnée de maniere
dynamique ?

* Quelle part de la capacité de mon centre de données doit étre réservée a la réplication ?

Modeéle de données de rétrofacturation

Vous permet de répondre a des questions sur la capacité utilisée et la capacité allouée sur les ressources de
stockage (volumes, volumes internes et gtrees). Ce modele de données fournit des informations sur la
rétrofacturation et la responsabilité de la capacité de stockage par hétes, applications et entités commerciales,
et inclut des données actuelles et historiques. Les données du rapport peuvent étre classées par niveau de
service et par niveau de stockage.

Vous pouvez utiliser ce modele de données pour générer des rapports de rétrofacturation en recherchant la
quantité de capacité utilisée par une entité commerciale. Ce modele de données vous permet de créer des
rapports unifiés de plusieurs protocoles (y compris NAS, SAN, FC et iSCSI).

* Pour le stockage sans volumes internes, les rapports de rétrofacturation affichent la rétrofacturation par
volumes.
* Pour le stockage avec volumes internes :

> Si des entités commerciales sont affectées a des volumes, les rapports de rétrofacturation affichent la
rétrofacturation par volumes.

o Si les entités commerciales ne sont pas affectées a des volumes mais affectées a des qgtrees, les
rapports de rétrofacturation affichent la rétrofacturation par qtrees.

> Si les entités commerciales ne sont pas affectées a des volumes ni a des gtrees, les rapports de
rétrofacturation affichent le volume interne.

o La décision d’afficher la rétrofacturation par volume, gtree ou volume interne est prise pour chaque
volume interne. Il est donc possible que différents volumes internes du méme pool de stockage
affichent la rétrofacturation a différents niveaux.

Les faits de capacité sont purgés apres un intervalle de temps par défaut. Pour plus de détails, voir Processus
de I'entrep6t de données.

Les rapports utilisant le modéle de données de rétrofacturation peuvent afficher des valeurs différentes de
celles des rapports utilisant le modéle de données de capacité de stockage.

* Pour les baies de stockage qui ne sont pas des systémes de stockage NetApp , les données des deux
modeles de données sont les mémes.

* Pour les systemes de stockage NetApp et Celerra, le modéle de données de rétrofacturation utilise une
seule couche (de volumes, de volumes internes ou de gtrees) pour baser ses frais, tandis que le modele
de données de capacité de stockage utilise plusieurs couches (de volumes et de volumes internes) pour
baser ses frais.

Modéle de données d’inventaire

Vous permet de répondre a des questions sur les ressources d’inventaire, notamment les hotes, les systéemes
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de stockage, les commutateurs, les disques, les bandes, les gtrees, les quotas, les machines virtuelles et les
serveurs, ainsi que les périphériques génériques. Le modele de données d’inventaire comprend plusieurs
sous-marchés qui vous permettent d’afficher des informations sur les réplications, les chemins FC, les chemins
iISCSI, les chemins NFS et les violations. Le modéle de données d’inventaire n’inclut pas de données
historiques. Questions auxquelles vous pouvez répondre avec ces données

* Quels sont mes actifs et ou se trouvent-ils ?

* Qui utilise les actifs ?

* Quels types d’appareils possédes-je et quels sont les composants de ces appareils ?

» Combien d’hdtes par systéme d’exploitation ai-je et combien de ports existent sur ces hotes ?

* Quelles baies de stockage par fournisseur existent dans chaque centre de données ?

» Combien de commutateurs par fournisseur ai-je dans chaque centre de données ?

* Combien de ports ne sont pas autorisés ?

* Quelles bandes de fournisseurs utilisons-nous et combien de ports existent sur chaque bande ? Tous les
périphériques génériques sont-ils identifies avant de commencer a travailler sur les rapports ?

* Quels sont les chemins entre les hbtes et les volumes de stockage ou les bandes ?

* Quels sont les chemins entre les périphériques génériques et les volumes de stockage ou les bandes ?
« Combien de violations de chaque type ai-je par centre de données ?

* Pour chaque volume répliqué, quels sont les volumes source et cible ?

Y a-t-il des incompatibilités de micrologiciel ou des décalages de vitesse de port entre les HBA hétes Fibre
Channel et les commutateurs ?

Modeéle de données de performance

Vous permet de répondre a des questions sur les performances des volumes, des volumes d’application, des
volumes internes, des commutateurs, des applications, des machines virtuelles, des VMDK, des ESX par
rapport aux machines virtuelles, des hotes et des nceuds d’application. La plupart d’entre eux rapportent des
données horaires, quotidiennes ou les deux. A l'aide de ce modele de données, vous pouvez créer des
rapports qui répondent a plusieurs types de questions de gestion des performances :

* Quels volumes ou volumes internes n’ont pas été utilisés ou consultés pendant une période spécifique ?

» Pouvons-nous identifier une éventuelle mauvaise configuration du stockage d’'une application (inutilisée) ?

* Quel était le modéle de comportement d’accés global pour une application ?

* Les volumes hiérarchisés sont-ils attribués de maniére appropriée pour une application donnée ?

* Pourrions-nous utiliser un stockage moins cher pour une application en cours d’exécution sans impact sur
les performances de I'application ?

* Quelles sont les applications qui générent le plus d’acceés au stockage actuellement configuré ?
Lorsque vous utilisez les tableaux de performances des commutateurs, vous pouvez obtenir les informations
suivantes :

* Le trafic de mon héte via les ports connectés est-il équilibré ?

* Quels commutateurs ou ports présentent un nombre élevé d’erreurs ?

* Quels sont les commutateurs les plus utilisés en fonction des performances des ports ?

* Quels sont les commutateurs sous-utilisés en fonction des performances des ports ?
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* Quelle est la tendance du débit de I'héte en fonction des performances du port ?

* Quelle est I'utilisation des performances au cours des X derniers jours pour un hdte, un systéeme de
stockage, une bande ou un commutateur spécifié ?

* Quels périphériques produisent du trafic sur un commutateur spécifique (par exemple, quels périphériques
sont responsables de I'utilisation d’'un commutateur trés utilisé) ?

* Quel est le débit d’'une unité commerciale spécifique dans notre environnement ?
Lorsque vous utilisez les tableaux de performances du disque, vous pouvez obtenir les informations
suivantes :
* Quel est le débit d’'un pool de stockage spécifié en fonction des données de performances du disque ?
* Quel est le pool de stockage le plus utilisé ?
* Quelle est 'utilisation moyenne du disque pour un stockage spécifique ?

* Quelle est la tendance d'utilisation d’'un systéme de stockage ou d’un pool de stockage en fonction des
données de performances du disque ?

* Quelle est la tendance d’utilisation du disque pour un pool de stockage spécifique ?
Lorsque vous utilisez les tables de performances VM et VMDK, vous pouvez obtenir les informations
suivantes :

* Mon environnement virtuel fonctionne-t-il de maniére optimale ?

* Quels VMDK signalent les charges de travail les plus élevées ?

« Comment puis-je utiliser les performances signalées par les VMD mappés a différents magasins de

données pour prendre des décisions concernant la hiérarchisation.

Le modéle de données de performances inclut des informations qui vous aident a déterminer la pertinence des
niveaux, les erreurs de configuration de stockage pour les applications et les derniéres heures d’accés des
volumes et des volumes internes. Ce modéle de données fournit des données telles que les temps de
réponse, les IOP, le débit, le nombre d’écritures en attente et I'état d’acces.

Modeéle de données d’efficacité de stockage

Vous permet de suivre le score d’efficacité du stockage et le potentiel au fil du temps. Ce modele de données
stocke les mesures non seulement de la capacité provisionnée, mais également de la quantité utilisée ou
consommeée (la mesure physique). Par exemple, lorsque le provisionnement Iéger est activé, Data
Infrastructure Insights indique la quantité de capacité extraite du périphérique. Vous pouvez également utiliser
ce modele pour déterminer 'efficacité lorsque la déduplication est activée. Vous pouvez répondre a diverses
questions en utilisant le datamart Storage Efficiency :

* Quelles sont nos économies d’efficacité de stockage grace a la mise en ceuvre de technologies de
provisionnement léger et de déduplication ?
* Quelles sont les économies de stockage réalisées dans les centres de données ?

» En fonction des tendances historiques en matiere de capacité, quand devons-nous acheter du stockage
supplémentaire ?

* Quel serait le gain de capacité si nous activions des technologies telles que le provisionnement Iéger et la
déduplication ?

* En ce qui concerne la capacité de stockage, suis-je actuellement en danger ?
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Tables de faits et de dimensions du modéle de données

Chaque modele de données comprend a la fois des tables de faits et de dimensions.

» Tables de faits : contiennent des données mesurées, par exemple, la quantité, la capacité brute et
utilisable. Contient des clés étrangéres vers des tables de dimension.

» Tables de dimensions : contiennent des informations descriptives sur des faits, par exemple, le centre de
données et les unités commerciales. Une dimension est une structure, souvent composée de hiérarchies,
qui catégorise les données. Les attributs dimensionnels aident a décrire les valeurs dimensionnelles.

A l'aide d’attributs de dimension différents ou multiples (vus comme des colonnes dans les rapports), vous
créez des rapports qui accédent aux données de chaque dimension décrite dans le modéle de données.

Couleurs utilisées dans les éléments du modéle de données

Les couleurs sur les éléments du modéle de données ont des indications différentes.

* Actifs jaunes : représentent les mesures.

« Actifs non jaunes : représentent des attributs. Ces valeurs ne s’agregent pas.

Utilisation de plusieurs modéles de données dans un seul rapport

En régle générale, vous utilisez un modele de données par rapport. Cependant, vous pouvez rédiger un
rapport qui combine des données provenant de plusieurs modéles de données.

Pour rédiger un rapport combinant des données provenant de plusieurs modeles de données, choisissez I'un
des modeles de données a utiliser comme base, puis écrivez des requétes SQL pour accéder aux données a
partir des datamarts supplémentaires. Vous pouvez utiliser la fonction SQL Join pour combiner les données
des différentes requétes en une seule requéte que vous pouvez utiliser pour rédiger le rapport.

Par exemple, supposons que vous souhaitiez connaitre la capacité actuelle de chaque baie de stockage et
que vous souhaitiez capturer des annotations personnalisées sur les baies. Vous pouvez créer le rapport a
I'aide du modéle de données Capacité de stockage. Vous pouvez utiliser les éléments des tables Capacité
actuelle et Dimensions et ajouter une requéte SQL distincte pour accéder aux informations d’annotations dans
le modele de données d’inventaire. Enfin, vous pouvez combiner les données en liant les données de
stockage d’inventaire a la table de dimension de stockage a I'aide du nom de stockage et des critéres de
jointure.

Accéder a la base de données de rapports via I’API

L’API puissante de Data Infrastructure Insights permet aux utilisateurs d’interroger
directement la base de données Data Infrastructure Insights Reporting, sans passer par
I'environnement Cognos Reporting.

@ Cette documentation fait référence a la fonctionnalité de création de rapports Data Infrastructure
Insights , disponible dans Data Infrastructure Insights Premium Edition.

Odata
L'’API de reporting Data Infrastructure Insights suit Ia"OData v4" (Open Data Protocol) norme pour

l'interrogation de la base de données Reporting. Pour plus d’informations ou pour en savoir plus, consultez"ce
tutoriel" sur OData.
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Toutes les requétes commenceront par I'URL https:/< Data Infrastructure Insights URL>/rest/v1/dwh-
management/odata

Générer une clé API

En savoir plus sur"API| d' Data Infrastructure Insights" .
Pour générer une clé API, procédez comme suit :

» Connectez-vous a votre environnement Data Infrastructure Insights et sélectionnez Admin > Accés API.
 Cliquez sur « + Jeton d’acces API ».

* Entrez un nom et une description.

* Pour le type, choisissez Data Warehouse.

» Définissez les autorisations en lecture/écriture.

» Définissez une date d’expiration pour vos souhaits.

* Cliquez sur « Enregistrer », puis copiez la clé et enregistrez-la dans un endroit sir. Vous ne pourrez pas

accéder a la clé compléte ultérieurement.

Les clés API sont utiles pourSync ou Async .

Requéte directe des tables

Avec la clé API en place, les requétes directes sur la base de données de rapports sont désormais possibles.
Les URL longues peuvent étre simplifiées en https://.../odata/ a des fins d’affichage plutdt qu’en https://< Data
Infrastructure Insights URL>/rest/v1/dwh-management/odata/ complet

Essayez des requétes simples comme

* https://< URL des Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_custom
* https://< URL des Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory
* https://< URL des Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory/storage
* https://< URL des Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory/disk
* https://.../odata/dwh_custom/requétes_personnalisées
Exemples d’API REST
L'URL pour tous les appels est https://< Data Infrastructure Insights URL>/rest/v1/dwh-management/odata.

* GET /Aschema}/** - Récupeére les données de la base de données de rapports.

Format : https://< URL Data Infrastructure Insights >/rest/v1/dwh-
management/odata/<nom_schéma>/<requéte>

Exemple:

https://<domain>/rest/vl/dwh-
management/odata/dwh inventory/fabric?$count=true&Sorderby=name
Résultat:
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"Qodata.context": "Smetadata#fabric",

"@Qodata.count": 2,
"value": [
{

"id": 851,
"identifier": "10:00:50:EB:1A:40:3B:44",
"wwn": "10:00:50:EB:1A:40:3B:44",
"name": "10:00:50:EB:1A:40:3B:44",
"vsanEnabled": "0O",

"vsanId": null,

"zoningEnabled": "O",

"url": "https://<domain>/web/#/assets/fabrics/941716"
bo
{

"id": 852,

"identifier": "10:00:50:EB:1A:40:44:0C",

"wwn": "10:00:50:EB:1A:40:44:0C",

"name": "10:00:50:EB:1A:40:44:0C",

"vsanEnabled": "0",

"vsanId": null,
"zoningEnabled": "O",
"url": "https://<domain>/web/#/assets/fabrics/941836"

Conseils utiles

Gardez les points suivants a I'esprit lorsque vous travaillez avec des requétes d’API de création de rapports.

* La charge utile de la requéte doit étre une chaine JSON valide

 La charge utile de la requéte doit étre contenue dans une seule ligne
* Les guillemets doubles doivent étre échappés, c’est-a-dire \"

 Les onglets sont pris en charge en tant que \t

+ Evitez les commentaires

* Les noms de table en minuscules sont pris en charge
En plus:

« 2 en-tétes sont requis :
o Nom « X-CloudInsights-ApiKey »

° Valeur d’attribut « <apikey> »

Votre clé API sera spécifique a votre environnement Data Infrastructure Insights .
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Synchrone ou asynchrone ?

Par défaut, une commande API fonctionnera en mode synchrone, ce qui signifie que vous envoyez la requéte
et la réponse est renvoyée immédiatement. Cependant, il arrive parfois qu'une requéte prenne beaucoup de
temps a s’exécuter, ce qui peut entrainer I'expiration de la requéte. Pour contourner ce probléme, vous pouvez
exécuter une requéte de maniere asynchrone. En mode asynchrone, la requéte renverra une URL via laquelle
I'exécution pourra étre surveillée. L'URL renverra le résultat lorsqu’il sera prét.

Pour exécuter une requéte en mode asynchrone, ajoutez I'en-téte Prefer: respond-async ala demande.
Une fois I'exécution réussie, la réponse contiendra les en-tétes suivants :

Status Code: 202 (which means ACCEPTED)

preference-applied: respond-async

location: https://<Data Infrastructure Insights URL>/rest/vl/dwh-
management/odata/dwh custom/asyncStatus/<token>

Linterrogation de 'URL d’emplacement renverra les mémes en-tétes si la réponse n’est pas encore préte, ou
renverra le statut 200 si la réponse est préte. Le contenu de la réponse sera de type texte et contiendra I'état
http de la requéte d’origine et certaines métadonnées, suivis des résultats de la requéte d’origine.

HTTP/1.1 200 OK

OData-Version: 4.0

Content-Type: application/json;odata.metadata=minimal
oDataResponseSizeCounted: true

{ <JSON_RESPONSE> }

Pour voir une liste de toutes les requétes asynchrones et lesquelles d’entre elles sont prétes, utilisez la
commande suivante :

GET https://<Data Infrastructure Insights URL>/rest/v1/dwh-
management/odata/dwh custom/asyncList
La réponse a le format suivant
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"queries" : [
{
"Query": "https://<Data Infrastructure Insights

URL>/rest/v1/dwh-

management/odata/dwh custom/heavy left join3?$count=true",
"Location": "https://<Data Infrastructure Insights

URL>/rest/vl/dwh-management/odata/dwh custom/asyncStatus/<token>",
"Finished": false

Publication et dépublication d’annotations pour les rapports

Publication et dépublication d’annotations pour les rapports

Apprenez comment publier des annotations pour les utiliser dans les rapports et
I'entrepbt de données, et comment les dépublier correctement lorsqu’elles ne sont plus
nécessaires.

Publication d’annotations pour les rapports

Une fois que vous avez créé des annotations dans Data Infrastructure Insights, vous pouvez les publier pour
les utiliser dans la génération de rapports.

Etapes pour publier des annotations

1. Accédez a la page Observabilité > Enrichir > Annotations et sélectionnez 'onglet Annotations pour la
génération de rapports.

2. Repérez I'annotation que vous souhaitez publier.

3. Sélectionnez I'annotation et choisissez Publier dans les rapports. Vous pouvez également choisir de
'appliquer aux données historiques, ce qui permettra d’utiliser 'annotation lors de I'exécution de rapports
d’historique.

4. Une fois publiée, I'annotation devient disponible pour étre utilisée dans la création de rapports.

5. Les annotations sont publiées pour étre utilisées dans les rapports aprés la prochaine exécution ETL.

Tous les rapports faisant référence a cette annotation utiliseront les valeurs publiées. Si vous
@ modifiez une annotation aprés sa publication, vous devrez peut-étre la republier pour que ces
modifications soient prises en compte dans les rapports.

Supprimer les annotations pour le rapport

Il peut arriver que vous ayez besoin de supprimer ou de dépublier des annotations, afin qu’elles ne soient plus
utilisées dans la génération de rapports. Par exemple, une annotation peut ne plus étre nécessaire, ou elle
peut contenir des informations obsolétes qui ne devraient pas figurer dans les rapports.
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Etapes pour dépublier les annotations

Avant de dépublier une annotation, sachez que cette action aura un impact sur tous les rapports existants qui
utilisent cette annotation. Les rapports peuvent nécessiter une modification ou l'intervention de services
professionnels pour supprimer les références aux annotations.

1.

Dans linterface utilisateur de Data Infrastructure Insights , accédez a I'onglet Annotations pour la création
de rapports.

Repérez I'annotation que vous souhaitez dépublier.

Pour chaque objet sur lequel I'annotation est publiée, désélectionnez I'annotation et sélectionnez
Enregistrer.

. Supprimez toutes les requétes ou regles qui font encore référence a I'annotation afin de vous assurer

gu’elle n’est pas marquée comme « en cours d’utilisation ».

5. Les annotations ne seront pas publiées aprés la prochaine exécution ETL.

Une fois 'ETL terminé, I'annotation peut étre supprimée de la liste des annotations si elle n’est plus
nécessaire coté locataire.

Les annotations continueront d’apparaitre dans I'entrepét de données jusqu’a ce qu’elles soient
correctement dépubliées. Le simple fait de supprimer une annotation de la page Annotations

@ sans la dépublier au préalable laissera des données obsolétes susceptibles d’apparaitre dans
les rapports existants. Suivez les étapes de dépublication ci-dessus pour garantir la suppression
compléte.

Impact sur les rapports existants

La suppression ou la dépublication d’annotations peut nécessiter des modifications des rapports existants qui
font référence a ces annotations. Considérez ce qui suit :

* Les rapports qui utilisent 'annotation comme filtre ou dimension devront étre mis a jour.

+ Si une annotation est supprimée sans mettre a jour les rapports dépendants, ces rapports peuvent

renvoyer des erreurs ou des résultats inattendus.

* Des services professionnels peuvent étre nécessaires pour aider a la correction des rapports dans des

situations complexes.

Il est recommandé de vérifier tous les rapports qui dépendent d’'une annotation avant de la dépubilier.

Comment les données historiques sont conservées pour les rapports

Data Infrastructure Insights conserve les données historiques a utiliser dans les rapports
en fonction des entrep6ts de données et de la granularité des données, comme indiqué
dans le tableau suivant.

Datamart Objet mesuré Granularité Période de conservation
Marchés de performance Volumes et volumes Toutes les heures 14 jours
internes
Marchés de performance Volumes et volumes Tous les jours 13 mois
internes
Marchés de performance Application Toutes les heures 13 mois
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Marchés de performance

Marchés de performance

Marchés de performance

Marchés de performance

Marchés de performance

Marchés de performance

Marchés de performance

Marchés de performance

Marchés de performance

Marchés de performance
Marchés de performance
Marchés de performance
Marchés de performance

Centres de capacité

Centres de capacité

Magasins d’inventaire

Hoéte

Performances du
commutateur pour le port

Performances du
commutateur pour I'héte,
le stockage et la bande

Nceud de stockage
Nceud de stockage

Performances de la
machine virtuelle

Performances de la
machine virtuelle

Performances de
I'hyperviseur

Performances de
I’hyperviseur

Performances de VMDK
Performances de VMDK
Performances du disque
Performances du disque

Tous (sauf les volumes
individuels)

Tous (sauf les volumes
individuels)

Volumes individuels

Toutes les heures

Toutes les heures

Toutes les heures

Toutes les heures

Tous les jours

Toutes les heures

Tous les jours

Toutes les heures

Tous les jours

Toutes les heures
Tous les jours
Toutes les heures
Tous les jours

Tous les jours

Représentant mensuel

Etat actuel

13 mois

35 jours

13 mois

14 jours

13 mois

14 jours

13 mois

35 jours

13 mois

35 jours
13 mois
14 jours
13 mois

13 mois

14 mois et plus

1 jour (ou jusqu’au
prochain ETL)

Diagrammes de schéma de reporting des Data Infrastructure Insights

Ce document fournit des diagrammes de schéma pour la base de données de rapports.

@ La fonctionnalité de reporting est disponible dans Data Infrastructure Insights"Edition Premium" .

Datamart d’inventaire

Les images suivantes décrivent le datamart d’inventaire.

Annotations
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‘= column

Pig INT NOT NULL]
name VARCHAR(255) NOT NULL]
desription  VARCHAR(255) NULL

ignoreSharing TINYINT

pricrity
wrl

VARCHAR(255) NULL
VARCHAR(255) NULL

NULL

=column 3&:\ =1
fid INT NOT NULL
.’ L 2l bt ' hostld INT NOT NULL
# umis HIT: bR  applicationlgINT. NOT NULL
'# spplicstiontd INT NOTNULLY ™ ionorited  TINYINT(1)NOT NULL
inherited  TINYINT{1)NOT NULL}
—

e O N

Scolumn

qid INT NOT NUL
name VARCHAR{255) NOT NULI
identifier VARCHAR[7E8) NOT NULI

ip VARGHAR(1024) NOT NULI

a5 VARCHAR(ZES) NULL
madel WVARCHAR(ZEE) NULL
manufacturer VARCHAR[Z55) NULL

installedMemoryMBJARCHAR(Z55) MULL

hostFsFreeGB  VARGHAR(255) NULL
hostFsTotalGB  VARCHAR(2E5) NULL
hostFsUsedGB  VARCHAR(2E8) NULL
cpuCount WARCHAR{Z55) NULL
cpuSpeed VARGHAR{255) NULL
nicGount VARGHAR{255) NULL
nicSpesd VARCHAR(25S) NULL
active TINYINT(1)  NULL
url WARCHAR{255) NULL
dataGenter VARGHAR(255) NOT NULL

i

=column

Pid INT NOT NULI

F nostia N
moid VARCHAR(255] NULL
name VARCHAR(255] NULL
dnsiame VARCHAR(ZES] NULL
ips VARCHAR(409€) NULL
powarState ENUM NOT NULY
powerStateChangeTimeDATETIME  NULL
guestState ENUM T NULL
a5 VARCHAR(ZES] NULL
processon [ NULL

memary
dataStoreld
naturalicey
virtus|Centerlp

provisionedCapacityB BIGINT
us=dCapacityME

url

BIGINT NULL
INT NULL
VARCHAR(255] NULL
VARCHAR{255: NULL

uLL

BIGINT
VARCHAR(265) NLILL
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Scelumn gﬁolumn

NOT NUL INT NOT NuLL
# objecid INT NOT NULL ii anndahunTypE\lARCHAR(ZSE)MDT HuLL
# objedtType 'VARCHAR[255) NOT NULL § valueldentifier VARCHAR{255)NOT NULLJ

snnatationType  VARGHAR{258) NOT NULL

St o sostcasen Y

Scalumn

#id INT
§ switchig INT
§ =pplicationldINT

inharited

Scolumn

Fig INT NOT NULL

§ applicationldINT NOT NULL

P portid INT NOT NULI
inherited  TINYINT(1JNOT NULLE®

TINYINT{1)NOT NuL

NOT NULL
NOT NULL]
NOT NULLE

enumSequence INT NULL
enumCast DOUBLE NULL
valusType  ENUM NOT NuLL
walueDate DATETIME NULL
\
\
_________ J
[
|
|

o s ) Sootm
Bcoum fie T NoT NULL
i Shareld INT noT NULL

INT NOT NULUfw o T

§ spplicationlaINT NOT NULL i §sormgeia INT NOT NULL]
] st identifier  VARCHAR{TE8)NOT NULL}
et e MOT S name  VARCHAR(255)NOT NULL}
— i protocel  ENUM noT nuLL)
iplnterfaces TEXT ot nuLLl

)

INT NOT NULLJ

name ARCHAR{255) NOT NULLJ
manufacturer  VARCHAR{255) NULL
model ARCHAR(Z55) NULL
firmuware VARCHAR(ZE6) NULL
—=  domainld VARCHAR{ZES) NULL
domainldType  VARCHARIZSS) NULL
pricrity VARCHAR{255) NULL
vsanEnabled  TINYINT(1)  NOTNULL
serislNumber  VARCHAR(2S5) MULL
mansgsURL  VARCHAR(Z5S) NULL

INT NULL

VARCHAR[7EE) NOT NULL}
VARCHAR[255) NOT NULL}
VARCHAR{1024}NOT NULL}

NOT NULL]

Scolumn ssnRouteEnabled TINYINT(1)
T id T TR active TINYINT(1)  NOT NuLL)
dat: te VARCHAR{255) NOT NULL}
e it e HOT A switchLevel VARCHAR(255) NOT NULL}
tabnc Lix il npv. TINYINT{1) HOT NULY
vitdaiSeiciiiE iy ks isGenerated TINYINT{1} NOT NULL

wwn VARCHAR(255) NOT NULL e ENUM NULL

status. VARCHAR(100) NULL i VARCHAR[ZES) NULL

— rawPortStatus. VARCHAR(255) NULL lastAcquiredTime DATETIME T

VARCHAR{255) NULL

portPhysicalState VARCHAR(255) NULL

number BIGINT NULL
blade BIGINT NULL
portid VARGHAR(255) NOT HULL]
name VARCHAR({255) NULL.
spasd VARCHAR({12) NULL
fodProtocol VARCHAR(255) NULL.
clasOfService  VARCHAR(255) NULL
gbicType VARGHAR(255) NULL.
sctive TINYINT(1)  NOT NULL
url VARCHAR(255) NULL.
isGenerated  TINYINT(1)  NOT NULL

internal_volume _

[
[
[
[
Il Scolumn
| ‘ | Fid INT nNOT NULL
storageFoalid INT NOT NULY
| ‘ EM '1 '} storageia INT NOT NULLY
] £ | identifier VARCHAR(788) NOT HULL]
name VARCHAR(255) NOT NULL]
| ‘ INT NOT NULLI— — — — — — — l— ______ T ype VARCHAR{2E5) NOT NULL}
7 spplicationls  INT NOT NULLE thinFrovisioningSupported  TINYINT(T}  NOT HULLY
Il 1 internalVolumeldiNT HOT NULL Elstorage _ tninProvisioned TINVINT(T)  NOT NuLL
] inherited TINYINT{)HOT NULLY Seolemn spaceGuarantee ENUM NULL
Fio e e dedupeEnabled TINVINT(T)  NOT NuLL)
| @ cloneScurceld INT NULL
o RN name VARCHAR(255) NOT NULLJ wopbi i s 5
Il S Golurmn il :i;gmﬁi x; :t:tt lastSnapsnatTime DATETIME  NULL
|L bl il lastinownAccessTime DATETIME  NULL
— — *¥i INT NOT NULL f#— —— —== model NARCHOGLDH R status VARCHAR{255) NOT NUL
| Prtorsgeld  INT NOT NULL TaOLiCHn (M ORC . L. — & uinusiStersge VARCHAR(255) NULL
applicationls INT NOT NULL serizlNumber VARCHAR(255) NULL protectionType VARCHAR(Z55) NULL
| :L‘:’E:’::;:S:” ;ﬁ:ﬁ;ﬁﬂ?ﬁ) :ﬂtt flashPoolEligibility ENUM MULL
dedupeRatio FLOAT NULL
| peeeHoml apent Ui B NULL totalAliccatedCapacityMB  BIGINT NOT NULY
| failzdRawCapacityMBBIGINT HULL | e - o]
memaryMB BIGINT NULL totalUsedCapacityFromDeviceMBBIGINT NULL
| couloud HEL | datsAllocatedCapscityME. BIGINT MULL
| mansgeURL VARCHAR(2BS) NULL i Sihin i
:’a"i'\"';‘ ¥TN?V'I:::(?(:25E) :ﬂtt | snapshotdliccatedCapaciyME  BIGINT NULL
snapshotUsedCapacityMa BIGINT NULL
| dstaCinia N e | rawTolssbleRatio FLOAT NoT NULY
| ki TRIINIL) ML | otherUsedCapacityMB. BIGINT MULL
| M cluker, T, Ut otherAllocatedCapacityMB  BIGINT NULL
Scolumn ot VARCHORLAH | [® totalCloneSavedCapacityMB  BIGINT NULL
Time DATETIME  NULL
| [ e T T | | R TINVINTET)  NOT NuLL
—_——— T compressionRatic FLOAT MULL
¢ spplicationldINT MOT NUL | ‘ iy ksl
¥ ateeld N DRI — —r ******** A il VARCHAR(ZE5) NULL i
inherted  TINYINT(1)NOT NULL | | | ‘
D — || | i T
=Hcolumn | * I
et sopicsiET S| e | e ——
Sicolumn } storageld INT NOT NuLY] | | ‘
N | [T INT not nuLL} "_C;qhee\d ::I :ﬂi — T|* INT noT nuLL
 srplicationldINT NOT NULLJ LR VARcmR(zsamuLL | f intemalvolumeld INT NOT NULL]
§ volumeld  INT NOT NULL labal WARCHARL: | P storsgeia INT NOT NULLS
inhesited. _ TINVRGHNRETES thinProvisioned TINYINT{1)  NOT NULL} | L. .. entner AR ]
capacityMB BIGINT nNoT nuLLl L g mame V“RC”"R‘X’E”"OT ik
consumedCapscityMB BIGINT oEpaegs < ouotot edCapereil MR I
Eonlaine st i quotaSofiCapacityLimittBBIGINT HULL
e e quotaUsedCapscityME  BIGINT NULL
type ENUN HOT NuLL
replicaSouroe TINYINT(1)  NULL bl o v
replicaTarget TINYINT(1)  NULL
teition bl o status VARCHAR(256] NULL
Eh i W oplocs TINYINT(1)  NOT NULLL
disGroup VARCHAR[2E5) NULL
TINYINT(1)  NULL
virtualStorage VARCHAR(2E5) NULL
hesd VARCHAR{ZEE) NULL
protectionType VARCHARI255) NULL
autoTieringPolicdd  INT
autoTiering TINYINT(1)  NOT NuLL)
IsstinownAcosssTime DATETIME  NULL
writenCapsciyME  BIGINT NULL
isvirtual TINYINT(1)  NULL
technologyType  ENUM NULL
uvid VARCHAR[2E8) NULL
isMainframe TINYINT(1)  NOT NULLY
url VARCHAR{2E5) NULL



=Column ¥ Datatype.
[ =10 INT 7
HDatatype | NN Slhostid INT [l
INT / k8s_node = moid VARCHAR(255) | [F] o, Datatype
[ VARCHAR(255) —& =IColumn &%Datatype name VARCHAR(255) | [] s
= =l dnsName VARCHAR(255) | [£]
=lcalumn & Datatype | | LD INT gms VARCHAR§409:3) =l identifier VARCHAR (255)
=T INT | | =Jidentifier | VARCHAR(258) S s 2 Srusenverd INT
S clusterld | INT = = =name VARCHAR(255)
lidentiier | VARCHAR(255) | =l powerStateChangeTime | DATETIME. Fl =
= VARCHAR(255)
=lname VARCHAR(255) | Sname (258) = i =lnumCpuCores BIGINT
Sovecta | T \ FSumd it o ArCHEREIE] SnumCpuPackages | BIGINT
=lobjectType | VARCHAR(50) | | Slinternallp| VARCHAR(B4) Sprocessors INT = SlnumCpuThreads BIGINT
¢ S clusterld NT | — _ Slesimage VARCHAR(G4) B i SlnumNodes BIGINT
Slphase VARCHAR(64) ‘ F INT o ShyperThreadactive | CHAR [
SlsizeBytes BIGINT | SJnaturalKey VARCHAR(255) g;noml;rr‘ed —_— g:ﬁ
storageClass | VARCHAR(255) | [[] T SviwalCentelo | VARCHAR(258) | SnyperThreadvaliavle al
-—E } SCoumn | gbDatatype BT (200} SlhyperThreadConfig | CHAR &
?Ria INT = al r—
? = lusedCapacityMs. BIGINT
| } gwdenlwﬁer VARCHAR (255) “Sw vrcHRE® [
? Sclustena|INT —
| __ __ =lname |VARCHAR(255)
rt =
| || P Sia INT
| I Slidentifier | VARCHAR(255)
Siname VARCHAR(255) == cluster h_port
D e o, | | i Sotwor wich S Scoum Aosape
=Column S Datatype | NN | ‘} Sclusterid INT = &% Datatype =i INT
[ED [ : | = MBCHR INT = identiier VARGHAR(255)
Slidentifier | VARCHAR(255) | Sientiner VARCHAR(255) El INT
=lname VARCHAR(255)| [V] ‘ Esmrageld INT gﬁ:nrags\’: - :x; £
? Sovia INT ] Scolumn Sname VARCHAR(258) SlstorageNodel
‘i ] o Datatype NN BT T name VARGHAR(255)
] Sclusterld INT V] | =lk8s_label ;anmess M) Ed lexTy VARCHAR(255)| []
= INT 5 L— — e _— =l senialNumber VARCHAR(255) =l duplexType (255)
Spnase VARCHAR®S4) | [ o — — — — — @ 1 Slworkioadd | INT Slcoumn bDatatjpe NN Snetwork VARCHAR(255) SstorageNodePoriiame | VARCHAR(255)  []
SsizeBjtes | BIGINT F Soveld INT P Sovjectid | INT J Sversion VARGHAR(255) ‘Sl storageNodePortlilu | VARCHAR(255)
— f Sclusteria INT =] objectType | VARCHAR(255) =Imodel VARCHAR(255) Slportindex VARGHAR(255) | []
1= L1t =5 VARCHAR(64) Simonitored CHAR Ris! CHAR
=liabelValue | VARCHAR(255) El = machddress VARGHAR(255) [
— ‘SlmonitoringReason | VARCHAR(255) | [] Smu VARGHAR(255)
— =l number VARCHAR(255)| []
Spe VARCHAR(258) | [[]
=speed VARCHAR(255) [[]
—
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=ltime_dimens
= Column

Rk INT 1
‘@ hourDateTime DATETIME
—— —<  hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
|
|
|
|

=JColumn
Tk INT
s fullDate DATETIME
M_ anbonth  TNYINT Zk8s_cluster_ daily
=lColumn daylnYear SMALLINT = = =
T INT dateYear SMALLINT ki
¢ timestamp BIGINT i vearLabel CHAR4) 7t i I
e i monthNum TINYINT 7 timestamp BIGINT
dateTk INT monthLabel CHAR(T) dateTk INT
iy b dayinWeekMum  TIMYINT e — g clusterTk INT
allocatableCpuSaturation DOUBLE [] quarter TINYINT aIIoca?ableCpuSatu.ratmn DOUBLE []
CADAGHC P SR DOUBLE Tl — — — — ZuanerLabel CHARI(T) capacityCpuSaturation . DOUBLE [
allocatableMemonySaturation DOUBLE [ ayinCuarter SMALLINT aIIoca?ableMemorySatu.rahon DOUBLE []
M b DOUBLE [] repQuarter TIMYINT capacityMemorySaturation DOUBLE [
allocatableCpuCores DOUBLE [] repMonth TIMNYINT aIIoca?abIeCpuCores DOUBLE []
CApAGNCIICoI DOUBLE [] repWeek TINYINT capacityCpuCores DOUBLE [
(S agBC T ares DOUBLE [ repDay TIMNYINT usageCpuCores DOUBLE []
e e DOUBLE [ _ repN'lTnthDrLatest ;:::::1 r— - r.eq.ueststuCGres DOUBLE [
limitsCpuCores DOUBLE [} | Tast:stag Tevaeres Bl | limitsCpuCores DOUBLE []
allocatableMemaryBytes DOUBLE [ HocilieMeman e o
capacityMemoryBytes DOUBLE [] | future TINYINTC) | c.ap.‘acnyMemoryElytes DOUBLE []
limitsMemonBytes DOUBLE [ | | R E Shices W
requestsMemaoryBytes DOUBLE [] | | EquesE MoV Liiioh
usageMemoryBytes DOUBLE [T | | usageMemontidey DOUBLE []
| =lColumn |
| 9t INT | |
|_ e identifier VARCHAR(7E8) . _|
name VARCHAR(255)
id INT Il
latest TINYINT(T) [
[

§ dateTk  INT
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=lColumn

7tk INT
fullDate DATETIME
SColumn daylnMonth TINYINT
bR INT dayinvear SMALLINT
¢ timestamp BIGINT dateYear SMALLINT
timeTk DOUBLE yearLabel CHAR(4)
dateTk INT monthNum TINYINT
namespaceTk INT manthLabel CHAR(T)
clusterTk INT fo— — — daylnWeekNum  TINYINT
cpuHardLimit DOUBLE [] quarter TINYINT
cpul)sedLimit DOUBLE [ quarterLabel CHAR(T)
cpuHardRequest DOUBLE [ daylnQuarter SMALLINT
cpullsedRequest DOUBLE [] repQuarter TINYINT
memoryHardLimit DOUBLE [ rephMonth TINYINT
memoryUsedLimit DOUBLE [ repWeek TINYINT
memoryHardRequest DOUBLE [7] repDay TINYINT
memoryUsedRequest DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
| latest TINYINT(1) [
| future TINYINT(T)

microsecond  MEDIUMINT

=lColumn

7tk IMNT

?hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

= Column

=|Column
Ttk INT
¢ timestamp BIGINT
dateTk INT
namespaceTk DOUBLE
clusterTk INT
_. @  cpuHardLimit DOUBLE []
cpullsedLimit DOUBLE []
cpuHardRequest DOUBLE [
cpulsedRequest DOUBLE [7]
memoryHardLimit DOUBLE []
memoryUsedLimit DOUBLE [
[
[E]

memoryHardRequest DOUBLE
memoryUsedRequest DOUBLE

T T T R T T T T T T T T A

7tk INT
identifier  VARCHAR(768)
name VARCHAR(255)
id INT [
latest TINYINT(1) &
@ dateTk  INT [F
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identifier VARCHAR(768)
VARCHAR(255)
clusterName VARCHAR(255)
id INT ]
latest TINYINT(1) [l
dateTk INT [
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=k8s_node_hourly.

=lColumn =l Column
Wt INT Ptk INT
¢ timestamp BIGINT fullDate DATETIME
timeTk DOUBLE dayinMonth TINYINT
dateTk INT daylnYear SMALLINT
nodeTk INT dateYear SMALLINT
clusterTk INT yearLabel CHAR(4)
vmTk INT monthMum TINYINT
allocatableCpuSaturation DOUBLE [|§®— — — monthLabel CHAR(T)
capacityCpuSaturation DOUBLE [7] dayinWeekMum  TINYINT
allocatableMemorySaturation DOUBLE [7] quarter TINYINT
capacityMemorySaturation ~ DOUBLE [[] quarterLabel CHAR(T)
allocatableMemoryBytes DOUBLE [ dayinQuarter SMALLINT
capacityMemoryBytes DOUBLE [7] repQuarter TINYINT
memoryUsageBytes DOUBLE [] repMaonth TINYINT
cpullsageNanocores DOUBLE [7] repWeek TINYINT
allocatableCpu DOUBLE [ repDay TINYINT
capacityCpu DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) O]
future TINYINT(1)

=|Column

7k INT
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

microsecond  MEDIUMINT

|

|

|

|

; |
® hourDateTime DATETIME |
f

\

\

\

\

\

\

=lcolumn
f tk INT
identifier VARCHAR(768)
J> name VARCHAR(255)
ki —— — —<* clusterName VARCHAR(255)
= id INT [
Scotumn latest TINYINT(1) [
7 tk INT dateTk INT El
identifier  VARCHAR(768) internallp  VARCHAR(G4) []
name VARCHAR(255) oslmage VARCHAR(B4) [
id INT [
latest TINYINT(1) [
P dateTk  INT [
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=]Column

7 INT

? timestamp BIGINT
dateTk INT
nodeTk DOUBLE
clusterTk INT
vmTk INT
allocatableCpuSaturation DOUBLE [
capacityCpuSaturation DOUBLE [7]

 — & allocatableMemorySaturation DOUBLE [

capacityMemorySaturation DOUBLE [T
allocatableMemoryBytes DOUBLE [
capacityMemaoryBytes DOUBLE [7]
memoryUsageBytes DOUBLE [
cpulJsageManocores DOUBLE [
allocatableCpu DOUBLE [
capacityCpu DOUBLE [7]

f

=JColumn
7tk INT
% name VARCHAR(255)
naturalkey VARCHAR(768)
0s VARCHAR(255) []
vintualCenterlp VARCHAR(255) []
ips VARCHAR(4096) []
url VARCHAR(255) [
id INT 1
latest TINYINT(1) E]
dateTk INT [P




=lk8s_pv_di

=lColumn
7tk INT
identifier  WARCHAR(7E8)
- name VARCHAR(255)
SColumn clusterName VARCHAR(255)
77t INT lo— — — — o phase VARCHAR(E4) [
¢ _timestamp HICHSE pucName  VARCHAR(255) [ — — — — —e Slcolumn
timeTk DOUBLE id INT B LA INT
dateTk INT latest TNYINT() [ ? timestamp  BIGINT
pvcTk INT dateTk INT [ dateTk INT
clusterTk INT pvcTk INT
namespaceTk INT clusterTk INT
Tk INT namespaceTk DOUBLE
readiops DOUBLE [] ldate_dimension  NES Tk INT
writelops DOUBLE [ =l Column readlops DOUBLE []
totallops DOUBLE [ 7k INT : writelops DOUBLE [
readThroughput DOUBLE [l P e totallops DOUBLE [
writeThroughput DOUBLE [] " —— — — — dayinMonth TINYINT renghroughput DOUBLE []
totalThroughput DOUBLE [T dayinYear e s writeThroughput DOUBLE [
regdLatency DOUBLE [ dateyear SMALLINT totalThroughput DOUBLE []
writeLatency DOUBLE [ vearL abel CHAR(4) regdLatency DOUBLE [
totallatency ~ DOUBLE [[] L S writeLatency ~ DOUBLE [[]
3 e e o CHAR(T) totalLatency DOUBLE []
| | daylnWeekNum  TINYINT ] ] ’
| | | quarter TINYINT | | |
| | | quarterLabel CHAR(7) | | |
daylnQuarter SMALLINT | |
| (. repQuarter TINYINT |
T e | | rephlonth TINYINT f | |
_ — | | repWeek TINYINT | |
? hourDateTime DATETIME | renbay TINYINT | |
hlous TNVNT ()Y | | repMonthOrLatest TINYINT | |
minute TINYINT L | Sihrag TINYINT )) | |
seoand R | latest TINYINT(1) [] |
microsecond  MEDIUMINT | S TINYINTC) |
dateTk INT | | =lColumn | |
| | P INT | |
| | ————————————————— — identifier VARCHAR(768) | |
name VARCHAR(255) |
| | =]k8s_name ; clusterMame VARCHAR(255) |
| | EColu_mn - namespaceName VARCHAR(255) | |
| o, —oTK - pvName VARCHAR(255) [C] | |
phase VARCHAR(B4) [T |
)> identifier  VARCHAR(768) id INT E |
1k8s_cluster name VARCHAR(255) latest TINYINT(1) 1 | |
clusterName VARCHAR(255) dateTk INT 1 |
=l Column id INT B |
ik INT . latest TINYINT(1) Fl | |
identifier  VARCHAR(768) dateTk INT B et N e S S S = |
name VARCHAR(255)
id INT Fl |
latest TINYINT(1) Fl |
P dateTk  INT [P e T T T T e e e
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Ptk INT : —
m fullDate DATETIME ; k8s_workload ¢
EiCoi dayintonth TINYINT SColumn
e INT dayinYear SMALLINT % tk INT
¢ timestamp BIGINT dateYear SMALLINT ¥ timestamp BIGINT
timeTk DOUBLE yearLabel CHAR(4) dateTk INT
dateTk INT monthNum TINYINT workloadTk INT
workloadTk INT monthLabel CHAR(T) clusterTk INT
clusterTk INT daylinWeekMNum  TINYINT — namespaceTk DOUBLE
namespaceTk INT | — quarter TINYINT usageCpuCaores DOUBLE [
usageCpuCores DOUBLE quarterLabel CHAR(T) requestCpuCores DOUBLE [
requestCpuCores DOUBLE daylnQuarter SMALLINT limitCpuCores DOUBLE [
limitCpuCores DOUBLE repQuarter TINYINT usageMemoryBytes DOUBLE [
usageMemoryBytes DOUBLE rephlonth TINYINT requestMemoryBytes DOUBLE [
requestMemoryBytes DOUBLE repWeek TINYINT limitMemuoryBytes DOUBLE [
limitMemoryBytes DOUBLE repDay TINYINT runningPodCount INT [
runningPodCount INT repiMonthOrLatest TINYINT desiredPodCount INT Tl
desiredPodCount  INT sspFlag TINYINT B l—r
'T latest TINYINT{) [[] | |
| future TINYIMT(1) | | :
| | I
i | | l| I |
|
Htime_di : : | | | I
=lColumn | | | J) | |
7tk INT | | . | |
‘? hourDateTime DATETIME | | = |
hour TINYINT | | L— —=< EColumn |
minute TINYINT | | Pk INT | |
second TINYINT identifier VARCHAR(768) | |
microsecond  MEDIUMINT | | name VARCHAR(255) |
dateTk INT | | o clusterName VARCHAR(255) |
| | _ id INT Il | |
P INT latest TINYINT(1) Il |
| | identifier VARCHAR(768) dateTk INT £ |
| R e ] N VARCHAR(255) | |
| clusterName VARCHAR(255) | |
id INT 0y —
J> latest TIMNYINT(1) [ |
dateTk INT F |
=lColumn |
P INT |
identifier VARCHAR(YG8) M. |
name VARCHAR(255)
id INT ]
latest TINYINT(1} [
P dateTk  INT [
NAS

276




volume

= Column
T NT NOT NULL lhost i INT NOT NULL
§ hostia T NULL =l Column i storageld INT NOT NULL
moid VARGHAR(ZES) NULL T INT NOT NULL] i internatviolumeld INT NULL
name VARCHAR{ZEE) NULL name VARCHAR(2EE) NOT NULL T quresia INT NULL
[F] INT NOT NULL dnsName VARCHAR(2E5) NULL identifier VARCHAR(7ES) NOT NULL d MRSl ol L
§hostld  INT NULL ips VARCHAR(4058) NULL L :igz:iggg} W . ;’m‘f;ﬁ;‘fﬁ’ Sl
# ymid INT NULL powsrState ENUM NOT NULL os
dentifier  VARCHAR(TES) NOT NULL powerStaleChangsTime DATETIME MULL modal VARCHAR(2ES) NULL :::WMB it g:g:$ %; xﬁ&
name  VARCHAR[2SS) NOT NULL#- — —  guestState ENUM fipt e, . menifatEer . VARCIARIRRIOIE S =uCapacityllE BIGINT NOT NULL
type  ENUM NOT NULL o5 VARCHAR(258) NULL nelaledMemon il VAT UG s VARCHAR(255) NULL
domasin  VARCHAR(255) NULL processors INT NULL hostFsFreeBE VARCHAR(ZES) NULL WP:MSO st
ip TEXT MULL memory BIGINT NULL hostFsTotalGE VARCHAR{255) NULL :Pmﬂa“fﬂe TINYINTEI; S
> e dataStoreld INT NULL hostFslisedBE  VARCHAR(ZES) NULL _ g m"’e‘ Mt e ||
cpuCount  INT NULL naturalizy VARCHAR(255) NULL cpuCount VARCHAR(255) NULL [ e ) m b |
memory  INT NULL virtuaiCenterlp VARCHAR(ZES) NULL cpuSpeed VARCHAR{2E5) NULL Eyilecs
provisionedCapacityME  BIGINT MULL nicCount VARCHAR(255) NULL | diskGroup VARCHAR(2ES) NULL |
t | usedCapacityMB BIGINT NULL ricSpesd VARGHAR(255) NULL F NI R
| urd VARCHAR(255) NULL active TINYINT{1) NULL | vinusiStorage VARCHAR(255) NULL |
| url VARCHAR(2E5) NULL | head') VARCHAR(255) NULL
| S — datsCenter VARCHAR(2E5) NOT NULL Pm°"ec1_"°_"T{-'P°PI'? i :‘;FCHAR{ZW m& |
autoTieringPolicyl
Y - ¥ | autoTiering TINYINT(1)  NOTNULL |
-_—— _|_ — @ lsstinownAcoessTime  DATETIME NULL
Snas_share_initiator | writenCapacityMs  BIGINT NULL |
S Column k;_ | | isVirtual TINYINT(f)  NULL
T INT NOT NULL | | technology Type ENUM NULL |
i sharela  INT MOT NULLF®— —_] ki INT NOT NULL f""’_ VARGIRSLE) ML |
§ storzgeld INT NOT NULL * T oompuisRaseurcald T NGTHOL | | ::‘""'"a"‘e Lr:éﬂrl{){zss} mL_NL"‘L
mitistor  VARCHAR{255) NOT NULL | | # storageld e storage |
permizsion VARCHAR{2E5) NOT NULL | | §im=malolumeld  INT NOT NUI — _?&Imn | |
¥ shareld INT NULL id INT MOT NULL
| | ke | nams VARCHAR[2ES) NOT NULL | |
| it VARCHAR(TES) NOT NULL | Ssorage ol TS
J) | | | | io VARCHAR(1024) NOT NULL S column |
S e UL | | | eI i | 3% |
S Column | seriaiNumbsr VARCHAR{2E8) NULL | ¥ storageld o b
fu INT NOT NULL | | | | microcodsVersion  VARCHAR(2SS) NULL | :f'“"'e' ::22::2% E; :ﬂ’i |
¢ fieShareld INT NOT NULL 1L L rawCapacityMB BIGINT NULL nar;e VARCHAR(225) NOT NULL |
i storageld  INT NOTNLLLFF— - —— — — — — — —' — — spareRawCapacityMB BIGINT NULL et thinProvisioningSupported TINYINT() O ThAL
ientifier  VARCHAR(TE8) NOT NULL-_ J_ failedRawCapacityMB BIGINT NULL inciudelnDwhCapacity TINYINT(T) NOT NULL |
name VARCHAR[285) NOT HUL- — — — — — — — — —| — —*  memon/B BIGINT L e — — R
P’\mulﬂ 5;;\4 E; ﬁbﬂi | | cpmmm“ﬁm \‘.:TRCHARM ﬁi it bbb sl
ipinterfaces =
" o et e s, Eg
active TR Y feh redunds VARCHAR({Z55) NULL |
=Jnas_file_share | dataCenter VARCHAR(ZEE) NOT NULL i ;
| W_ | | e uraa il :ﬁpslwwbcahedCaPacmyuB BIGINT NULL |
pshotllsedCapaciyMB  BIGINT HULL
| [ INT NOTNULLR® -— —] — —= custer T datsflocatedCapaciyMB  BIGINT NULL |
¥ intemalVolimeld INT NOT NULL | | i R ;:i;m:m’ :t:t:: | datalisedCapacityMB BIGINT NULL
| o storageld INT NOT NULL | | totalAllocatedCapacityME  BIGINT NoT NULL |
7 qtreeld INT NULL | T T totall lsedCapacityMB BIGINT NULL
name VARCHAR(255) NOT NULL | | rawToUsableRatio FLOAT NOT NULL |
path VARGHAR{ZE5) NOT NULL | | | reservedCapacityMB BIGINT HULL
status VARCHAR{255) NOT NULLJ | _l_ | otherUsedCapacityMB BIGINT NULL |
securityType VARCHAR(2EE) NOT NULL] - - —|' - ‘|— - _| T 71 otherAllocatedCapacityMB  BIGINT NULL |
| | physicalDiskCapacityM8  BIGINT NULL
| | | | isVirtual TINYINTIT)  NOT NULL |
| | | status VARCHAR(258) NULL
WO S _l_ - _| ______ _|_ - softLimitCapacityMB BIGINT NULL |
l l | dedupeEnabied TINYINT()  NOT NULL
| Hquota | | comprezsionEnabied TINYINT(T)  NOT NULL |
%qﬁee | = Column | dedupeRatio FLOAT NULL
SCoumn T T NOT NULL | | | dedupeSavingsGB BIGINT NULL |
T INT NOT NULL Fintemalolomeld  INT NOT NULL || compes gt FLOM: MR |
F intemaiVolumeld INT NOT NULL| ¥ storageld INT NoT NULL| | sompressionsavingsGa RIS Ao
 storageld INT NOT NULL ¥ qtresta INT MULL | l | il VARCIEGIX N |
identifier VARCHAR(TES) NOT NULL entifier VARCHAR(TES) NOT NULL : 3
name VARCHAR(ZES) NOT NULLL targetiiser VARCHAR{ZES) NULL | M |
quotsHardCapacityLimithe BIGINT oL % e ENUM NOT HULL | = Column |
qustsSoftCapanityLimiths BIGINT NLRLL hardFileLimit BIGINT HLLL Fu INT NOT NULL
quotallsedCapaciyMB  BIGINT NULL softFikeLimit BIGINT NULL | [ p—— — —— |
typs ENUM NOT NULL hardCapacityLimiths BIGINT NULL 5 ctorsgeld INT NOT NULL
securityStyle ENUM NULL softCapacityLimitM8 BIGINT NULL oL VARCHAR(T88) NOT NULL |
status VARCHAR(ZEE) NULL thresholdME BIGINT NULL e VARCHAR(255) NOT NULL |
oplocks TINYINT(1)  NOT NULL usedFiles BIGINT NULL Sre VARCHAR(255) NOT NULL
url VARCHAR(Z53) NULL us=dCapacityM3  BIGINT MULL thinFrovisioningSupportad TINYINT{f)  NOT NULL |
T L thinProvisioned TINYINT(T)  NOT NULL
| spaceGuarantse ENUM NULL |
| dedupeEnabled TINVINT(T)  NOT NULL
| ¥ cloneSourceld INT NULL |
| napshaotCount INT NULL |
| Is=tSnapshotTime DATETIME NULL
| lastknownAccessTime DATETIME  NULL |
| | status VARCHAR({2E5) NOT NULL
L virtualStorage VARCHAR({ZE5) NULL |
| ————— —=* protectionType VARCHAR(255) NULL —
flashPoolEligibiity ENUM NULL
| dedupeRatio FLOAT NULL
G __ ., dedupsSavingsGB BIGINT NULL
iotaltliooatedCapaciyME BIGINT NOT NULL
totalliz=dCapacityME BIGINT NOT NULL
totaills=dCapasityF romDeviceMBBIGINT NULL
datatllocatedCapacityMB BIGINT NULL
datallsedCapacityMB BIGINT NULL
snapshotdlocatedCapacityMB  BIGINT NULL
snapshotlJsedCapacitME BIGINT NULL
rawTollsableRatio FLOAT NOT NULL
otherlisedCapacityMB BIGINT NULL
otherAllocatedCapacityMB BIGINT NULL
iotaiCloneSavadCapaciyMB  BIGINT HULL
sompressionEnabled TINVINTT)  NOT NULL
ompressionRatio FLOAT NULL
BIGINT NULL

VARCHAR(ZEE) NULL |
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= Column
Fid INT NOT NULL = Column Sl Column
name VARCHAR(255) NOT NULL P Ll HORIAES Fu INT NOT NULL
identifier VARGHAR(TES) MOT NULL fPrestis INT N — name VARCHAR(Z55) NOT NULL
v VARCHAR(1024) NOT NULL i genericDeviceld INT i dentifier VARCHAR(TEE) NOT NULL|
oz VARCHAR(Z55) MULL P, L o PAR-L o in VARCHAR{1024) NOT MULL]
model VARGHAR[255) MULL — — — e T o | model VARCHAR{Z55) NULL
manufactursr VARCHAR(255) NUILL ’J o ‘? volumeld INT s ls manufactursr VARCHAR(255) NULL
nstalledMemoryl8 VARCHAR[25) UL - hostFlortilen || VAR ILIEDIOSL | serislNumber VARCHAR(255) NULL
hostFsFreeGB  VARGHAR(SS) NULL [ = | i:"@ep"“""“" ::nggmgxbﬂi microcodeVersion  VARCHAR{Z55) NULL
hostFsTotalGE  VARCHAR[255) MULL | o | rawCapacityMB BIGINT NULL
hostFrlz=dGE VARCHAR(2E5) NULL | | | & path between hast port thraugh a storage part — — — —  zpareRawCapscityMB BIGINT NULL
cpuCount VARCHAR[Z55) MULL | | | t0 avolume. | — — — — faikdRawCapacityMB BIGINT NULL
cruSpesd VARGHAR{255) NULL | | | | memonyME BIGINT NULL
nicCount VARCHAR(2E5) NULL | | cpuCount INT NULL
ricSpesd VARCHAR(ZSE) NULL | — — Lr _ -I— | | | managelRL VARCHAR(Z55) NULL
=" ancoames N LD e— 4 o o
s " ——i— active
dataCenter VARCHAR(255) NOT NULLE>— —|' J_" —| —|— S '?:"’1""'" TN | | | dataCenter VARCHAR(ZEE) NOT NULL
isVirtual TINYINT{1) NULL
| | | | | § hostld INT NOT NULL | | — — —  custer TINYINT(1) MULL
E : | | | | 9 storageld INT NOTNULLE, J_ A | url VARCHAR(255) NULL
S generic_device | & volumeld INT NOT NULL | | | lastAcquiredTime DATETIME NULL
= Column | | | | numbsrOfSessions  INT NOT NULL | |
T INT NOT NULL | | numberOfConnections INT NOT NULL | | || |
wn VARCHAR({2Z55) NOT NULL] | | | | Fiepresents a scscilogical path between a | | T
identifier  VARCHAR(788) NOT NULL] | | | | hostand anolume; | | |
manufacturer VARCHAR(ZES) NULL  fo— — | | | | Pt
i weowRE N o—— | - v —
firnware  VARCHAR{2E5) NULL | | = logical | | |Ir _|
——— == i Ca—
SN AR i INT NOT NULL
Unidentified node, may be 3 HEA, storage or [ —— _| ”_ _—'—_ ghostld INT NULL | | | ?'Sr;::rl\lu?olmld ::i m‘_"m
tape cantraller. | || | § genericDeviceld INT NULL | atresld INT MLILL
| B storageld INT MULL | | | name VARCHAR(255) NULL
|| | 4 tapeld INT NULL | 1zbet VARCHAR{2EE) NULL
| ” | § volumeld INT NULL _I, _| .. thinProvisionsd TINYINT(1)  NOT NULL
minHopMumbser INT MULL | | capacityMB BIGINT NOT NULL!
| ” | hopsToDizplay VARCHAR({ZEE) NULL | consumedCapacityMB  BIGINT NOT NULL
| numbsrOfFabrics INT NULL | | | rauCapacityMB BIGINT NOT NULL
|| | numbsrGiHostForts  INT NULL type VARGHAR(Z55) NULL
Hltape ] number0fStoragsPorts INT NULL | | | replicsSource TINYINT(1)  NULL
=JColumn — _”_ J_ e TINYINT NULL | replicaTargat TINYINT(1)  NULL
Tu INT NOT MULL| ” | Riepresents alogical path between a host and a wolume. |. _| L oseg se el emtapot TINYINT{T} NULL
name VARCHAR(ZE5) NOT NULL | e o Lo
dendfier  VARGHAR(TOE) NOT NULL ” | | diskGroup VARCHAR(255) NULL
i VARCHAR({1024) NOT NULL | | et IO L
manufacter VARGHAR(ZES) NULL ” | virtuslStorage VARCHAR({ZEE) NULL
isiNumber VARCHARIZSS) NULL | | i MR
TINYINT{1) ML ” | | protectionType VARCHAR(235) NULL
autcTisringPolicyld  INT NULL
| ” | = ORI | | suteTizring TINYINT{1)  NOT NULL
T I L __g'fhostid  INT NOTNULL L g g | lssténowndcosssTime DATETIME  NULL
P storsgeld  INT NOT NULL o  _ __ writenCapscityMB  BIGINT NULL
” § volumeld INT NOT NULL T igWirtuz] TINYINT(1)  NULL
Fepres ents alogicd pathbetweena technology Type ENLM MULL
|| host and 3 uchime throug | wid VARCHAR({ZES) NULL
TINYINT(1)  NOT NULL
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T INT NOT NULL
|= — — *%neme INT NULL
genericDeviceld INT NULL
| % storageld INT NULL

— —— — %% tapald INT NULL

* 9 volumeld INT NULL
wolumeName  VARCHAR{2ZEE) NULL

type ENUM NOT NULL

technology Type ENUM NOT HULL

since DATETIME NOT NULL

=Column

| i=Main frame

VARCHAR(255) NULL

url

|



=lColumn =lColumn =lColumn
fid INT Pid INT pid INT
name VARCHAR(255) ? hostid INT fabricld INT Fl
identifier VARCHAR(768) ———® un VARCHAR(255) identifier VARCHAR(768)
in VARCHAR(1024) model VARCHAR(255) [] wwn VARCHAR(255)
0s VARCHAR(255) [ manufacturer VARCHAR(255) [ i VARCHAR(255)
model VARCHAR(255) [ driver VARCHAR(255) [] name VARCHAR(255)
manufacturer VARCHAR(255) [0 firmware VARCHAR(255) [ manufacturer VARCHAR(255) [
installedMemonMB VARCHAR(255) [ 2 modsl VARCHAR(255) [
hostFsFreeGE  VARCHAR(285) [ — firmware VARCHAR(255) []
hostFsTotalGB VARCHAR(255) [ M domainid VARCHAR(285) [[]
hostFsUsedGE  VARCHAR(2S5) [ SColumn domainidType  VARCHAR(255) [
cpuCount VARCHAR(255) [T Fid INT prierity VARCHAR(255) [T
cpuSpeed VARCHAR(255) [ p——— vsanEnabled  TINYINT(1)
nicCount VARCHAR(255) [ ——— %00 wT serialNumber  VARCHAR(255) [
nicSpeed VARCHAR(255) [ L VARGHAR(255) . manageURL WARCHAR(255) [
url VARCHAR(255) [ e el ‘ sanRouteEnabled TINYINT(1)
active TINYINT(1) Fl oot e e | npv TINYINT(1)
dataCenter VARCHAR(255) . type ENUM
speed  VARCHAR(12) [ ‘ it R
il VARCHAR(255) [ ‘ lastAcquiredTime DATETIME
e TINNTC) | o | T
switchLevel VARCHAR(255)
M M } isGenerated TINYINT(1)
=|Column Scolumn ‘ Y
Fia INT 71d = |
name VARCHAR(255) -
identifier VARCHAR(768) P storageld N5 | l
» e lo——— e wm Veowe ot por
model VARCHAR(255) [ mme‘r o xﬁg:ﬁ‘ﬁ:? | SCotumn
manufacturer VARCHAR(255) [ :1;:': - e AREZSS: | 710 e
e R eV | o
rawCapaciyB Facit A numberOfPorts VARCHAR(255) ‘ fabricld . INT F
spareRawCapaciyMB BIGINT | |  vituaiSwitchid  INT B
failedRawCapaciyMB BIGINT B | e LSt
memonMB BIGINT A ‘ status VARCHAR(100) [T
i B B =IColurn rawPortStatus  VARCHAR(255) []
manageURL VARCHAR(255) [] pid INT | tpe VARCHAR(255) []
iy VARCHAR(SS) [ P ‘ [— j; portPhysicalState VARCHAR(258) [
v number BIGINT [
cluster TINYINT(1) ] — — _g P storageld INT | || i ke -
url VARCHAR(255) [[] wwn VARCHAR(255) _ | o v
lastAcquiredTime DATETIME El nodeWwn  VARCHAR(255) S : - | pogid VARCHORIZS
active TINYINT(1) £l portld VARCHAR(255) | T | e v O
dataCenter VARCHAR(255) name VARCHAR(255) [7] | [ snced VARCHURMZINE
\ | fedPratocal VARCHAR(255) [7]
isvirtual TIMNYINT(1) 1 speed VARCHAR(12) [] ‘ ‘ | ‘ | classOfSenice  VARCHAR(255) [
controller VARCHAR(255) [ ‘ | daeTiee VARCHAR(255) [
url VARCHAR(255
active T\NYINT(ﬂ( ) | \ : | | wl VERCHARGRI
nme—— | ‘ \ aclive TINYINT(1)
‘ | ‘ | isGenerated TIMNYINT(1)
=lColumn ‘ ‘ | | ry
(CH— Srtpe_coneoer IR 1 |
name VARCHAR(255) ECo\u;n ‘ | | \
identifier VARCHAR(768) J \ I |
ip VARCHAR(1024) L e gy ? g ild ‘ ‘ | ‘ | =|Column
manufacturer VARCHAR(258) [  tapeld INT \ | 7id INT
serialNumber VARCHAR(258) [ wwn VARCHAR(255) | | | | Tabncia NT
h TINVINT(1) B — model VARCHAR(255) | [ | ol
| manufacturer  VARCHAR(255) | I o 258
| driver VARCHAR(255) | ‘ \ W VARCHAR(1024)
firmware VARCHAR(255) | [ | Hame! VARG RIS
| numberofPors VARCHAR(255) | ‘ [ ] | domainid_ iMARCHAR St
| ‘ | domainidType VARCHAR(255)
T \ I priority VARCHAR(255)
| | | L | switchRole  VARCHAR(255)
| i | I | chassisWwn  VARCHAR(255)
| | ‘ | | npv TINYINT(1)
| = canone | | I genersted  TINVINT(1)
] | L | type ENUM
| # 10 L | | isGenerated  TINYINT(1)
| P contrallerld INT | | I |
| ?iﬁld I\fNALCHAR(zssj | | : | |
— — —® nodeWwn VARCHAR(255) | | ‘ |
potid  VARCHAR(255) e l_[
name VARCHAR(255) [ | | _Ll fria INT
speed VARCHAR(12) [ T L ’_1____': ¢ portid INT
controller  VARCHAR(255) [] B e o _'_ — . ? type ENUM
url VARCHAR(255) [] F————1 1 — & wwn VARCHAR(255)
=lColumn active TIMYINT(1) | ‘ | ? connectedld INT
7id INT | ‘ | ¢ connectedType ENUN
= TR | | connectedWwn VARCHAR(255)
identifier VARCHAR(758) | i
manufacturer  VARCHAR(255) e seud
model VARCHAR(255) ?C‘“”m” =lfc_name_server_
frmware  VARCHAR(255) ————efi A Slcolumn
driver VARCHAR(2585) # genericDeviceld INT id INT
serialNumber VARCHAR(255) wwn VALCHEE: =) & 7 portia INT
number BIGINT
portid VARCHAR(255) men 5::&“{255]
nams e W 0 connectedSwitchPorlld  INT
spasd VEHCHEHEL IR connectedSwitchParWwm VARCHAR(255)
e VARCHAR(285) [C] physicalPortwwn VARCHAR(255) [
active TINYINT(1) o e
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=lzone_member —zone

=] Calumn =] Column

Pid INT NOT MULL ?id INT NOT NULL

'? zoneld INT MNOT NULL ? fabricld INT MNOT MULL

@ fabricld INT MNOTMNULLE®#— — — — — — —* name VARCHAR(255) NOT NULL
type ENUM MOT MULL fabricWwn VARCHAR(255) NOT MULL
W VARCHAR(255) MOT MULL configurationname VARCHAR(255) NOT MULL

zoneMame VARCHAR(255)
Zaone Members info.

= fabric

=] Column

P id INT NOT NULL
W VARCHAR(255) NOT MULL
Name VARCHAR(255) NOT NULL
VSANEnabled TINYINT(1) MOT MULL
VSANId VARCHAR(255) MNULL
zoningEnabled TINYINT(1) MOT MULL
identifier VARCHAR(768) NOT NULL
url VARCHAR(255) NULL

*

Elvirtual_switch

= Column

¢ id INT MOT MULL

@ fabricld INT MULL
wwn VARCHAR(255) NOT NULL
ip VARCHAR(1024) NOT NULL
Name VARCHAR(255) NOT NULL

Domainld
DomainldType

VARCHAR(255)
VARCHAR(255)

Priority VARCHAR(255) NULL
SwitchRole  VARCHAR(255) NULL
ChassisWWN VARCHAR(255) NULL
npv TINYINT(1) NOT NULL
isGenerated  TINYINT(1) NOT MULL
type ENUM MULL
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=l switch

=lColumn

P id IMT NOT MULL

? fabricld INT MULL
identifier YARCHAR(768) NOT NULL
WWin VARCHAR(255) NOT MULL
ip VARCHAR(1024) NOT MULL
Mame VARCHAR(Z55) MNOT NULL
Manufacturer VARCHAR(255) MNULL
Model YVARCHAR(255) NULL
Firmware VARCHAR{255) MNULL
Domainld VARCHARIZ55) MNULL
DomainldType VARCHAR(255) MNULL
Priarity VARCHAR(255) NULL
WSAMEnabled TINYINT( 1) NULL
SerialMumber VARCHARIZ55) MNULL
ManagelJRL VARCHAR(255) MNULL
SANRouteEnabled TINYINT NOT MULL
active TINYINT( 1) NOT MULL
npy TINYINT( 1) NOT MULL
isGenerated TIMNYINT(1) NOT MULL
type ENUM NULL
url VARCHAR(255) NULL
lastAcquiredTime DATETIME MULL
dataCenter VARCHAR(255) NOT NULL
switchLevel YARCHAR(255) NOT NULL




Stockage

BIGINT NULL | INT NOT NULLY
‘VARCHAR(285) NULL ¥ storageld INT NOT N
roie ENUM nor L dantifer VARCHAR(TEE) NOT NULLY
vandor VARCHAR({255) NULL type VARCHAR(Z55) NOT NuLL}
modsl VARCHAR(255) NULL name. VARGHAR(255) NOT NuLL}
b UM NOT WinProvisoringSupporied  TINYINT(1)  NOT NULLE
diskGroup  VARCHARIZSS) NULL inciudelnDunCapasity TINviNT() ot oLl
INT NOT NUL stats N NOT NuLL ridGroup TINYINT(  NoOT N
INT NOT NULL sersiNumber VARGHARI2SS) NULL vendorTier VARCHAR(255) NULL
INT NOT N un VARCHAR[258) NULL sutcTiering TINVINT()  NOT NULLJ
INT noT nuL| usesFlashPools TvviNT(y ot NuLLk
INT NULL redundancy VARCHAR(235) NULL
TINVINT NULL snapshothlocstedCapacityMB BIGINT NULL
INT NULL BIGINT NULL
INT N e — — BIGINT NULL
nr we == sonT  nu
ENUM NOT NULL ‘ ‘ BIGINT nNoT NuL
VARGHAR(255) NULL BIGINT NULL
VARCHAR(256) NULL [ FLOAT noT nuLL
NOT NULL BIGINT NULL
VARGHAR(Z5S) NULL [ BT nuLL
ETME  NULL | | | etherhlocatedCapacityME  BIGINT NULL
stateSampleTime DATETIME  NULL ot - —— — o — physcalDiskCapacipMB  BIGINT NULL
stateStarTimeCalouisted TINVINT(T)  NULL I gl _, e TINYINTC) T NuL
e r—— oty wornod M T — ) omgfeld et —— — st VARCHAR(28) NULL
I | softLmitCapaciyMs SIGINT NULL
77777777777777 b boo cee oo P = dedupeEnabled TINYINT(T) NCT NULLY
= =T S mernal_volirie Fepica oot TNYNTD o N
volume_map | | Hcdern dedupeRatio FLOA NULL
| Sooew I | B tergetincemalioiamald_INT NOT NULLL artupeSavingscB SIGINT NULL
(T INT NOT NULL [ T sourcesiomgela T NOT NULLL compressinRato FLoAT NULL
| T voumeid INT NOT NULL| | F sourceintemsiVolumeld INT o HuL compressionSavingsGE BIGINT NULL
§ storageld INT NOT NULL| [ — # gestages INT o wuL) ul VARCHAR(255) NULL
| protocoiCantroler  VARCHAR(25S) NULL | il mode NULL
| n varcHarassNoTNuLle — | L |1 S it | T* momongy VARGHAR(286) NULL ?
°] INT NULL. ‘ ‘ il vmcm\a% slbith | dnhCalculated TINVINT)  NOTNULe 1 ‘
| storagePortan  VARCHAR(259) NULL - — — 1 s v | ‘ \
| wamSecurityValidity TINYINT NOT NULL| | ‘ ‘ :ﬁh i VARCHAR{I% ,) o | | ‘
. VARCHAR(ZSS) NULL
P — | ! DU aranaen | } EPE i
| === —= micmcodeVersion  VARCHAR(z85) NULL | ‘
| M T =g ecawmae o VTR R N
| N wornu T VI T T2 cpareRanCapacityMB BIGINT U b . T = I
T NOT NULL jjf | T2 fatedRanCapaciyB BIGINT UL | | i ety |
| INT NoT UL ,.|_| BIGINT NULL | |
protosoiController VARCHAR(ZSS) NULL INT RULL | WARGHAR(TES) NOT NULL | ‘
| storageForilun  VARCHAR(25) NULL VARCHARGED UL [or— — — —|— — — — — — — + VARCHARZEI UL g
sy VARCHAR(2SS) NOT NULL VARCHAR(Z6S) NULL I]iE= ENUM worwuefs ] I
| hostld INT NULL TINYINT(1) NULL | | hardFieLimit BIGINT NULL
| type ENUM NOT NULL] NARCHAREEN - NORRILE | softFieLimit EIGINT NULL | | \
TINYINT(1) NULL
| | | M |73 e MO et i e Lt | nardCapacityLimiths BIGINT NULL | | ‘
| | storeoeia INT NoTNULY  wn WVARCHAR(288) NULL | |
| Jbackend_tun_to_voimely| | | ! remaoumeia INT NULL lsstAcquiredTime  DATETIME NULL £ * l
| Scoumn UJ | aussia nr NuL | |
a INT NOTNULLRy | name. VARCHAR{255) NULL f T T Tf T | |
G lzbel VARCHAR(ZES) NULL
[ vl S RSP i gtV N O | ) b T W oG
| i il T | | | eapaony IGINT nor Ll ¥ srorgerols T NOT NUL
e ‘ CensumeiCaETNE SIGINT worwed | NI 1  sorsgaie N nor L)
I . | | | SIGINT NoT NULLL Ssentier VARGHAR(788) NOT NULLL
| [1] | = VARCHAR{285) NULL rame VARCHAR(2S5) NOT NUL
l J’ | | repicsSource TINYINT NULL e WARGHAR(285) NOT NULLY
replicaTarget TINYINT(T) NuLL thinProvisioningSupportad TINYINT(1) NOT NULL
b e 28 vy e it e )
|| eymees INT NULL spaceGuarantze. ENUM NULL
NGTNULLj® — — — — — siskGroup VARCHAR(288) NULL sesupaErabied TNVINTG) N reu
Yomgeld T NOTHULLY [ TINYINT(T)  NULL | | § cieneSourcela Nt NULL
nome | VARCHAR(255) NOT NULL | | i VARCHAR(255) NULL . INT NULL
hest VARGHARI253) NULL | | | lastSnapsholTime DATETE  NULL
| g Pl VARCHAR(255) NULL isstknownAcoessTime DATETIME  NULL
 saorenngeoieyls  INT NuLL [ ¥ | | = VARGHAR(255) NOT UL
| suareng TINVINTCY) T KU § storgeid i S | VituaiStorage VARCHAR(ZS5) NULL
lstknounAcoessTime DATETIME  NULL [ [P AncHrAEs e i) | protestionType WARCHAR(Z85) NULL
| bt Loob L || mireee T wor | | | Tty ol i
st —_— o
S | techoogytype  EnUM nuLL | ] | | dadupaSavingsCB BONT MU
B wid VARCHAR(255) NULL locatedCapasityls BIGINT NOT UL
Fe  wr  worwuul [, o norsf | | | " oMt norhuLL
e s p \ e 0
Qoomgeld T NOT NULL T ¥ | J; | dstsAlocatedCapsciyB  BIGINT NULL
o VARCHAR(22%) NOT HULL | % J, datalsedCapaciyl8 BIGINT NULL
initistorPortin VARCHAR(ZES) NOT NULL ‘ ‘ 9 auto ¢ = g snapshoral paci BIGINT NULL
targetPortWan  VARCHAR(255) NOT NULLY ‘ ‘ ‘ = Colarmn e UsedCapacityMB BIGINT NULL
e ———— ranToUsstisRato FLOAT wor L
‘ fu INT NOT NULL TNT NOT NULL oy sl e
(L £ | Frommn T NOTNULLY ¥ intemalVolameld INT NOT NUL ctherAlocatedCapacinMB BIGINT NULL
Mentifer  VARCHAR(TES) NOTNULLY 1 storageld INT NOT NULI lotalCioneSsvedCapaciyMB  BIGINT
‘ T VARCHAR(255) NULL identifier VARCHAR(TGE) NOT NULL TINVINT(1) NOT NULL
VARCHAR{285) NOT NULL FogeCrm T NOT N FLOAT NOLL
T ¥ quotaHanCapacityLimitE BIGINT huLL ¥ sourceStorageld INT NOT NULLJ ‘compressionSa BIGINT NULL
‘quotaSoftCapacitylimitéB BIGINT NuL ¥ sourceGtreeld  INT NOT NULLJ wl VARCHAR({255) NULL s
uataUsedCapacityMs BIBINT NULL L o targetSwrageld INT NOT NULL wuid VARCHAR(258) NULL
type ENUM NOT NULL mode VARCHAR{255) NULL
securityStyle ENUM NuLL ‘technology VARCHAR(25S) NULL T
E VARCHARREBINULL 1 ®  uiCaouisied  TINYINT()  NOT NUL i
apisks TINYINT(1) NOT NULLY e

Noeud de stockage

INT NOT NULL]
INT NOT NULL
VARCHAR(788) NOT NULL|
VARGHAR(200) NULL
INT NULL

ul

VARCHAR(255) NULL
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Sstorage poot |

= Column
T INT []
storageld INT =
S identifier VARCHAR(TES) [
SColumn T stormgellodsld | INT 1] | type VARCHAR(255) [&]
i i INT I e@cwomgeroois INT 1] name VARCHAR(255) [F]
storageld INT [ storageld INT [ Fhianvision'mgSLeromed TINYINT{1} 153
name VARCHAR(255) (7] chassisConnectorld INT (7] includelnDwhCapacity TINVINT(1)  []
identifier VARCHAR(TES) [7] E = raidGroup TINYINT(Y) [
version VARCHAR(255) [0 vendorTier VARCHAR(2E5) [
——  modsl VARCHAR(255) [T sutoTiering TINVINT(T) ]
serisiNumber VARCHAR(255) [T usesFlashPools TINYINT(T) [
state VARCHAR(2E8) [T redundancy VARCHAR(255) [
§ partnerNodeld INT ] snapshotAllocatedCapacityMB BIGINT B
memory SzeMB BIGINT | snapshotUsedCapacityMB BIGINT A
cacheSizeMB BIGINT 0 datahliocatedCapacityME  BIGINT (]
numberOfProcessors INT Ik — — — —=¢ dstaUsedGapacityMB BIGINT [
wl VARCHAR(255) |:|r | | totalAllocatedCapacityM8  BIGINT 5|
totallizedCapacityMB BIGINT A
T | | rawTollsableRatio FLOAT [+
L reservedCapacityMB BIGINT 0
| otherlzedCapacityMB BIGINT &
| otherAliocatedCapacityMB  BIGINT 0
s o e
8 e 5 atorae_node o s VBN ' i W) @
storageld INT [ ;w“f_ fF storageNodeld compressionEnabled TINVINT() &
chassisConnectorld INT L * 28 voumeld INT (2] dedupeRatio FLOAT O
Y storageNiodeld il 1 INT [ | ded ingsG8 BIGINT
FF intemalolumeld INT e pedavingt o
chassisConnectorld INT [ compressionRatic FLOAT Ik
5:;‘::"; 4 :E % | compressionSavingsGE BIGINT O
= LLEH ] url VARCHAR(255) [
| isVirtus TINYVINT(Y) ]
| status VARCHAR(255) [
Sinternal_vome | B
=] Column | ;_Co.lﬁm
¥u il = | i INT 17]
i storagePocild INT = pre— T 5]
Storgeld INT il | § intemaNolumeld INT [
Sstorsge port Y g ARChARzED | vl =
Scoumn it SR name VARCHAR(255) [
Fa w2 e | isbel VARCHAR(255) [
e D vy e Tl Iy thinProvisioned TINYINT(Y [
controlierld INT ] thinProvisioned TINYINT(1)  [3] | caacin B Ll &
storageld  INT @A spaceGuarantze ENUM [ TR : BIGINT &
wan VARCHAR(258) [7] dedupsEnabled TINYINT(1) 3] | i) M:BF’MB‘ tyhee Sl o
nodeWan  VARCHAR(255) [#]  cloneSourceld INT | it e @
portld  VARCHAR(255) 7| napshotCount INT i | e VARGHAR(ZSS) ]
name VARCHAR(258) [ lastSnapshotTime DATETIME  [0] | e s
spsed  VARCHAR(1Z) [ lasthnownAccessTime DATETIME [T repbeatige TNVINTGY
controller  VARCHAR[255) [ status VARCHAR(285) [ | By S o
url VARCHAR(255) [T virtusiStorage VARCHAR(255) [ R e A
sctive  TINYINT() [ protectionType VARCHARRES) [y | E e
flashPoolElgitility ENUM ] oo InINTy
tedpeit Bt 0 virtuslStorage VARCHAR(ZS5) [
dedupeSavingsGB BIGINT T v VARCHAR{255) ]
tatalAlocatedCapacityMB BIGINT = o eiacimrioe e
wtallsedCapacityV®  BIGINT H el Type Ehikd A
totalUs=dCapacityFromDeviceMBBIGINT | i a
datahliocatedCapacityMB BIGINT s Tl S
datalsedCapacityMB ) BIGINT 1| wuid o VARCH;R}&@ %
srapshniAROCEC AR L B O isMainframe TINYINT(1) [
snapshotUsedCapacityMB BIGINT E Bl Time DATETIME o
rawTollsableRatio FLOAT -l VARCHAR(258) [
otherlis=dCaparityMB BIGINT 5] isVirtual TINYINT() [
otherAllocatadCapacityMB BIGINT |
totalCloneSavedCapacityM8  BIGINT O
compressionEnabied TINYINT(1) 3]
compressionRatio FLOAT 1|
compressionSavingsGB BIGINT 0
wrl VARCHAR(255) [

wid VARCHAR(285) [ |
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T NoT NUL

=0 T L
rstuakey  VARCHAR(TSE) NOT NULL
. VARCHARESS) NULL
winaiCenterly  VARCHARESS) NULL
stz VARCHAR(ZSE) NULL

staCentehiame. VARCHAR(ZES) NULL

TINVINT

Scoum

& ] T NoT NULL

ety VARGHAR(TE) NoT NULL| e T o oL}
)

ot VARCHARSS) NULL SCour w NoT N
name [ | cetmcioesial NG NP wantiter 'VARCHAR(TES) NOT NULL
ocapacityhs BIGINT P | indecaslakre i NN 41 name. VARGHAR(28) NOT NULL]
rovioredCapacity 8 BGINT  NULL F obeels VT NOTNULL cuotsbadCapacty st BIGIT  NULL
visCentey | VARGHAR(ZSS)NULL = aeie T o CuetsSoACa S BIGINT  NULL
fescapsotl BGINT UL auelaUssiCapactyitB  BIGINT
wseiCapeeiylE BGINT  NULL e Evum nor hu
w VARCHARSS) NULL uw

e

VARCHAR(S12) NULL
V8 INT NuLL
VARCHAR(10) NULL

¥
L — ¥

VARCHAR(ZSS)

NOTNUL
L
NULL
05) NULL
VARCHAR(2S5) NULL
e VARCHAR(4056) NULL
e v o
powerSiateChargeTime DATETME  NULL
qestsiate N NoT NuL
o VARCHAR(2SS) NULL
processors T L
mory BIGINT NuLL
Possstorais T L
ratual VARCHAR(222) NULL
vraCantp a ) NuLL
provisnedCapastyMs BIGINT L
B BIGINT NuLL
un VARCHAR(2SS) NULL

§ rassrareis
resconly

T N
TINYINT NULL

s L
wey 'NARGHAR(TSS) NOT NULL|
usesCapasityForReportinghe BIGINT NOLL
un NARCHAR(259) NULL
—————— — —=
TNT NOT NULL
§ uratiacnneia INT NULL
Furnaiska  INT NULL

Datamart de capacité

_Aggggggggjgjgggﬂgggggg

st

T sngea T
aeeis N7 AL
LomelsINT NOT U

Frassraeia INT NOTNULL
INT NOT NULL
INT NOT NULL

NOTNULL
N

Satree.

n

NOT NULL
Nor nuL|

b B
repVolume TINYINT(f)

Les images suivantes décrivent la capacité du datamart.

Rétrofacturation

NOT NULL|

NuLL
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VARCHAR(225) NULL
TNVINTE) ML

(255) NULL
VARCHAR(2SS) NULL

VARCHARIZSS) NULL
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DATETME  NULL
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TNVINTG) WL
N NULL
VARCHAR(2SS) NULL
TNVINT() o hut)
=

e

o I g
etupesavs
i 6 s norhuw| | | menescwmcus BGINT L
onUsesCapasi e s || e
v Eenr o BryscaDsiCapsciye  BIGINT w
e sl | e T vorhuad
‘snapsholAliocatedCapaciy e BIGINT || e ;‘;ﬁ:‘k"‘“’ i
e ——— T aahiloacaam
rauTalsatieRat T wornou| | upsEnat TINVINT(S)  NOT NULL
s TNYINTEH)  Nor huL
| s

ttsConeSavedCapacity i3 BIGINT 0
compressionErabisd TNYINTG)  NOT N
compressionRati FLoAT
comprassorSauingsGE BGINT

VARCHARES) NULL
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INT NOT NULL

VARCHAR(255) NOT NULL|
VARCHAR(TE8) NOT NULLJ

Srcocston GORRGE|  Jtertmen

SJcoumn HCowma VARCHAR(TES) NOT NULL
T INT NOT NULL F INT NOT NULL VARCHAR[ES) NOTNULY SR i TR
name VARCHAR({255) NOT NULL VARCHAR(1024) NOT NULLS
repApp  VARCHAR{255) NOT NULLJ s i VARCHAR(ZSS) NULL PSR VARGHAR(25E) NOT NULL|
§ replpeTic  INT NOT NULL] identifier VARCHAR(788) NOT NULL|
Happlication_ cardinality SWALLINT ~ NOT NULU o oo M2 VARCHAR(ES) NULL i VARCHAR(1024) NOT NULL
dateTk  INT NULL i T, AL maodel VARGHAR(255) MOT NULL]
Scekmn et TINYINT()  NULL thinProvisioningSupparted  TINYINT(1) NULL
P appCroupTk INT NOT NULL f T dateTk  INT NULL thinProvisioned TINYINT(T) NULL "m*:"‘m“'ﬁ' x:gg::“mﬁ) ﬁi"'um
G} appTc INT NOT NULL ‘ wuid VARGHAR(255) NULL et “‘"ﬂu A vmcmmg i
e e T ¥ mictoodeVersion R(258)
Rep TINYINT{1) NULL flexGroupldentifier VARGHAR(TEE) NULL
|_ - % e N family VARCHAR(255) NOT NULL]
| | bt Tk b TevaT N
= dataTk INT NULL L )
L | ‘ wl VARCHAR(ZE5) NULL dateTic INT NULL
SColumn i VARCHAR(258) NULL
T INT NOT NULL | | T [ G VARCHAR(258) NULL
name  VARCHAR(255) NOT NULL| |
description VARCHAR{255) NULL o l
priority  VARCHAR{255) NULL
] INT NULL
faest  TINYINT()  NULL
datsTk  INT NULL INT NOT NULL
url VARCHAR{255) NULL INT NOT NULL
::I mxhﬂi oo e o o o storsgelame VARCHAR(255) NOT NULL]
T — storagelP VARCHAR(1024) NOT NULL]
Slbusiness_entity_dinensisn M| o PO e VARCHAR(ZS) NULL
Scolumn ‘ n.smr:: m ﬁl xu"""' redundancy VARCHAR(255) NULL
F INT NOT NULL HuLY thinProvisioningSupported TINYINT{T)  NULL
— — — T ho=tGroupTh INT NOT NULL 5 i
. T L A
eh I =ppiicationGroupTk INT NOT NULL]
ot VARCHAR(255) NOT NuLl dateTk INT NULL
businessUnit VARCHAR(235) NOT NULL) W iner - NG isVirual TINYINT(1)  NULL
e VARCHAR(258) NOT NULL| ff servicelevec L LS us=sFlashPools TINVINT{1) NOT NULL]
projest: businessLinit VARGHAR(255) NOT NULL| a2 VARGHAR[ZS5) NULL
"‘ 3 hEaE i} businescEntinyTk INT NOT NULL|
banct TINYIN} Lt kasNsmespaceTk INT NOT NULL
it Ll acdon kB=NamespaceGroupTk INT noTnULLE, Hservice_|
protectionType VARCHAR(255) NOT NULL! lColumn
storageAcoessType  ENUM NOT NULL Fw  mWT NoThuwl
Jhost_group_di — m“_’:’"‘e ;25‘;"“ng:$ e rame  VARGHAR[ZEE) NOT NULL
T § resourceType =) sequence  INT NULL
e  mappedByvM TINYINT(T)  NOT NULL
T v NOT NULL —_———— ; ) | cost DOUBLE NULL
| provisionedGapacityME  BIGINT NOT NULL = i
Host  VARCHAR{255) NOT NULL] us=dCapaci
?;:H:m e [ﬂ”w it | il B HopmiE | latest  TINVINT()  NULL
= cardinality SMALLINT  NOT NULL} T b | Lol L e
Laralp dateTk INT NULL | ‘ INT HOT NULL
B oty ¥ ! l- - VARCHAR(255) NOT NULL|
f? hostGroupTk INT NCT NULLS | | L - identifizr VARGHAR(788) NOT NULL |
7 hostTx INT NET NULL | storage/dentifier VARCHARITES) NOT NULL
NN | CRAp—— ] | -
= | ‘Scotmmn lkas_namspace_oroup_dimension LS ,, INT NULL
‘Hhost_di ie I l— SJColumn $ latest TINYINT(f)  NULL
Booem  — ! :e r L‘:TRCHARGBE} &1 :ﬁ L 2 tmie Sdate =2 L e
ntifier
Fu INT NOT MULLS VARCHAR{Z25) NOT NULL [>— % epKBsNamespace  WARCHAR{ZES) NOT NULL| ERE
e VARG [ARi2aals ST peE clusterName VARCHAR(258} NULL replcBsMamasgacaTke, 1011 S ¥  INT NoTNUL
dentifier  VARCHAR(788) NOT NULLJ 2 i T candinality SMALLINT  NOT NULL|
» VARCHAR(1024) NOT NULL] dateTk INT NULL fullDate DATETIME NOT NULLY
ik il atest TINYINT()  NULL TINYINT  NGT NULL]
. L Lol Ll LAEL In¥: SMALLINT NOT NULL]
model VARCHAR(255) NOT NULL] daylnYear
manufscturer VARGHAR(ZEE) NOT NULLY T | "*"E\;‘:‘“ m':_rm g :Et
] INT NULL T monthNum
Iztest TINYINT(1) NULL o e e e e [ d’Y:'E""’BB"N“’“ q::::fr xl KUL"-L“:
dateTk INT NULL quarter
i VARCHAR(258) NULL ll daylnQuartsr  SMALLINT NOT NULLJ
dataCenter  VARCHAR(255) NULL repQuarter TINYINT  NCT NULLJ
= repMonth TINYINT  NOT NULL
S Column repWesk TINYINT  NOT NULL|
T kBzNamespaceGroupTh INT NOT NULL| repDay TINYINT  NOT NULLL
f kB=NamespaceTh INT NOT NULL| 5 TINYINT(1) NULL
isRep TINYINT() NULL yesrlsbel CHAR(4)  NOT NULL|
b INT ULL ‘monthLabel CHAR(7T} NOT NuLL
quaterlsbel  CHAR(T) NOT NULLJ
rephlonthOrlatest TINVINT  NOT UL
sspFiag TINYINT  NOT NULL]
future TINYINT(1) NOT NULL]
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=lcolumn
7t INT NOT MULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
vendorDiskGroupType VARCHAR(255) MULL
diskType VARCHAR(255) NULL :
status VARCHAR(255) NULL istorage_dimension NES]
redundancy VARCHAR(255) NULL =\Column
vendorTier VARCHAR(255) MULL ? th INT NOT MULL
i VA name VARCHAR(255) NOT NULL
L ey DL P & Ny NOs identifier VARCHAR(768) NOT NULL
) latest TINYINT{1) MNULL — —— — —% ﬁ dateTk INT MOT NULL in VARCHAR(1024) NOT NULL
¢ oateTk el fred o P storageTk INT  NOTNULL model VARCHAR(255) NOT NULL
ENirE AL ST NU'—'—r_ ] P storagePoolTk INT  NOTNULLRy 5  manufacturer VARCHAR(255) NOT NULL
] | P diskGroupTk INT  NOTNULL serialNumber  VARCHAR(255) NULL
| CraChE HCH microcodeVersion VARCHAR(255) NULL
usedCapacityMB BIGINT MOT MULL family VARCHAR(255) NOT NULL
ﬂstoragejool di | physicalDiskCapacityMB BIGINT MOT NULL url VARCHAR(255) NULL
— L _‘ — @ Factdescribes disk group capacity and its id INT NULL
S Column | usage Iatest TINVINT(1) NULL
7t ihih BT s ? dateTk INT NULL
identifier VARCHAR(768) NOT NULL | dataCenter VARCHAR(265) NULL
name VARCHAR(255) NOT NULL | |
storageName VARCHAR(255) NOT NULL | -
storagelP VARCHAR(1024) NOT NULL |
type VARCHAR(255) NULL |
redundancy VARCHAR(255) NULL | =lColumn |
thinProvisioningSupported TINYINT(1) | \? 1k INT MOT MULL |
usesFlashPoals TINYINT(1) NOT NULL i T ET R |
us VARCEAR I _ _| . dayinMonth TINVINT  NOT NULL |
i I e [ dayinYear SMALLINT NOT NULL.
ftest Ut ua) Sl | dateYear SMALLINT NOT NULL |
'} dateTk S Salis yearLabel CHAR(4)  NOT NULL |
isVirtual TINYINT(1) NULL | e e |
| monthLabel CHAR(T)  NOTNULL
| dayinWeekNum  TINYINT  NOT NULL |
— — — —< quarter TINYINT ~ NOTNULLfo— — — — — — — — — =
quarterLabel CHAR(7)  NOT MULL
dayinQuarter SMALLINT NOT NULL.
repQuarter TINYINT ~ NOT NULL
rephonth TINYINT ~ NOT NULL
repWeek TINYINT ~ NOT NULL
repDay TINYINT ~ NOT NULL
repMonthOrLatest TINYINT  NOT NULL
sspFlag TINYINT ~ NOT NULL
latest TINYINT() MULL
future TINYINT({1) NOT NULL

Utilisation du systéme de fichiers
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=l Column
Ptk INT NOT NULL
7 tk INT NOT NULL name VARCHAR(255) NOT NULL
name VARCHAR(255) NOT NULL natiiral(ey) xig:i;g‘;ﬁ: :SIL”ULL
sequence  INT NULL I - T T i
cost DOUBLE NULL | virtualCenterlp WARCHAR({255) NULL
" T NULL | url VARCHAR(255) NULL
id INT NULL
Iatest TINYINT(1) NULL
 dateTk T NULL | latest TINYINT(1) NULL
| ips VARCHAR(4096) NULL
| ¥ dateTk INT NULL
Sldate_amension TS| | |
=l Column |
Dtk INT NOT NULL | ‘
fullDate DATETME  NOT NULL s uti tect S
dayinMonth TINYINT ~ NOT NULL | -
daylnYear SMALLINT  NOT NULL
dateYear SMALLINT  NOT NULL sizeNB BIGINT NOT NULL
yearLabel CHAR(4})  NOT NULL usedMB BIGINT NOT NULL INT NOT MULL
monthNum TINYINT  NOT NULL dateTk INT NOT NULL identifier  WARCHAR(TES) NOT NULL
monthLabel CHAR(T)  NOT NULL hostTk INT NOT NULL name WARCHAR(255) NOT MULL
dayinWeekNum  TINYINT ~ NOT NULL vmiTk INT NOT NULL B _ _ _ _ type ENUM NOT NULL
quarter TINYINT - NOT NULL computeResourceTk INT  NOT NULL domain  WARCHAR(255) NULL
quarterLabel CHAR(T) MNOTNULLg— — — — — — — % 7 INT NOT NULL i TEXT NULL
dayinQuarter SMALLINT  NOT NULL storageTk INT  NOT NULL os WARCHAR(255) NULL
repQuarter TINYINT NOT MULL tierTk INT NOT NULL id INT NULL
rephlonth TINYINT NOT NULL (it -’.g t INT NOT NULL Jatest TINYINT(1) NULL
repWeek TINYINT NOT NULL .r? dateTk INT NULL
repDay TINYINT NOT NULL
repMonthOrlatest TINYINT NOT NULL
sspFlag TINYINT ~ NOT NULL
Iatest TINYINT({1) NULL
future TINYINT(1) NOT NULL

= Column
Pt INT NOT NULL =IColumn
name VARCHAR{255) NOT NULL 7tk INT NOT NULL
identifier VARCHAR(TE8) NOTNULL — N ARCIATEE G kL =] Column
: VARCHAR{ IO DR identifier  VARCHAR(768) NOT NULL  t T SN
VERCHARZ0) ST ip WVARCHAR({1024) NOT NULL computeResourceldentifier VARCHAR(788) NOT NULL
VARCH, SHOLAEE =T 0s VARCHAR(2S5) NULL name VARCHAR(255) NOT NULL
: D pbeie G e model WVARCHAR(255) NOT NULL Iocation VARCHAR(255) NULL
micrcadeNersinn VARG T manufacturer VARCHAR(Z55) NOT NULL hardwareld VARCHAR(255) NULL
family VARCHAR(255) NOT NULL il VARCHAR(2EE) NULL Hine VARCHAR(255) NULL
url VARCHAR(255) NULL o e NULL d INT NULL
id INT e latest TINVINT(1) NULL latest TINYINT(1) NOT NULL
latest TINYINT(1) LR dataCenter  VARCHAR(255) NULL ¥ dateTk INT NULL
dataCenter VARCHAR(255) NULL 7 dateTe £ NULL
§ dateTk INT NULL
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NOT NULL
MOT NULLS

TINYINT(E) NULL

NULL

Svsives e, i T s
S business_e
oass lspotoaton_roup_dinGRSeRIZY| Ao borsesl
Tic INT NOT NULL
Fix INT NOT NULL! 5 | W
Column i=R=p TINYINT{1) NULL
fulname  VARCHAR{1024) NOT NULL T s T
tenant VARCHAR{ZES) NOT NULL A o — — —
lob VARCHAR{ZE5) NOT NULL p :““"w i S st 1
businessUnit VARCHAR{255) NOT NULL o
sl VARGHARDSS) NOT NUILL] cardinality SMALLINT ~ NOT NULL L
: dateTk  INT NULL
ol INT NULL e
latest TINYINT(1) NULL
e INT NOT NULL| dateTk INT NULL S Coltait
name  VARCHAR[Z55) NOT NULL I T L) jeeat
sequence  INT NULL name VARCHAR([255) NOT NULL]
cost DOUBLE NULL ‘ description VARCHAR(255) NULL
" INT NULL ; priority  VARCHAR[ZEE) NULL
Iatest TINYINT(1) NULL id INT NULL
dateTk  INT NULL tatest TINYINT(f)  NULL
datsTk  INT
F o INT NOTNULLlp — — — — — — VARCHAR(255) NULL
T oat=Tk INT NOT NULL
storageTk INT NOT NULL
storageFoolTk INT NOT NULLY
Coh .
?m - e e intemalVolumeTk INT NOT NULL = storage_pool_t
— — — — &} vinualStorageTk INT NOT NULL Scoumn
name  VARCHAR{255) NOT NULL] terTk INT NOT NULL Tu = ey
sequence  INT NULL
phaiontc iy SEDR dentifier VARCHAR[TES) NOT NULL|
ocost COUBLE NULL applicationGroupTk INT NOT NULL] VARCHAR(255) NOT NULL
i INT NULL Jf cervicelevelTk INT NOT NULL ‘:’ e i S e ta
stest TINYINT(1)  NULL businessUnit VARCHAR{ZEE} NOT NULL| it
dateTk  INT NULL  businessEntiyTk e i storagelP VARCHAR({1024) NOT NULL
i VARCHAR(2E5) NULL
i i P e :t:\dam:y VARCHAR(2EE) NULL
amespaceG —_——
:‘:{N Ty;"'ﬂ gﬂw E:i thinProvisioningSupported TINYINT(1} NULL
Slinternal_volume_dim; L P virtual TINYINT(T)  NULL
ElCoiumn a1brata:’2::uityﬂﬁ :i":ﬁTHA g: :ﬁ e
2 tatest TINYINT(T)  NULL
¥tk INT NOT NULL] consumedCapacityMB BIGINT NOT NULL T e i
name VARCHAR(ZES) NOT NULLR — — — ﬁf’am@ MB g:gﬁ £¥ :ﬁ: igVirtual TINYINT(1) NULL
entifier VARCHAR(TEE) NOT NULL | seapcy! usesFlashPools TINYINT()  NOT NULL
storageFoolldentifier VARCHAR(TEE) NOT NULL] — — & ostsUnus=dCapaciylE BIGINT NOT HULLJ ol VARCHAR(255) NUILL
storageNarme VARGHAR(ZES) NOT NULL] =napshotAllocatedCapacityME BIGINT NOT NULL
storagelP VARCHAR{1024) NOT NULL] snapshotUsedCapacityMB  BIGINT NOT NULL
fype VARCHAR(ZSS) NULL totaiCioneSavedCapacityM8  BIGINT NOT NULLY
virtualStorags VARCHAR{ZES) NULL dedupeRatio FLGAT NULL e
spaceGuaranise VARCHAR(2E5) MULL d=dupeSavingsGE BISINT MULL PSP | ...
thinProvizioningSupportsd TINYINT{T) NULL rauTollsablzRato FLOAT T NuLL F i INT NOT NULL]
thinProvisioned TINYINT{T} NULL snapshotCount INT MULL ", identifier VARCHAR(TEE) NOT NULL]
wuid VARCHAR{255) NULL lz=tSnapshotTime DATETIME MULL name VARCHAR(255) NOT MULL}
flexGroupldentifier VARCHAR(TEE) NULL compressionRatio FLOAT HULL clusterName  VARCHAR(255) NULL
i NULL compressionSavingsGE BIGINT NULL " INT NULL
latest TINYINT{1} NULL objectStorelisedSpaceGE  BIGINT HULL Istest TINYINT(T) NULL
datsTk INT NULL [ L] dateTk INT NULL
wri VARCHAR(2EE) NULL J> J> |
Tdate_dimensio ! T?———————
= S storage. —tr—t—tr—
[ Colum:
oo SComn | | ks namespace aroiip Bridse NE|
! trkuna,m I[::r'I'EFIlI'E ﬁ: :t T il beslBt | | St
ul
kBeNamespaceGroupTk INT
daylinMonth TINYINT  NOT NULL :”;{E :;:Eﬁ;m E xﬁ | | ; k8sNamespaoeTk INT
daylnYear SMALLINT NOT NULL 47051 -
dateYear SMALLINT NOT NULL] L VARCHAR(102¢4) NOT NULL | | isRep
monthNum TINYINT  NOT NULL model VARCHAR(255) NOT NULL § e INT
daylnWeskNum  TINYINT  NOT NULL ek ac s AR T NULL L S S ———
e ditm e seriallumber VARCHAR(255) NULL
dmyinQuster  SMALLINT NOT NULL microcodeVersion VARCHAR{ZES) NULL
repQuarter TINYINT  NOT NULL ':""“Y r’;:TR‘:”"‘F‘m) m]_"““— = Cotumn
Month TINYINT  NOT NULL
E;\Neek TINYINT  NOT NULL katest FRTEIEHT) N 0 v 2 sealii o
oty Sl Smin datsTk INT NULL repKBsNamespsce  VARCHAR{255) NOT NULL
i TINVINT(E) NULL ul VARCHAR{255) NULL repKBsNamespacsTh INT NOT NULL|
bel CHAR[®)  NOT NULL dataCenter VARCHAR{255) NULL :::My |50NTMLLINT KEILNLILL
monthLabel CHAR[T) NOT NULL
quarterlzbel CHAR(T) 'NOT NULL
repMonthOrLatest TINYINT — NOT NULL]
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL
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=lk8s_pv_di
=jColumn
ik INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterdame VYARCHAR(255)
phase VARCHAR(B4) [
pvchlame VARCHAR(255) [
id INT [
latest TIMNYINT(1) [l
dateTk INT [
=lk8s_cluster
=l Column
Ptk INT
identifier  VARCHAR(762)
name VARCHAR(255)
id INT [
latest TINYINT(1) [
P dateTk  INT [
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o TlkBs_pvc_s
= Column
Pt INT
dateTk INT
pvcTK INT
clusterTk INT
namespaceTk DOUBLE
pvTk INT
pwSizeBytes DOUBLE [
pucSizeBytes DOUBLE [] _i
| | |
S | |
l |
|
|
=lk8s_nam L
=|Column
Ptk INT
identifier WARCHAR(TES)
name VARCHAR(255)
clusterame VARCHAR(255)
id INT [l
latest TINYINT(1) [F]
dateTk INT [

=ldate_di
=]Column

7tk INT
fullDate DATETIME
dayinMonth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthMum TINYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLahel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINTIT)

=lk8s_pvc_ ¢ -

=] Column

Ttk INT
identifier WARCHAR(7G8)
name VARCHAR(255)
clusterMame VARCHAR(255)
namespaceMame VARCHAR(255)
pviame VARCHAR(255) [
phase VARCHAR(B4) [
id INT [l
latest TINYINT{1) [
dateTk INT [




Capacité Qtree

—ports_fact - =l connected _device meirﬁ GENERIC DEVICE |
Pt INT itk
7 dateTk [T M & ek
P sattchTk IMT M anuEctuer STORLGE
. connecedDeviceTk |MNT i ol AT
? portTk IMT type
fabiic VARCHARZSS) finmaare TAPE
peed VARCHARAD) idl
connedtivityT yoe EMUR | sted
type YVARCHARESS)
datus . ? VARCHARGOD — — — — — — — — — — *|
[ S _ |
| | |
ZIport_dimension Sdate_dimension Iswitch_dimension_
dth [T th INT Ptk INT
P WARCHAR(2SS)e | fullDate DAT ETIME T WARCHAR(25 5]
Pid FMT davi nonth TIRMINT M e WARCHARZ5 5]
lated  TIMYINT1] dayinear ShALLINT ip WARCHARZ5 5]
P dateTk INT date Year S ALLINT tn oclel WARCHARZ55)
tm anthitum TINT [ — “®  manufacturer VAR CHAR(ZS5)
dayd mrveekMum TIMYIMT firmweare VAR CHAR[ZSE)
uarer TINYIMT '} id INT
dayinQuarter  SMALLINT late TIMYINT (1]
repcuater TIMYINT ’:{ dateTk IMT
reptdonth TIMYINT dataCenter VARCHAR[ZSS)
repiEek TIRMINT anitchlewvel  WARCHAR[ZSS)
repbay TIMYINT
| ates TIRMINT
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Slcoumn

T =ppBroupTk INT NOT NULL

B apeTk INT NOT NULL
isRep TINYINT(1) NULL

Sistorage_pool_ dimension IS

e
T INT NOT HULL
Mentifier VARGHARITER) NGT NULL]
3 opteasi S| - nnchamce hor
Slcoumn [ INT NOT NULL storageName VARCHAR(255) NOT NULL|
T INT NOT NULL name  VARCHAR(2E5) NOT NULL ::””E‘P x:;zxgg::) ﬂ‘_"“‘-‘-
uence  INT NULL pe
o ] e m Cow | mL,  dEmE
e aun 4 i il Syt A T ST
Pt pesi est  TINVINTG) NULL
ik S latest TINVINTIY  HULL
dateTk INT NULL
T isWirual TINYVINT(T)  NULL
usesFlashPocks TINYINT()  NOT NULL|
| VARGHAR(ZES) NULL

|
|
g

s namespace drmerEEAINEY]

SiColums
M it INT NOT NULL
Bcoumn 0 ¥ INT NOT NULLfw— Wentifier | VARCHAR(TEE) NOT NULL
Tk INT NOT NULLE— — — — [p— T NOT NULL name VARCHAR(ES)NOTNULLR — — —
nams VARCHARIZ55) NOT NULL| storsgeTk INT NOT NULL clusterName VARCHAR(Z55) NULL l
description VARCHAR{285) NULL <toragePoulTk INT NOTMUL— — — — & W INT NULL
priorty  VARCHAR{255) NULL intemaNVolumsTk INT NOT NULL s TREIRG R Slkgs_namespace group bridge | ES]
] INT NULL qtreTkc INT NOT NULL dateTk INT NULL e
bt IR L virusiStorageTk INT NOT NULL INT NOT NULL
damli; b fipse tieiTh INT NOT HULL  kBsNamespaceTk INT MOT NULL
ul NARCHAR o R sarvicsLevelTk INT NOT NULL = TINVINT{R) UL
applicationTk INT NOT NULL Fu i hEm
spplicationGroupTh INT NOT NULL]
businessUnit VARCHAR(255) NOT NULL b
Do TN Jom PR S |
L —— — —#7 kEsNamespaceTk INT NOT NULL
NT NOT NULL k8sNamespaceGroupTk INT NOT NULL ki INT NOT NULL |
VARGHARIZEE) NOT NULL storagehccessType ENUM NOT NULL] R " repiBsMamespace  VARGCHAR{258) NOT NULLEFS— — — — —
e et protectionType VARCHAR(255) NOT NULL] repHBsNamespaceTk INT NOT NULL
S L hardLimitGapacityMB  BIGINT NOT NULL candinality SMALLINT NOT NULL|
INT NULL ‘softLimitCapacityMB BIGINT NOT NULL dateTk INT NULL
— — % usedCapeciyME BIGINT NOT NULL
P R v [ ke | SR aree_amensionES|
| missingQuotalimits  ENUM NOT NULLE®™— — catamn
| T L] T | Gk INT NOT NULL
| || | | name VARCHAR[258) NOT NULL
_ || — . dentfer  VARCHAR[TEE) NOT NULL
= Column @ | | storageldentifier VARCHAR{TEE) NOT NULL
Fic INT NOT NULL| || type ENUN NOT NULL
name VARCHAR(255) NOT NULLJ l | i INT NULL
enifier VARCHAR(TES) NOT NULL | | Istest TINVINT{T) UL
storagePoolldentifier VARCHAR(TE8} NOT NULL | dateTh INT NULL
StorageName VARCHAR(ZES) NOT NULLJ [ ] |
storagelF VARCHAR(1024) NOT NULL| g T ey | i}
e N fulame | VARCHAR{1024) NOT NULL
vituslStorage VARCHAR(ZES) NULL bt W heeilinerd EE
pacel VARCHAR[ZEE) NULL o ol B
Shian g i i lob VARCHAR{Z55) NOT NULL| i th INT NOT NULL
(h. & 'E":;'f’s"p mem{1) R businessUnit VARCHAR{25S) NOT NULL S storage. aDate SaeTaE fi SR
f. ul:l rovisior o H.A{R}{Zﬁﬁl \giT project VARCHAR(Z55) NOT NULL| Sl Column dayinMonth TINYINT  NOT NULL
: " INT NULL Fo INT NOT NULL daylnesr SMALLINT NOT NULL
:E"G"“"P“'B’“"—'B' :';:TRCW zﬁ Istest TINVINT(T)  NULL name VARCHAR(256) NOT NULL iV AL e
dateTk INT NULL o mentabum TINYINT  NOT NULL
Hentifier VARCHAR(TES) NOT NULL
f:;‘k IT:‘nTmmm :ﬁ = VARCHAR(1024) NOT NULL daylnWeskNum  TINYINT  NOT NULL
TINYINT  NOT NULL
url VARCHAR(ZES) NULL model VARCHAR(255) NOT NULL quarter
manufactorer  VARCHAR(255) NOT NULL daylnQuarter  SMALLINT NOT NULLY
seralNumber  VARCHAR(255) NULL repQuaner TINYINT  NOT NULL
microcodeVersion VARCHAR{255) NULL repMonth TINYINT  NOT NULL
Fanily VARCHAR regilesk TINYINT  NOT NULL
Fl INT NULL reeDay TINYINT  NOT NULL
latest TINYINT(T)  NULL latest TINYINT(T) NULL
dateTk INT NULL yearLabel CHAR(4)  NOT NULLJ
wl VARCHAR(25S) NULL menthabel CHART) NOT NULL
dataCenter VARCHAR(25S) NULL quarterlsbel  CHAR(T) NOT NuLLl
rephonthOrLatest TINYINT  NOT NULL
sspFiag TINYINT  NOT NULL
future TINYINT{T) NOT NULL

Efficacité de la capacité de stockage
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=l efficiency_fact

= Column

7tk INT NOT NULL
¥ dateTk INT NOT NULL
? storageTk INT MOT MULL

rawCapacityMB BIGINT
| backendCapacityMB BIGIMNT
storageTechnology VARCHAR(255) MULL

gainMB BIGINT MOT MULL
lossMB BIGIMT MOT MULL
potentialGainMB BIGIMNT MOT MULL

potentialLossMB BIGIMNT MOT MULL

|
|
|
1
|
}

=Istorage_dimension

=] Column

? tk INT NOT NULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
ip VARCHAR(1024) NOT NULL
model VARCHAR(255) NOT NULL

manufacturer
serialMumber
microcodeVersion

VARCHAR(255)
VARCHAR(255)
VARCHAR(255)

family VARCHAR(255) NOT MULL
id INT NULL
latest TINYINT(1) NULL

¢ dateTk INT NULL
url VARCHAR(255) NULL

dataCenter VARCHAR(255)

Capacité de stockage et de pool de stockage

=Jdate_dimension

— T T T~ column

7tk INT NOT NULL
fullDate DATETIME MNOT MWULL
daylnMonth TINYINT  MOT NULL
daylnYear SMALLINT  MOT MULL
dateYear SMALLINT  MOT MULL
monthMNum TINYINT  MOT MULL
daylnWeekMum  TINYINT  NOT MULL
quarter TINYINT  MOT NULL
daylnCluarter SMALLINT  MOT MULL
repQuarter TINYINT ~ MOT MULL
rephonth TINYINT  MOT NULL
repWeek TINYINT  MOT NULL
repDay TINYIMT ~ MOT NULL
latest TINYINT(1) MULL
yearLabel CHAR(4) MNOT MULL
monthLabel CHAR(T)  MOT MULL
quarterLabel CHARIT)  MNWOT MULL
repMonthOrLatest TINYINT MOT MULL
sspFlag TINYINT  MOT NULL
future TINYIMNT(1) MOT NULL
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=ldate_dimension

=ltier_dimension _

=l Column

7tk INT NOT NULL
identifier VARCHAR(YG8) NOT NULL
name VARCHAR(255) NOT NULL
storageName VARCHAR(255) NOT MULL
storagelP VARCHAR{1024) NOT NULL
type VARCHAR(255) NULL
redundancy VARCHAR(255) NULL
thinProvisioningSupported TINYINT(1) NULL
virtual TIMYINT( 1) NULL
usesFlashPools TIMNYINT( 1) NOT MULL
id INT NULL
latest TINYINT( 1) NULL
dateTk INT NULL
isVirtual TIMNYIMNT ) NULL
url VARCHAR(255) NULL

=lcolumn = Column
Pk INT NOT NULL ? ik INT NOT NULL
fullDate DATETIME MNOT NULL name VARCHAR(255) NOT NULL
daylnMonth TINYINT ~ NOT NULL sequence INT NULL
daylnYear SMALLINT  MNOT NULL cost DOUBLE NULL
dateYear SMALLINT  MNOT NULL id INT NULL
monthMNum TINYINT ~ MOT NULL latest TINYINT(1) NULL
dayinWeekNum  TINYINT ~ NOT NULL dateTk INT MNULL
quarter TIMYINT MOT MULL
| daylnQuarter SMALLINT  NOT NULL] Y
repQuarer TIMNYINT MNOT NULL |
repionth TINYINT MOT MULL
repWeek TIMYINT ~ NOT MULL. |
repDay TIMNYINT MNOT NULL |
latest TINYINT{1) NULL
yearLabel CHAR(4)  NOTNULL |
maonthLabel CHAR(T)  NOTNULL i
quarterLabel CHAR(7)  NOT NULL =lstorage_and_storage_pool,
repMonthOrLatest TINYINT MNOT NULL =lColumn
sspFlag TINYINT ~ NOTNULLE— | ¢ INT NOT NULL - — — —
future TIMYINT{1) NOT NULL .? dateTk Nt NOT NULL
? storagePoolTk INT MOT MULL
? storageTk INT MOT MULL
'? tierTk INT MOT MULL
Zlstorage_dimension backend TINYINT(1) NOT NULL
=lcolumn virtual TINYINT{1) NOT MULL
Tk INT NOT NULL capacityMB BIGINT  NOTNULL
rawCapacityMB BIGINT MOT MULL
ot vaRcraRen noThuL|  USeCmee il
) usedRawCapaci
L O snapshotUsedCapacityMB BIGINT  NOTNULL
el VARG Sl o snapshotUsedRawCapacityMB BIGINT  NOTNULL
mamer ULL isVirtual TINYINT{1) NOT MULL
se.rla i . softLimitCapacityMB BIGINT MULL
;:';:;mdeversmn xﬁggﬁg:g; :S'LI'IT\IULL unconfiguredRawCapacityMe BIGINT  NOTNULL
id INT NULL spareRawCapacityMB BIGINT MOT MULL
|atest TINYINT(1) NULL failedRawCapacityMB BIGINT MOT MULL
unusedVolumeCapaci
:stacemer xﬁggﬁg:g; :Stt volumsConsumadCapacityMe BIGINT  NOTNULL
mappedyolumeCapacityMB BIGINT MOT MULL
maskedVolumeCapacityMB BIGINT MNOT MULL
internalVolumeAllocatedCapacityMB  BIGINT MOT MULL
internalVolumelUsedCapacityMB BIGINT MOT MULL
internalVolumeConsumedCapacityMB  BIGINT MOT MULL
dedupeRatio FLOAT MULL
dedupeSavingsGB BIGINT MULL
compressionRatio FLOAT MULL
compressionSavingsGB BIGINT MULL
compactionRatio FLOAT MNULL
compactionSavingsGB BIGINT MULL
objectStorelsedSpaceGB BIGINT MULL

Capacité du nceud de stockage
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P INT NOT NULL
name  VARCHAR[Z55) NOT NULL

sequence  INT MULL
cost DOUBLE NULL
id INT NULL
Iat=st TINYINT{1} NULL
dateTk INT NULL

=l Column S : =] Column
itk INT NOT NULL S Column i te INT NOT NULL
rama VARGHAR{255) NOT NULL § INT NOT NULL fullDate DATETIME NOT NULL
identifier VARCHAR(TES) NOT NULL i dst=Tk INT NOT NULL dayinhonth TINYINT  MOT NULL
wversion VARCHAR(Z5E) MOT MULL G storageTk INT MOT MULL daylin¥ear SMALLINT MOT MULL
meedel VARCHAR(ZES) NOT NULLfs— — — — —#§ storagehlodeTk INT NOTNULLR, . dste¥ear SMALLINT NOT NULL
seriaiNumber VARGHAR{255) NOT NUILL i termx INT NCT NULL manthhium TINYINT  WOT NULL
siteName  VARCHAR({Z5S) NULL totaiNodeCapacity UtiizationMB DOUBLE NULL dayinWeskNum  TINYVINT  NOT NULL
wrl VARCHARIZE5) NULL usableModeCapacity UtilizationMB DOUBLE MULL quarter TINVINT  MOT NMULL
id INT MULL usedNodeCapacity UtilizationMB DOUBLE NULL daylnQuarter  SWALLINT MOT MULL
Istest TINYINT(1})  NULL usedMstaDataModeCapacitylUtilzationMB  DOUBLE NULL repQuarter TINYINT  MOT MULL
sateTh INT NULL allowedMetaD CapacityltiizstionhtB DOUBLE NULL rephonth TINYINT  NOT NULL
r 3 repWesk TINYINT ~ NOT NULL
| repDay TINYINT  NOT NULL
latest TINYINT{1) NULL

|| yearLabal CHAR(#) NOT NULL
monthLabel CHAR(T) NOT NULL
A quarterLabel CHAR(T) NOT NIULL
7 rephonthOrLatest TINYINT  NOT NULL
E_WM_ s=pFlag TINYINT  NOT NULL
ElColumn furture TINYINT{f) NOT MULL

Ttk INT NOT NULL]

name VARCHAR(255) NOT NUILL]

identifier VARCHAR(TEE) NCT NULL|

ip VARCHAR{1024) NOT NULL

model VARCHAR(255) NOT NUILL]

manufacturer VARCHAR{2EE) MNOT NULL)
serialiumber VARCHAR{258) MULL
microcedeVersion VARCHAR{ZEE) NULL

famity VARCHAR{255) NOT NULL
) INT NUILL
latest TINYINT{1) NULL
dateTk INT NULL
url VARCHAR{255) NLULL
dataCenter VARCHAR{255) NULL

Capacité de la machine virtuelle
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Slvm dimension |

SColumn
Tk INT NOT NULL
=
name VARCHAR(ZEE) NOT NULL
naturslitey  VARCHAR{TEE) MOT NULLJ ?CWM E:”:mc"&—'“m o T MOT NULL
o VARGHAR[ZEE) NULL o e INT NOT NULL
— name  VARCHAR(ZES) NOT NULL
virtuaiGenterlp VARCHAR(255) NULL ‘ name VARCHAR(2E5) NOT NULL| ¥ e i sl — nos INT MULL
i INT NULL sequence INT NULL used TINYINT(1)  NULL [ ;Eq"'e i S
latest TINYINT(1)  NULL | e DOUBLE NULL vmSpecific TINYINT(1)  NULL | 5 i T
dateTk INT NULL i INT NULL replicationSpecific TINYINT(1)  NULL
: latest  TINYINT(T)  NULL
ips VARGHAR(4088) NULL | laest  TINVINT()  NULL description VARGHAR(ZEE) NULL | s | o 0 s
url VARCHAR{255) NULL ‘ dateTk INT NULL T |
e smensonED| ‘ | -
e ‘ | l | Column
T INT NOT NULL ‘ ] Fu INT NOT NULL
name VARCHAR(255) NOT NULL Elvm_capacity_ract NES. — — — — — — tephpp  VARCHAR(255) NOT NULL
identifier VARGHAR(TEE) NOT NULL ‘ I —— L NOT NULL
storageldentifier VARCHAR(TES) NOT NULL NOT NULL cardinality SMALLINT  NOT NULL ——
type ENUM NOT NULL NGT NULL dateTk  INT NULL  — =] application_
id INT NULL NOT NULL [ Sl Column
Iatest TINYINT{1)  NULL NOT NULL T 2ppGroupTk INT NOT NULL]
dateTk INT NULL NOT NULL P 2poTk INT NOT NULL]
intemalVolumeTk  INT NOT NULL] i M Rep TINYINT(1) NULL
Tk INT NoTHULLE*— — — — — — — —
Sldatastore il O bl EETINE
‘S Column it s st T INT NOT NULL
T T NOT NULL wﬁwl:ﬁ S T rame  VARCHAR(Z55) NOT NULLJ
apy roup
naturalKey VARGHAR(285) NOT NULL] tarTk INT NOT NULL Sescpion: VAR BH A
name VARCHAR(2E5) NOTNULLE— —— —— ~— —— —— “® ¥ sarvicelevellk INT NOTNULLR — _‘ ;’"’"’Y YGRCHAW} :b’&
'moid VARCHAR(255) NULL wmTk INT MOT NULL
d INT NULL datastorsTk INT NOT NULL bies TITYIECH S
West  TINYINT()  NULL atsStorsName  VARCHARGIZINULL  fp— — — = \ ::‘e“‘ \‘JTRCHAR :t't
dzeTk INT NULL datsStoreld INT NULL (255)
vimaiCenterlp  VARGHAR(Z55) NULL |
businessUnit VARGHAR(Z52) NOT NULL IS — — — — | |
businessEntityTk  INT NOT NULL|
M P kBsNodeTk INT NOT NULL ‘ | ‘
fo— — — — — —#*  ciorageAcosssType ENUM NOTHULLRy |
INT NOT NULL 1 capaciyTyps ENUM NOT NULL 1 ‘ e e e
VARCHAR(2EE) NOT NULL st BIGINT NCT NULL | | |
identifier VARCHAR(TSE) NOT NULL] — == = =% pwvisoncdMB  BIGINT NOT NULL VARGHAR(Z55) NOT NULLJ
storag=Poolldentifier VARGHAR(TE8) NOT NULL | . | ‘ | Eleatifer, VA ]
storageName VARCHAR(Z55) NOT NULL | | L7 VARGHARINI NEE ARt
storagalP VARGHAR{1024) NOT NULL | | | | o= ::;g:gﬂm :OU‘T‘LNULL
type VARCHAR(258) NULL | |
; manufacturer VARCHAR(ZEE)  NOT NULL]
vinuaiStorage VARCHAR(2EE) NULL | | :
INT NULL
spaceGuarantes VARCHAR(255) NULL | | .
thinProvisioningSupported TINYINT{T) NULL | | | ‘ | ::1‘1 E;YINT{H zi‘t Slhost_group.
thinProvisioned TINYINT(1) NULL | | ‘ ot s i L » = Column
waid VARCHAR(25S) NULL | [ i i {25? AL T hosiGroupTk INT NOT NULL
flexGroupldentifier VARGHAR(TES) NULL | | | | il pd i hestrc INT NOT NULL
] INT NULL :
latest TINYINT(T) NULL | B Lol b | ‘ | —— LS
dateTk INT NULL | | identifier  VARGHAR(7EE) NOT NULL] |
url VARGHAR(25E) NULL name VARCHAR(ZES) NOT NULLY | |
| clusterName VARCHAR(ZE5) NULL | |
| i INT HULL ik INT NOT NULL
Scoum met iR | | eprost VARCHAR(ZE8) NOT NULL
| T INT NOT NULL l J> k'l repH.nst.Tk INT NOT NULL]
| fullDate DATETIME NOT NULL k ::T“:""" I“”N’_'r""‘"m :&_TL"”""
INT NOT NULL dayinonth TINYINT  NOT NULL Sl storage_
VARCHAR[1024) NOT NULL | evinvesr SMALLINT NOT NULL Scolmn
VARCHAR(Z55) NOT NULL b greoien SMALLITE Dy e T INT NOT NULL
VARCHAR(255) NOT NULL} o monthNum TINYINT  NOT NULL| p— VARCHA NOT NULL
VARCHAR(ZEE) NOT NULL daylnWeskNum TINYINT ~ NOT NULL it s o ekt
VARGHAR(255) NOT NULL} ixley TR io VARCHAR{1024) NOT NULL}
5 o T dayinQuarer  SMALLINT NOT NULL
rter TINYINT  NOT NULL i b S o P
latest TINYINT(T) NULL W\i:h Slan e VARCHAR NOT NULL
SateTk INT NULL i il e seralNumber  VARCHAR{ZES) NULL
t microcodeVersion VARCHAR(ZE5) NULL
replay: TREHTE Mt famiy VARCHAR(2EE) NOT NULL]
latest TINYINT(1) NULL . o il
yearlabel CHAR{#) NOT NULL
monthLabel CHAR(T} NOT NULL :::_;k T;T‘m{“ :ﬁ
quaterlsbel  CHAR[T) NOT NULL . e
repllonthOrLatest TINYINT  NOT NULL R
sspFlag TINYINT  NOT NULL o
future TINYINT(1) NOT NULL

Capacité volumique
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Svotme st Y e s s

Siiemor votme amensin S|

Scolumn ?3:"'“’"" = e
i INT NOT HULL T T RO
storsgeldentifies VARCHAR(7E8) NULL identifier WARCHAR(7ES] NOT NULI e VARCHAR(255) NOT NULL T WO NuLL]
btk VARCMR{Es’"O.: i g i el identifier VARCHARITE8) NOT NULI VARCHARI258) NOT NULL] ) .
thinProvisioned TINVINT()  NOT NuLLY storagelP VARCHAR(1024)NOT NULL storsgePoolidentifier  VARCHAR(7ES) NOT NULI VARCHAR(788) NOT NULL] Sservice_lavel
b Vi e o VARCHAR(255) NULL storageName: ARCHARI2E8) NOT NULI VARCHAR(1024)NOT NULLY Hlcolumn
i S L oy VARGHAR(255) NULL storagelP’ VARCHAR(1024) NOT UL VARCHARIZ5S) NOT NULLY T — ST
it e thinProvisioningSusporedTINYINTE1)  NULL ype VARCHAR(258) NULL manufscturer  VARCHAR(255) NOT NULL} s AT
e L PH e i TINVINTH)  NOT NULL vinusiStorage VARCHARI25S) NULL seriaiNumber  VARCHARI2SS]) NULL o e i
I T k aE el spacaGuarantes VARCHAR(25S) NULL micocodeVarsion VARCHAR(ZSS) NULL | o, e i,
8 i il ot TINYINT( NULL inProvisioningSupponsdTINYINT(1)  NULL family VARCHARI25S) NOT NULLY 8 R i
Iatest TINVINT1)  NULL isVirtual TINVINT(1)  NULL Smbyovmdred TIENT( R IEED: i LA HuLL | latest  TINVINT{)  NULL
o TINVINTE)  NULL . VARCHAR(Z55) NULL uuid VARCHARI255) NULL Istest TINYINT(1)  NULL | fowr _wr i
R § dateTx M T :\dexﬁmup\denhlls ::::{CHARF!BE) :SLTLNUL ::lacen(u x::gm;g.::: :3\1_ e
¥ =l Ui | ? st TINMINT(T)  NULL § asteTx INT NULL |
1 e ML | s om s, o S
| |  ostet INT NULL T | =
Sloharsebact foct | | | | 7 mr__ wor wuu
Bt | § storageFool Tk INT HOT HULL]
P INT NOT NULI | ‘ | { storageTk INT NOT NULL]
§ storageTx INT NOT NULL M 77777 il # tieTk INT NOT NULY
'§ storageFool Tk INT NOT NULI | | # badend TINYINT(1)NOT MULL]
§ intenalVolumeTe  INT NOT NULI | INT worn g il capaciyMB BIGINT  NOT HuLU
§ gtreeTic INT NOT NUL = e rawCapacityMB. BIGINT  HOT HULL]
hostTk T NOT NUL | S Mo usedCapadityMB. BIGINT  NOT NULL]
F hostGroupTe INT NOT NULL | Bt G N U U U Ve SENG S VSRS RS S e .. usedRswCspacityMB BIGINT  NOT NULL]
applicationTk INT NOT NULL el ey snapshotUsedCapacityMB BIGINT  NOT NULL]
§ applicationGroupTk  INT NOT NULI | R HEE R e snasshatlsesRenCassciMa BIGINT  NOT NULL]
B tierTk INT wornl = 02020—————— | bt or ] imen: unconfiguredRanCapacityMs BIGINT  HOT HULL]
F senviceLevelTx T NULL nostGroupTE i Hes Scotumn spareRawCapaciyMB BIGINT  NOT NULLJ
businassUnit VARCHAR(ZES)NOT NULLE— — — — — — — — — —8 G e ot e INT NOT NULL] failedRawCapacityMB BIGINT  NOT NULY
1 businessEntiy Tk 1T HOTIRE serviceLevel T INT NOT NULL name VARCHAR(255) NOT NULLJ s ol hoEME
# protectionType VARCHAR(255) NOT NULI storagePoal Tk NT NOT NULL identifier  VARCHAR(768) NCT NULL] usiisediyolumeCapactyiLy EEal leliiis
¥ storagercoessType  ENUM T NULL internslVolumaTk INT noT NuLL ie VARCHAR(1024) NOT NULL} b El T o ]
resourceName VARCHAR{ZE5) NOT NULI qrresTk INT vornuchy T VARCHAR(ZSS) NULL softLimitCapacityMB BIGINT  NULL
§ resourceType 2T REEL KAsNamespacaTk INT NOT NULL model VARCHAR(255) NOT NULLI Yoltmegormune s At S HOTN
# mappedByvi TINYINT(1)  NOT NULI 8sNamespaceGroupTk INT NOT NULL manufacturer VARCHAR(255) NOT NULLL mapradvoiimeCapac L Heann LRl
VirualStorage: TINYINT(1)  NOT NULI isirtual TINYINTIT)  NOT NULY i NT NOLL meged ol e S sty
provisionedCapacityMEBIGINT NOT NULL isBaciend TINYINT(1)  NOT NULL atest TINVINTI)  NULL T O A |
usedCspacityMB BIGINT NOT NULL protectionType VARGHAR(255) NOT NULI url VARCHAR(255) NULL Al O e e ]
 ameTs Lt LEUAL ishecazsad TINYINT{1}  NOT NULI datsCentar VARCHAR(ZES) NULL intearra Vo imaConstimedCapan B I B
isOrphaned TINYINT(1)  NOT NULL astetx INT NULL dacipanato TLoAT L
isProtection TINYINT(1]  NOT NULL Y Y i IF:S“T :g:-uuu
isUnused TINYINT(1)  NOT NULY
ishasked TINYINT(1)  NOT NULL > e s coniions s oy
= isMapped TINYINT{1)  NOT NULI $
L I ] HOjHE provisionedCapecityMB BIGINT NoTnULy Acihc:‘s!m_
name VARCHAR(255)NOT NULLFP— — — — — — — — — — #*  aoceccdCepactyME  BIGINT NULL. - z —" 3 host_group)
igentifier VARCHARI768) NOT NULI crphanedCapacityMB  BIGINT NULL B INT NOT WULLY oo
storapaldentifier VARCHAR{7E8) NOT NULI protectionCapacityMB  BIGINT NULL. repHost  VARCHAR(25B)NOT NULLES— —— —#.= —
type ENUM NOT NULI unusedCapsciyMB  BIGINT NULL F repHostTE INT NoT NuLLE ‘ﬂ hosicaoinTE NI AL
L LA s I T*  consumedCapacityM8  BIGINT MOTNULLGg — — cardinality SMALLINT  NOT NULL] § nostre LA NOT NULL
Istest TINYINT(1) NULL daysSinceLastAcoessed INT NULL § dsteTk INT NULL isRep TINVINT{1jNULL
9 dateTk i e | | —_—
url VARCHARIZEE) NULL | 1 T | .
i J> . Sldate dimension
| K HColumn
i S8 namespace grol e namespace dincision S| e WT___wor L
E‘m’—‘_ | Scolumn fullDste DATETIMENOT NuLL|
Scalumn | W INT NOT NULI INT NOT NULL dayinManth TINYINT  NOT NULL
B INT NOT NULL (255) NOT NUL VARCHAR(TE8)NOT NULL] deylnYesr SMALLINT NOT NULL
name:  VARGHARIZBOING EERY | repkBsNamespacaT INT NOT NULL VARCHAR(258)NOT NULLY dteYear SMALLINT HOT HULL
sequence INT NULL o — cerdinality Mt e clusterName VARCHARI2E5)NULL yasrl akel CHAR(4) NOT NULLJ
cost COUBLE NULL s S e i T NULL monthNum TINYINT  NOT HULL
i LA R Istest TINYINT(1)  NULL monthLabel  CHAR(7) NOT NULLJ
Istest TINYINT(1)  NULL T dateTk INT NULL dayinWeekNum  TINYINT  NOT NULL
FaateTe INT NULL quarter TINYVINT  NOT NULL]
| -—h quanerlabel  CHAR() NOT NULL
dayinQuarter  SMALLINT NOT HULL
oz sz iz oz = - rapQuarier TINYINT  NOT NULL]
rephontn TINYINT  NOT NULL]
repWesk TINYINT  NOT NULL
s r2pDay TINYINT  NOT HULL]
repMonthOrLatest TINVINT  NOT NULL
Blcalwit sspFlag TINYINT  NOT NULL
T sNsmespaceGroupTk INT NOT NULL ey TINYINT(NOLL
B i8shamespaceTk ML L L future: TINYINT{1JNOT NULL

isRep
L3

TINYINT{1)NULL
INT NULL.

Datamart de performances

Les images suivantes décrivent les performances du datamart.

Volume d’application Performance horaire
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= Column

7tk INT
Slapplication_volume | name  VARCHAR(255)
=JColumn =]Column descripion VARCHAR(255) [
7tk INT P tk BIGINT priority VARCHAR(255) [[]
name VARCHAR(255) PP timeTk INT RS U VARCHAR(255) [[]
sequence INT [ fo————— —#9 dateTk INT id INT [l
cost DOUBLE & 7 applicationTk INT latest TINYINT(1) &
id INT F #? applicationGroupTk INT P dateTk INT [
latest TINYINT(1) Fl P tierTk INT ?
P dateTk  INT = FP senviceLevelTk INT
7 businessEntityTk INT |
readResponseTime DOUBLE |
writeResponseTime DOUBLE |
totalResponseTime DOUBLE ; T
lolalResponseTimeNiax DOUBLE | lapplication group biidgel)
) readThroughput DOUBLE | SlCalumn
business_entit writsThroughput DOUBLE ¥ appGroupTk INT
SlColumn sumOfaveragesVolumeThroughput DOUBLE | P® appTk INT
7tk INT maxOMaxvolumeThroughput DOUBLE | . IsRep TINYINT(1) [
ullname VARCHAR(1024) sumOfilaxVelumeThroughput DOUBLE |
tenant VARCHAR(255) readions feeius |
lob VARCHAR(255) —_———® writelops DOUBLE
businessUnit VARCHAR(255) sumOfaveragesvolumelops DOUBLE *
project VARCHAR(255) maxOfdaxVolumelops DOUBLE M
id INT sumOMaxVolumelops DOUBLE S comn -
|atest TINVINT(1) readCacheHitRatio DOUBLE [7] =
@ dateTk INT writeCacheHitRatio DOUBLE [ 7t L
totalCacheHitRatio DOUBLE [ — ———< repapp WARCHAR(255)
totalCacheHitRatioMax DOUBLE [7] ? repAppTk  INT
writePending BIGINT cardinality SMALLINT
readloDensity DOUBLE [ ¢ dateTk INT [
writeloDensity DOUBLE [
2 totalloDensity DOUBLE [7]
SColumn totalloDensityMax DOUBLE []
7t Lf __ __ ____ _ compressionSavingsPercent DOUBLE [ - -
name VARCHAR(255) compressionSavingsSpace DOUBLE [ Eldate_dimi
sequence INT [l totalTimeToFull DOUBLE [T] T T T T Hcelumn
cost DOUBLE [ confidencelntervalTimeToFull DOUBLE [F] Ptk INT
d 7 & fullDate DATETIME
fatest ATV daylnMonth TINYINT
P dateTk __INT [l dayinVear SMALLINT
dateYear SMALLINT
yearLabel CHAR(4)
=i monthNum TINYINT
Ptk INT monthLabel CHAR(T)
? hourDateTime DATETIME daylnWeekNum  TINYINT
hour TINYINT quarter TINYINT
minute TINYINT quarterLabel CHAR(T)
second TINYINT daylnQuarter SMALLINT
microsecond MEDIUMINT repQuarter TINYINT
F dateTk wr - e — % repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TIMYINT{1) [
future TINYINT(1)

Performances du commutateur de cluster
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Eltime_dii

= Column
7tk INT |
'? hourDateTime DATETIME
hour D T R [ e
minute TINYINT
second TINYINT
microsecond MEDIUMINT
dateTk INT

i

___________ =ldate_dimensi
[ =|Column

| 7 tk INT fo—

fullDate DATETIME ]| =lColumn
Hlcluster_switch_port | _ _ dayintonth TINYINT 7 tk INT
=J|Column daylnYear SMALLINT | “}’ timestamp BIGINT
R« INT dateYear SMALLINT | timeTk DOUBLE
¢ timestamp BIGINT yearLabel CHAR(4) L @& dateTk INT
timeTk DOUBLE monthhum TINYINT clusterSwitchPoriTk INT
dateTk INT monthl abel CHAR(T) clusterSwitchTk ~ INT Fl
clusterSwitchPorTk INT daymWe sk I EIhE storageTk INT ]
clusterSwitchTk  INT B L o storageMaodeTk  INT B
storageTk INT Fl Ry . quatedaby CHAR(T) __ __., receiveBytes DOUBLE []
storageModeTk  INT & daylnQuarter SMALLINT transmitBytes DOUBLE [T
receiveBytes DOUBLE [ rEpOtixies TINYINT totalBytes DOUBLE []
transmitBytes DOUBLE [ rephonth TINYINT receiveDiscards DOUBLE [7]
totalBytes DOUBLE [F] repWeek TINYINT transmitDiscards ~ DOUBLE [
receiveDiscards DOUBLE [T Teplyay bl totalDiscards DOUBLE [F]
transmitDiscards  DOUBLE [ repMoninQit:atest iRy receiveErmors DOUBLE []
totalDiscards DOUBLE [T sspFlag TINYINT transmitErrors DOUBLE []
receiveErors DOUBLE [[] IatesE TINYINT(1) ] totalErrors DOUBLE [T
transmitErrors DOUBLE [] T HETNEET receivePackets DOUBLE [
totalErrars DOUBLE [ transmitPackets DOUBLE [1]
receivePackets DOUBLE [7] totalPackets DOUBLE [£]
transmitPackets DOUBLE [ Y
totalPackets DOUBLE [7] SoElarlE 1
——

= cluster_switch_|

|

|

|

| |
| |
- | |
|

|

|

|

|

|
|
| =] Column B t INT
| pAL INT identifier VARCHAR(255)
| identifier VARCHAR(TES) clusterSwitchid INT Il
| name VARCHAR(255) storageld INT [
| address VARCHAR(255) [] storageModeld INT 1
serialMumber VARCHAR(255) name VARCHAR(255) []
| netwark VARCHAR(255) [] ] duplexType VARCHAR(255) []
—— —=%  yersion VARCHAR(255) [ — — — storageModePortName VARCHAR(255) [
model VARCHAR(255) [ - storageModePorthMtu VARCHAR(255) []
monitored CHAR ] portindex VARCHAR(255) []
monitoringEnabled CHAR F isl CHAR [
monitoringReason  CHAR ] macAddress VARCHAR(255) [
id INT F mtu VARCHAR(255) []
latest TIMYINT( 1) 1 number VARCHAR(255) []
? dateTk INT D type VARCHAR(255) []
¥ timestamp BIGINT 0 speed VARCHAR(255) [[]
id INT E1
latest CHAR E
dateTk INT 1
P timestamp BIGINT E]

Performances quotidiennes du disque
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Hldate_di

=lColumn
7t INT |
fullDate DATETIME
daylnMaonth TIMNYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthNum TIMYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLabel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TIMNYINT
repWeek TIMNYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINT(T)
»
=ldisk_dime

=lColumn

R INT
identifier VARCHAR(768) [
storageldentifier VARCHAR(TG8) []
name VARCHAR(258) [
speed INT ]
location VARCHAR(266) [
role ENUM
vendor VARCHAR(255) [
madel VARCHAR(255) [
type EMUM
diskGroup VARCHAR(255) []
status ENUM
serialNumber  VARCHAR(255) []
url VARCHAR(266) [
id INT 1
latest TINYINT(1) [

P dateTk INT [l

=]Column
0tk INT
——————————————————— —# name VARCHAR(255) [¥]
identifier VARCHAR(T68)
ip VARCHAR(1024)
E model VARCHAR(255)
Eldisk_daily manufacturer  VARCHAR(255)
=lColumn serialNumber VARCHAR(255) [[]
?g ti INT microcodeVersion VARCHAR(255) [[]
7 timestamp BIGINT family VARCHAR(255)
dateTk INT T Ty Al VARCHAR(255) [7]
diskTk INT & 3 £l
_____ o storageTk INT latest TINYINT(4) [
storagePoolTk INT y deyatienie VARCHAR(285) [
readThroughput ~ DOUBLE [] ¥ oateTk Ll £l
writeThroughput ~ DOUBLE [7]
totalThroughput DOUBLE []
totalThroughputMax DOUBLE [7]
A aE e readlops DOUBLE [ -
| writelops DOUBLE [ Zlstorage_pool_di
| totallops DOUBLE [] =Column
| totallopsMax DOUBLE [ 7t INT
| ree.lduti.li.zati.on DOUBLE [ b Edonbifer VARCHAR(768)
writeUtilization DOUBLE [7] A VARCHAR(255)
| fotaltfureahon DOUBLE [] storageName VARCHAR(256)
i -I— — totalUtilizationMax ~ DOUBLE [] storagelP VARCHAR(1024)
| accessed INT 7 fpe VARCHAR(255) [
redundancy VARCHAR(255) [7]
| thinProvisioningSupported TIMNYINT{1) [
| usesFlashPools TINYINT(1)
L e U VARCHAR(255) [[]
id INT [
latest TINYINT(1) [
isVirtual TINYINT(1) [
¢ dateTk INT [l
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=lstorage_dimens




S]Column =lColumn
Rtk INT W« BIGINT Bstorage. gl
® hourDateTime DATETIME ¢ timestamp BIGINT =lColumn
hour R — e * imeTk INT T w5
minute TINYINT dateTk INT - - -
o TINVINT TR e identifier VARCHAR(768)
microsecond  MEDIUMINT storageTk INT name ST )
9 dateTk INT AN o storageiame VARCHAR(255)
LN g g B
readThroughput  DOUBLE [] ;t;’eragelp :ﬁgﬁﬁggﬁ;ﬁ
writeThroughput ~ DOUBLE [[] f[® — — — — —
redundancy VARCHAR(255) []
o proug DOUBLE [F] thinProvisioningSupported TINYINT(1) 1
totalThroughputiMax DOUBLE [] C
readin s DOUBLE [ usesFlashPools TINYINT()
writelops DOUBLE [ Iudrl :}ECHARQSS] S
| totallops DOUBLE
SColumn totallogsru'lax DOUBLE E i et .
7t INT readUtilization  DOUBLE [ ? :;';';‘ka' H;Y'NT(” S
fullDate DATETIME I — — — — — Y write Utilization DOUBLE [F]
daylnMonth TINYINT totalUtilization DOUBLE [T
dayinYear SMALLINT totalUtilizationMax  DOUBLE [
dateYear SMALLINT accessed INT [ r _
yearLabel CHAR(4) SlColumn
monthNum TINYINT L Pt INT |
monthLabel CHAR(T) | name VARCHAR(255)
daylnWeekNum  TINYINT | identifier VARCHARI(T768)
quarter TINYINT “1disk_dimens ip VARCHAR(1024)
quarterLabel CHAR(T) = - model VARCHAR(255)
dayinQuarter  SMALLINT SColumn manufacturer  VARCHAR(255)
repQuarter TINYINT e Bl | serialNumber  VARCHAR(255) [
repMonth TINYINT identifier VARCHAR(768) microcodeVersion VARCHAR(255) [
repWeek TINYINT storageldentifier VARCHAR(768) [[] family VARCHAR(255)
repDay TINYINT name VARCHAR(255) [[] VARCHAR{255) W
repMonthOrLatest TINYINT speed INT 7] id INT Fl
sspFlag TINYINT location VARCHAR(255) [7] |atest TINYINT(1) E]
latest TINYINT(1) [ role ENUM dataCenter VARCHAR(255) [O]
future TINYINT(1) vendar VARCHAR(255) [ 9 dateTk INT E
model VARCHAR(255) [[]
type ENUM
diskGroup VARCHAR(255) [[]
status ENUM
serialNumber  VARCHAR(255) [7]
url VARCHAR(255) [[]
id INT [
latest TINYINT{1) [
® dateTk INT =
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=lhost_volume_hol

=lColumn SlColumn
=Column 7 & BIGINT | LA INT
AL 5 @ timeTk INT name VARCHAR(255)
fullname VARCHAR(1024) ? dateTk INT identifier VARCHAR(768)
tenant VARCHAR(255) 'ﬁ hostTk INT ip VARCHAR(1024)
lob VARCHAR(255) - ‘ﬁ hostGroupTk INT . 08 VARCHAR(255) [
businessUnit VARCHAR(255) P tierTk INT model VARCHAR(255)
project VARCHAR(255) B serviceLevelTk INT manufacturer VARCHAR(255)
id INT [l @ businessEntiyTk INT url VARCHAR(255) [
- Jeeat TINYINT(1) 1 readResponseTime DOUBLE id INT El
¢ dateTk INT = writtResponseTime DOUBLE latest TINYINT(1) [
totalResponseTime DOUBLE ? dateTk INT 1
totalResponseTimeMax DOUBLE dataCenter VARCHAR(255) []
= service_le 2 readThroughput DOUBLE
=Colurnn 'l 1 writeThroughput DOUBLE Y
9, th INT sumOfAveragesVolumeThroughput DOUBLE [7] |
maxOMaxvolumeThroughput DOUBLE
name  VARCHAR(255) sumOMaxVolumeThroughput ~ DOUBLE | Zinost_group_bridge iz
sequence INT Ofp————* readlops DOUBLE | = Column
cost DOUBLE £ wiitelaps DOUBLE | % hostGroupTk INT
id INT ] sumOfAveragesVolumelops DOUBLE 72 hostTk INT
latest  TINVINT(T) [ maxOfaxvolumelops DOUBLE | =
P dateTk  INT [ sumOMaxValumelops DOUBLE | i sy
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE [ l
) e totalCacheHitRatio DOUBLE [] Zlhost_group_dimensionNIEIl
=ldate_dimensi totalCacheHitRatioMax DOUBLE [] =AColumn
=lColumn writePending BIGINT 7t INT
7t INT readloDensity DOUBLE [[] - =
fullDate DATETINE Y DouBLE [ st
totallaDensity DOUBLE [] P cepeiootis i
dayinbonth TINYINT Rt (W bt DOUBLE [] cardinality SMALLINT
dayinYear SMALLINT : : P dateTk INT [
e SMALLINT compressionSavingsPercent DOUBLE [
Jear ahel CHAR(4) compressionSavingsSpace DOUBLE [
rronHNm TINYINT totalTimeToFull DOUBLE [
manthLabel CHAR(T) confidencelntervalTimeToFull DOUBLE [ Hltier_di
daylnWeekNum  TINYINT ’ ] =JColumn
quarter TINYINT | Ptk INT
quarterLabel CHAR(7) | - name VARCHAR(255)
daylnQuarter SMALLINT sequence INT E1
repQuarter TINYINT cost DOUBLE [
repMonth TINYINT id INT ]
repWeek TINYINT Sl Column latest TINYINT(1) El
repDay TINYINT Ptk INT . P dateTk INT [
repMonthOrLatest TINYINT _— —.? hourDateTime DATETIME
sspFlag TINYINT hour TINYINT
latest TINYINT(1) [] S s
futuire TINYINT(1) second TINYINT
microsecond  MEDIUMINT
@ dateTk INT
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=ldate_dimensic

= Column
f tk INT
fullDrate DATETIME
daylniMeonth TINYINT
=lhost_vm_daily dayinYear SMALLINT
=l Column dateYear SMALLINT
7tk INT yearLabel CHAR(4)
? dateTk INT manthMum TINYINT
? hostTk INT maonthLabel CHAR(T)
readlops DOUBLE [F] dayinWeekMum  TINYINT
writelops DOUBLE [7] quarter TINYINT
totallops DOUBLE [] guarterLabel CHAR(T)
totallopsMax DOUBLE [l . — daylnQuarter SMALLINT
readThroughput DOUBLE [] i T
writeThroughput DOUBLE [] EEph Ut
totalThroughput DOUBLE [] re”";ee" I:::::I
totalThroughputiax DOUBLE FER
readRespgnzeTime Lo E repMonthOrLatest TINYINT
writeResponseTime DOUBLE [ sspFlag TINYINT
totalResponseTime DOUBLE [] kel TINYINT(1) []
totalResponseTimeMax ~ DOUBLE [ ot TR
cpultilization DOUBLE [
maxCOfavgCpultilization DOUBLE [
memaorylitilization DOUBLE [
maxOfivgMemoryUtilization DOUBLE [T *
swaplnRate DOUBLE [ T host i
maxOfavgSwapinRate DOUBLE [ =
swapOutRate DOUBLE [F] =IColumn
maxOfdvgSWapOutRate  DOUBLE [7] 7 ik
swapTotalRate DOUBLE [T ¥ dateTk INT [
swapTotalRateMax DOUBLE [ name VARCHAR(255)
timestamp Blgwt Gl __ . identifier VARCHAR(763)
ipReceiveThroughput DOUBLE [] ip VARCHAR(1024)
ipTransmitThroughput DOUBLE [T 0s VARCHAR(255) [
ipTotalThroughput DOUBLE [ model VARCHAR(255)
ipTotalThroughputhlax DOUBLE [ manufacturer VARCHAR(255)
The performance daily data for hostvm id INT E
perfarmance. latest TIMNYINT(1)
dataCenter VARCHAR(255) [
url VARCHAR(255) [
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=ltime_dimens

=|Column
7 tk INT
? dateTk INT
? hourCateTime DATETIME
hour TINYINT
minute TINYINT =ldate dim
second TINYINT =JColumn
microsecond  MEDIUMINT _— 7t i

Time dimension for performance fullDate DATETIME

fact tables.

daylnManth TINYINT

daylnYear SMALLINT

dateYear SMALLINT

‘ yearLabel CHAR(4)

“Ihost vm_hourly _p monthNum TINYINT
=JColumn monthLabel CHAR(7)
P tk BIGINT dayinWeekMum  TINYINT
— guarter TINYINT
§ omeTk it quaterLabel  CHAR(7)
{ daterk - dayinQuarter  SMALLINT
oot i repQuarter TINYINT
Liadon IRt ., __« rephlonth TINYINT
writelops DOUBLE repWeek TINYVINT
totallops DOUBLE repDay TINYVINT
SotauippaEn ettt rephonthOrLatest TINYINT
re E.ldT hroughput DOUBLE sspFlag TINYVINT
writeThroughput DOUBLE fatast TINYINT(1) [
totalThroughput DOUBLE Kkt TINYINT(1)

totalThroughputiax DOUBLE
readResponseTime DOUBLE
writeResponseTime DOUBLE
totalResponseTime DOUBLE
totalResponseTimelMax DOUBLE

OoOONEOENOCEOOEEEEEEEEDEEE E

cpulltilization DOUBLE g host_dime ;
memaryUtilization DOUBLE 'ECnIumn
swaplnRate DOUBLE _ ? i s
swapOutRate DOUBLE :
swapTotalRate DOUBLE ' dateTk INT l
swapTotalRateMax DOUBLE Rl VARCHAR(255)
timestamp Beat e ., o o g identifier VARCHAR(7ES)
ipReceiveThroughput  DOUBLE ip VARCHAR(1024)
ipTransmitThroughput DOUBLE 0s & Eﬁg:ﬁg:::
ipTotalThroughput DOUBLE e
ipTotalThroughputMax  DOUBLE Eﬂ”UfﬂﬂTUfer EECHAREEEEI
|
The performance hourly data for host W TINVINTC) B
il dataCenter VARCHAR(255) [
url VARCHAR(255) [
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Performance horaire du volume interne

=] Column
F ik INT
identifier VARCHAR(768)
name VARCHAR(255)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255) [[]
redundancy VARCHAR(255) [7]
thinProvisioningSupported TINYINT(1) [l
isVirtual TINYINT(1) El
usesFlashPools TINYINT(1)
url VARCHAR(255) [C]
id INT M————=
latest TINYINT(1} Fl
P dateTk INT [Fl
=]Column
7tk INT
name VARCHAR(255)
identifier VARCHAR(768)
storagePoolldentifier VARCHAR(768)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255)
vinualstorage VARCHAR(255) [If—— — — #
spaceGuarantee VARCHAR(255)
thinProvisioningSupported TINYINT(1)
thinProvisioned TINYINT(1)
uuid VARCHAR(255)
flexGroupldentifier VARCHAR(768)
url VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT
=lColumn
Pk INT
fullname VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255) [@If—— — — — B
businessUnit VARCHAR(255)
project VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT

S Column

Pk INT
name VARCHAR(255)
sequence INT |
cost DOUBLE (|
id INT F
latest TINYINT(1) F

P dateTk INT |

name VARCHAR(255)
sequence INT Fl
cost DOUBLE (=l
id INT El
latest TINYINT(1) El
P dateTk  INT ]
|
L]
=linternal_volume |
= Column
7Rt INT
7 tmestamp BIGINT
timeTk INT
dateTk INT
internalVolumeTk INT
storageTk INT
viualStorageTk INT
storageNodeTk INT
storagePoolTk INT
applicationTk INT
applicationGroupTk INT
tierTk INT
senviceLevelTk INT
businessEntityTk INT
kBsNamespaceTk INT
kBsNamespaceGroupTk INT
readResponseTime DOUBLE [
writeResponseTime DOUBLE [T]
totalResponseTime DOUBLE  []
totalResponseTimeMax DOUBLE [
readThroughput DOUBLE [
writeThroughput DOUBLE [T
totalThroughput DOUBLE [F]
totalThroughputiax DOUBLE [
readlops DOUBLE [F]
writelops DOUBLE [0
totallops DOUBLE [7]
totallopshax DOUBLE [F]
writePending BIGINT |
readioDensity DOUBLE [
writeloDensity DOUBLE [
totalloDensity DOUBLE [
totalloDensityMax DOUBLE [T
abjectCount DOUBLE [
accessed INT I
frontend TINYINT(1)
backend TINYINT(1)
filesystemCapacityPhysicalUsed DOUBLE [
filesystemCapacityPhysicalAvailable DOUBLE  []
filesystemCapacityLogicalUsed DOUBLE [
totalTimeToFull DOUBLE [
confidenceintervalTimeToFull DOUBLE [

INT

name VARCHAR(255) VARCHAR(255)
identifier VARCHAR(768) identifier VARCHAR(768)
ip VARCHAR(255) version VARCHAR(255)
model VARCHAR(255) idel VARGHAR(258)
manufacturer VARCHAR(255) serialumber VARCHAR(255)
serialNumber VARCHAR(255) [ siteName VARCHAR(255)
microcodeVersion VARCHAR(255) [7] url VARCHAR(255)
family VARCHAR(255) id INT
url VARCHAR(258) [ Jatest TINYINT(1)
id INT = dateTk INT
latest TINYINT(T) [

P dateTk INT =
dataCenter VARCHAR(255) []

Performance quotidienne du volume interne

name

priority

url

id

latest
P dateTk

=lapplication_

description VARCHAR(255)

VARCHAR(255)

VARCHAR(255)
VARCHAR(255)
INT

TINYINTCT)

INT

i e i e

4

=Column
isRep TINYINT(1) []
‘? appGroupTk INT
P appTk INT
L]

=JColumn
P INT
T repApp VARCHAR(255)

‘# repAppTk  INT
cardinality SMALLINT

¢ dateTk INT El

=lColumn

Ttk INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterName VARCHAR(255) [C]
id INT
Iatest TINYINT(1) ]

————— < dateTk INT El

fullDate
dayinMonth
daylnYear
dateYear
yearLabel
manthNum
monthLabel
dayinWeekNum
quarter
quarter_abel
dayinCuarter
repQuarter
repMonth
repWeek
repDay
repMonthOrLatest
sspFlag

latest

future

i

=1ks_namespace.
=Column

Wt INT
repK8sNamespace  VARCHAR(255)
repKgshamespaceTk INT
cardinality SMALLINT
dateTk INT

‘ =lColumn
I ™

hour

minute
& Second
DATETIME
TINYINT
SMALLINT
SMALLINT
CHAR(4)
TINYINT
CHAR(T)
TINYINT
TINYINT
CHAR(T)
SMALLINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT(1) [
TINYINT(1)

P dateTk

INT

‘¢ hourDateTime DATETIME

TINYINT
TINYINT
TINYINT

microsecond  MEDIUMINT

INT

=lColumn
?3 k8sNamespaceGroupTk INT
72 K8sNamespaceTk INT
isRep TINYINT(1) [
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INT =]Column =JColumn =JColumn
name VARCHAR(255) [V ¥ w4 P INT F t INT
i VARCHAR(768) [V name VARCHAR(255) name VARCHAR(255) [V dentifier VARCHAR(TEB) [V
i = VARCHAR(255) [/ sequence  INT & sequence  INT al name VARCHAR(2SS) [Z
) VARCHAR(2ES)  [7 cost DOUBLE & cost DOUBLE E clusterName  VARCHAR(ZSS) [
serialNumber  VARCHAR(255) E id NT D id INT E d T E
shefae S RRCHAHE S Iatest TINVINT(1) & latest TIYINT(T) E latest TINYINT(T) il
”ﬂr' ‘::RCHARCZ&'" E PoateTe T & Paaek  WT &l dateTk INT F
latest TINYINT(1) [l ?
dateTk INT [l
|
Sstorage_poo dimensioi NS | Sxes_namespace groip BragelE)
=Column =lcolumn | éculu;n B
P o7 . B . #7 kasNamespaceGroupTk  INT
identifier VARCHAR(T68) [V § timestamp BIGINT J | $ kasmmessacﬂ_k P i
name VARCHAR(2S5) [/ e dteT INT 2 | :
: i isRep TNYINT(1) [
storageName VARCHAR(255) [ internalolumeTk INT & |
storagelP VARCHAR(1024) [ storageTk INT 2
type VARCHAR(25S) [ virtualStorageTk INT 2 |
redundancy VARCHAR(258) [ storageNodeTk INT ¥ i |
thinProvisioningSupported  TINYINT(1) [ storagePoolTk INT [l 4
isWirtual TINYINT(1) [ applicationTk INT Il Slkes.n
usesFlashPools TINYINT(1) ™ applicationGroupTk INT 2 =
url VARCHAR(255) [ tierTk INT 2 _ECD’”"”“
id INT F serviceLevelTk INT Fa o INT
latest TINYINT(1) I« businessEntityTk INT 2 repk; VARCHAR(255) [
P dateTk INT F kBsNamespaceTk INT [l repKashamespaceTk  INT &
kBsNamespaceGroupTk INT & cardinality SMALLINT I
readResponseTime DOUBLE & dateTk INT Il
writeResponseTime DOUBLE i
totaResponseTime DOUBLE [ == B
totalResponseTimeMax DOUBLE E2 lapplication ¢
=]Column readThroughput DOUBLE [ Slcolumn
Pt = . writeThroughput DOUBLE [ Ptk INT
name VARCHAR(Z55) totalThroughput DOUBLE l: name. ) VARCHAR(255)
identifier VARCHAR(T68) totalThroughputMax DOUBLE E' dB.SC.FIDlIDI'I VARCHAR(255) |:|
storagePoolidentifier VARCHAR(TEE) readips iy priority  VARCHAR(255) [T
storageName WVARCHAR(255) b DOUBLE [T url VARCHAR(255) [F]
storagelP VARCHAR(1024) tnfaogs DOUBLE [0 d INT 1]
totallopsMax DOUBLE E2 latest TINYINT(1) [E
type VARCHAR(255)  [] : : ’
virtualStorage VARCHAR(zSS) [fi———————————————* wrnaPendm.g BIGINT E2 ? dateTk INT ]
spaceGuarantee VARCHARESS) [ ———— TTiEE [ ?
thinProvisioningSupported  TINYINT(T) F richenly ek
thinProvisioned TINYINT(1) 0 {otaloDensty i |
o e |
flexGroupkdentifier VARCHAR(768) [ e . —
url VARCHAR(255) D ﬁl&systemCapacrtyPhysfoalAvalee DOUBLE [ | E olumn
" NT D ﬁlesystemcapac.rryPny.slcaIUsed DOUBLE l: | e??appGrDup‘l‘k INT
\atest TINYINT(T) & filesystemCapacityLogicallsed DOUBLE [P ?? appTk INT
,? dateTk NT D confidencelntervalimeToFull DOUBLE E | L isRep TNYINTCT) [
totalTimeToFull oousle [T R |
accessed INT i
frontend TNYINT(1) [ ‘
?Culumn backend TNYINT(1) [F
tk INT
fullname VARCHAR(1024) [Z S conim
tenant VARCHAR(255) [V Pt INT
lob VARCHAR(Z55) [& repApp WVARCHAR(255) [#
businessUnit  VARCHAR(255) (& @ repAppTk  INT (2
project VARCHAR(2SS) [ =lcolumn : cardinalty  SMALLINT 2
id T E 7t INT . Slcolumn R osteTk T il
latest TINYNT(T) F fulDate DATETME |7 Pt T
 dateTk HT [ dayinkionth T @ name VARCHAR(ZSS) [V
daylnear SMALLINT [ identifier VARCHAR(768) [V
dateYear SMALLINT [ i VARCHAR(1024) [
vearLabel CHAR(4) [& model VARCHAR(255) [
monthNum TINYINT E manufacturer WVARCHAR(255) E
mblabel  CHART ¥
daylnWeekNum  TINYINT i microcodeVersion  VARCHAR(255) [
quarter TNYINT [ family VARCHAR(2S5) [
quarterLabel CHAR{T} il url VARCHAR(255) [F
daylnQuarter SMALLINT [ id INT [
repQuarter TINYINT E2 latest TINYINT(1) [F
repMonth THYINT [ P dateTk INT F
repWeek TINYINT E dataCenter VARCHAR(255) [
repDay TINYINT @
repMonthOrLatest  TINYINT &
sspFlag TINYINT &
latest TINYINT(1) [
future TINYINT(1) [
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E dbDatatyps (NN SCoumn | ghDatatype |NN S Column Dstatype NN
fi=Ed INT ] e INT ] = INT ]
Sirame | VARCHAR(ZEE) [ Srame | VARCHAREZSS] ] S identifier VARGHAR(TEE) | [3
=] sequence | INT & = sequence | INT & Sname VARCHAR{ZEE)
" Hoost DOUBLE | Scost DOUBLE 0 S storageName | VARCHAR(255) ||
=L INT O EL] INT O S storagelF VARCHAR{1024)
Slatest | TINYINT{T) [ Siatest | TINYINT(T) & r— ;WDQ ::gm; ia
T [ ‘ = thin TINYINT() | [
Hevimal TINVINT() [
Hstorage_« | | | = us=sFls=hPoais TINVINT() | [
= coumn &Daatype | NN | ‘ g VARCHAR(EES [
(= INT g A =1 INT
Srame VARCHAREZSS) | [ [ | Siatest TINVINT()
identifier VARCHAR{TEE) | [ i l ‘
S | VARCE AR i TN -
S mode! VARGHAC I S atree_caily_performance et LS| | ERmRe———
SJmanufacturer | VARCHAR(ZS) | [7] ScColumn D o
SJseraumber | VARCHAREZES) | [ =% T SlColumn s Datatype
= microcodeVersion | VARCHAR(255) | [ e (=D INT
= family VARCHARDES) [FIf— — — — — — =5 — = = Slidentifier | VARCHAR(7E2)
El VARCHAR(ZS%) | [ Saem s @t — — — —% Smm VARCHAR[2E5)
— . S w8 S e
=S B B e Hntemavioumets —[INT ] Beee — e ]
i INT &)
Stk INT ] ¥ . l
S Y —— Szervolevarry W | M
i=E3 INT i ; o :g g S ] g;olmm - Imz-
Hname VARCHAR({255) | [ 4 ;_
Sticentifir veRGHARGE® | T -2 T L] e O el
S storageF VARCHAR(TEE) | [7] 5 i Tl | l =JisRep TINYINT(1)| O]
B stormgelame, {WARHAR{0)E " =i = ——]lL)E — L]
Ssiorssdl? VARGHAR(1024) [F i Lk kes_namespace_grous dimensienizs| |
B wciangss Of | e - R rErm |
® INT Ei]
Guarantes 1 ‘ ‘ T | | = repKas! VARCHARRSS) Fff— — — — — —!
TINYINT(1) | | | El INT &
Sincrovisionsd TINYINT(T) | | = carinaiity SMALLNT | [
Srocusies | o sme— | (R C—
roupldantifier _dimer
£ | SiColurnn B0 ‘ | |
=4 INT ] E=1 INT [t
== i ] - ‘ = rulDate DATETIME | [ ‘ | | 3 3
‘ = a=yinkonth TINYINT | [#] ‘ | =lColumn Dststyps NN
S dayinrear SMALLINT | [ | f =L INT d
Tbusiness | S astevaar SWALLINT | [ l | | Sneme | VARCHAR[ZES)
Sl Column @Datatype NN SyzarLatel CHARM | . — —— — S description | VARCHAR(255)
FED INT ‘ =] monthNum TINVINT [ (] atree | FE e TR
full TR ‘ B moal e CHARTY [ = 4B Datatyy S VARCHAR(255,
=l Wﬂ =l dayinWeekNum | TINYINT | [# =L INT 8] | Hia INT
Hterant sz il B = quarter TINYINT | [ Srame VARCHAR(255) [ T Sllatest | TINVINT(T)
b VARCHAR(255) | [ & i 3 & |
B businesolit | VARCHAREESIHE SdsylnQuarter | SMALLINT | [ R ::Qﬁmm =] | T
5 = R{TE8)
- — | — i o i a— o I J o
Slatest TINYINT() e S gu v 5 | l :$ 5
S repCay TINYINT | [#] Siatest TINYINT() | =
=] repMonthOrLatest| TINYINT | [#] | L animﬁn_ HisRep TINYINT{S) [
= =spFlag TINVINT | [ o & R +
Slistest TINYINT(T) | ] Tow - RS
El TINYINT(1) | [ - S
— SlrepApp | VARCHAR(25E) [F]
= repAppTk | INT ]
=] cardinalinyl SMALLINT | [#]
=
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SJComn | & Damtype Blcouma | Tereiype e
Fa= INT T INT f;r m
VARCH %
;mm& TR g"’“‘* VARCHARES VARCHAR(TEE) | (7|
Sloust | DOUBLE :- Sjcost [ DOUBLE ::&g:msmm E
= . gﬁm ITTlvlm 1 VARCHAR(1024) [7]
Slawest | TINVINT(1) ] 1) VARCHAR(255)
— VARCHAR(255)
| T TINYINT() ]
| TINVINT(T) | [
Istorage_c ‘ TINYINT{1} #
= B0 ‘ | VARCHAR(25E) | [
E=L3 INT * o d
= name VARCHAR{ZEE) ‘ gmee_lnm TINYINT(1} ]
= identitier VARCHAR(TEE) [Column
S Rcian 21 L yEe son |
=l model VARCHAR(255) | i = timestamp BIGINT | /] SJColumn A Datatypz NN
% manufacturer | VARCHAR(ZE) HtmeTr INT 5] Faw INT 2
seralNumber | VARCHAR{255) 4 Haaen INT 5} i HAR(TES)
S microcodeVersion | VARCHAR(2E5) ¥ SHaveee INT (L %mxH % TEE T T T T  T
" Siamiy VARCHAR(255) S storageTk INT = "~ SlclusterName| VARCHARS;
;m VARCHAR[258) | [ = storapFooTk NT = = i
i INT Sl intemalolumeTk INT i)
liatest TINYINT(1} = virtualStorageTk T ] glansTtk |‘T’l‘r~:\'wr(|)
= datsCanter VARCHAR(ZES) | [ e o &l =L | column B0
Sservicelevallk INT il ;E 4T
=l applicationTk INT G| = INT
Tk INT = =isRep TINYINT{1)
=] businessEntity Tk INT |[# | J>
Tinternal_volume. _B LT '?
INT
ScColumn b Datatyps NN —_—_—————— — ¢t Ha DOUBLE [[] — — — — — —<;SComn dbDatatyps | BN,
V;U‘ L’:TRCHARM E —— & Stotalopiax DOUBLE [[1f® — — F=L N 7
name ‘—T repkishamespace | VARCHAR —————
Slidentifier VARCHAR(T88) % | T ‘ | ;mpﬂ!smnﬁpaneﬂc INT = %
VARCHAR{TEB) = cardinality SMALLINT &
VARCHAR(255) | [¥]| | | ‘ ‘ | gf;m INT 0
VARCHAR(1024) [ | | ‘ ‘ |
VARCHAR(ZES) | [
o ' . s
TINYINT() | [ ED INT
VARCHAR(255) | || | Sname | VARCHAR(255]
VARCHAR(ZS) [ T T T T Sltescrston vérCasRzss (¢ — — — — |
INT ‘ ‘ Spriorty | VARCHAR(255] |
Siatest i TINYINT(1) al | E st EL] ~ |VARGHAR{zES] O é
‘Sl fiexGroupldentifier VARCHAR(TEE) | [ | = oy ‘ ‘ g:‘ﬁ‘ !r,;ﬁwmm } = —
F== T — [ = 'gm.m | fDatatype NN
| SrulDate DATETIME | [#] T
[ SJdaylnkdonth TINYINT | [ ‘ ‘7 C e o
it Damtype RN Saayinvear SMALLINT | [ | ] | e TINYINT(Y) | ]
INT 5 | "~ Sdateear SWALLINT | (71} Saoerk L o
fullname VARCHAR(1024) [ | Slysariabel CHAR() | J} l J} SappGroupTk | INT ]
Sean varcharees) (@), | e - 1 sppication_srous_dimeRSiEAT | i
St VARCHAR(2E5) | [ __ fmonthlsbel HAR(T) i i
SbusinessUnit | VARCHAR(ZEE) | (7] SdayinWeskNum | TINYINT | S Column dhDatatype | NN |
Hprect VARCHAR(2E5) | (@] quzrter TINYINT | (@] T2 | (=0 INT 1} R
“Se INT o Squrterizvel | CHART) | ) Slrephop_ | VARCHAR(258) 1)
St TR |0 StayQuaner | SHALLINT |1 — — — — ¥ Slhowrbaelime | CATETINE | 7] ShrephosTr | INT @
Srepuznz TINYINT | [ Shost TR | 0 Scardinality| SMALLINT | [
5 TINYINT |2 Sminute TINYINT | [#] —— I
Syreswesk T [ Ssecond TINYINT | [3]
Srerbey e Smicrozecond | MEDIUMINT [7]
SrephlonthOrLatest| TINYINT | [
e TINYINT | @]
Siatest TINYINT()| [
Sfuture TINYINT()] [ |
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Pk INT

name VARCHAR{255)
identifier VARCHAR(768)
ip VARCHAR(1024)
model VARCHAR(255)

manufacturer VARCHAR(255)
serialNumber VARCHAR(255)
microcodeVersion VARCHAR(255)

CooOoEE0EEREEE

family VARCHAR(255)
url VARCHAR{255)
=ldate_dime id INT
=lcolumn latest TINYIMT()
? t* INT l ; dataCenter VARCHAR(255)
7 dateTk INT
fullDate DATETIME
dayinMonth TINYINT |
dayinYear SMALLINT |
dateYear SMALLINT |
yearLabel CHAR({4)
manthMum TINYINT :
monthLabel CHAR(T) Elstorage_node
dayinWeekNum  TINYINT =]Column
quarter TINYINT T ik INT
quarterl_abel CHAR(T) 7 timestamp BIGINT M
dayinQuarter SMALLINT dateTk INT =lcolumn
repQuarter TINYINT storageTk INT T INT
repionth TNYINT Fpb¥———— — — — — E storageNodeTk INT = VARCHAR(255)
repWeek TINYINT tierTk INT lo— — — — Seiies Fl
s U readResponseTime DOUBLE [] o DOUBLE Fl
repMonthOrLatest TINYINT writeResponseTime DOUBLE [7] = ih &
sspFiag T totalResponseTime DOUBLE [ st i IR
raliess TINVINT(T) [] totalResponseTimeMax ~ DOUBLE [7] @ dateTk  INT &
future TINYINT(1) readThroughput DOUBLE [
writeThroughput DOUBLE []
totalThroughput DOUBLE [7]
totalThroughputiax DOUBLE [
readlops DOUBLE [T
writelops DOUBLE [T
=lColumn totallops DOUBLE [0
7tk INT totallopsMax DOUBLE [M]
ane VARCHAR(255) diskReadsReplaced DOUBLE [
identifier VARCHAR(768) cacheHitRatio DOUBLE [[]
s VARCHAR(255) utilization DOUBLE [
model VARCHAR(255) Wf —— — — — — — — @&  utilizationMax DOUBLE []
serialNumber VARCHAR(255) readFileSystemlops DOUBLE []
siteName VARCHAR(255) [ writeFileSystemlops DOUBLE []
iiF VARCHAR(255) [F1] readFileSystemThroughput DOUBLE []
id INT 0 writeFileSystemThroughput DOUBLE [
|atest TINYINT{1) & portUtilization DOUBLE [7]
? dateTk INT E] portErrors BIGINT  []
portTraffic DOUBLE [
accessed INT [
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=lColumn

7tk INT 1
name VARCHAR(255) =g 3 .
identifier  VARCHAR(768) Sitier_dimension | NEN|
version VARCHAR(255) =JColumn
model VARCHAR(255) Pk INT
serialNumber VARCHAR(255) name VARCHAR(255)
7 i T I siteMame VARCHAR(255) g - — — sequence INT [l
url VARCHAR(255)
' hourDateTime DATETIME id INT B | .C(:St ﬁfT)UELE E
|
- bl atest TINVINT() - [ | latest  TINYINT(1) [
minute TINYINT @ dateTk INT & | P dateTk  INT Fl
second TINYINT
microsecond  MEDIUMINT | |
dateTk INT l |
| | =lstorage_node_hou |
| | =lColumn |
| | T INT |
| | ¢ timestamp BIGINT |
| —— — — — — — % {imeTk INT L_ - Zlstorage_di
. dateTk INT =lcolumn
3 = storageTk INT 7tk INT I
=ldate_dime storageMNodeTk INT L e
=1Calumn tierTk INT A :
:@ tk INT I readResponseTime DOUBLE [] identifier VARCHAR(768)
2 ; ip VARCHAR(1024) [#
fulDate DATETIME wnteResponseﬁme DOUBLE [[] g VARCHAR(255)
totalResponseTime DOUBLE [
dayinilonth TINYINT : manufacturer VARCHAR(255)
totalResponseTimeMax DOUBLE [ 5
dayinYear SMALLINT S DOUBLE [ serialNumber VARCHAR(255) [I]
dateYear SMALLINT anp - i
writeThrauah microcodeVersion VARCHAR(255) [
ghput DOUBLE [] :
oot Sy totalThroughput DOUBLE [0 amily G
monthNum TINYINT s il i VARCHAR(S5) [
totalThroughputhasx DOUBLE [7] g
maonthLabel CHAR(7} id INT D
daylnWeekNum  TINYINT s e e w feadon fhei W
* itelops DOUBLE [ latest TINYINT(1) ]
quarter TINYINT dataCenter VARCHAR(255) [F]
totallops DOUBLE [
quarterLabel CHAR(T) e DOUBLE [ ¢ dateTk INT [
daylnQuarter SMALLINT DA
repQuarter TINVINT d|skRe§dsReplaced DOUBLE [
gl TINVINT caTr.;hel.—htRatlo DOUBLE [
repWeek TINYINT uaEsion Gibas W
repDay TINYINT ut|I|zat.|0nMax DOUBLE [7]
repMonthOrLatest TINYINT feadbiieoysiemans e W
sspFlag TINYINT wr|teF.|IeSystemI0ps DOUBLE [
latest TINVINT(1) [ reng{IeS}'stemThroughput DOUBLE [
Pt TINYINT(1) wnteF?I.eSy.stemThroughput DOUBLE [7]
portUtilization DOUBLE [
porErrors BIGINT [
portTraffic DOUBLE [
accessed INT il
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=]l application Zlswitch_performal

=lColumn =lColumn
7k INT | 7 i BIGINT
repApp  VARCHAR(255) [ fo—————— ® 9 timeTk INT
¢ repAppTk  INT P dateTk INT
cardinality SMALLINT @ hostTk INT
P dateTk  INT ] — ¢ applicationTk INT
| ¢ applicationGroupTk INT
| § businessEntityTk INT Pt L |
niTraffic DOUBLE [] name VARCHAR(255)
| teTraffic DOUBLE [ identifier VARCHAR(768)
=l application_grot | errorRateFlag TINYINT(1) [] ip VARCHAR(1024)
EColumn | crcErrorRateFlag TINYINT(1) [C] fo— . 08 VARCHAR(255) E
syncLossCount BIGINT [l model VARCHAR(255) [¥]
% :ﬁﬁ?;ouka ::1 | signalLossCount BIGINT 1 manufacturer VARCHAR{255)
= | class3DiscardCount BIGINT 1 id INT
L iskep TINYINTCT) [ | frameTooShortCount BIGINT [ _
| frameTooLongCount BIGINT 1 ? dateTk INT
bbCreditErrorCount BIGINT [ url VARCHAR(255)
| m DOUBLE [ dataCenter  VARCHAR(255)
— | t DOUBLE [
=lapplication_d | nax DOUBLE [
=lCalumn tlax DOUBLE [ =] business i
? tk INT | balancelndex SMALLINT [T =lColumn
— VARCHAR(255) | weightedBalancelndex SMALLINT E 7tk INT
description VARCHAR(255) [] i portSpeed INT
piority  VARCHAR(258) [] o AT ' o :ﬁﬁﬁﬁlﬁ?ﬁ"
id INT B e st i saee s s totalTraffic DOUBLE [ | P SR
latest TINYINT(1) £l trafficUtilizationTotal DOUBLE [ businessUNit VARCHAR(255)
? dateTk INT E trafficltilizationTotalMax DOUBLE [ S T e
- i D nLinkResets BIGNT [ proj 22)
tiLinkResets BIGINT [ id i 0
portErrorsLinkFailure BIGNT [ e IS a
bbCreditZeroRx BIGNT [ ¥ gateTk i [l
bbCreditZeroTx BIGINT |
bbCreditZeroMsTx DOUBLE [
bbCreditZeroTotal BIGINT [l
Scolumn | trafficRateTx DOUBLE [T]
7t INT trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [
s s trafficFrameRateTx DOUBLE [
e SR trafficFrameRateRx DOuBLE [
g::’:“(\:r" i:it::l |, _ _g taficFrameRateTotal DOUBLE [
trafficFrameSizeAvgTx BIGINT 1
yeartanel R trafficFramesSizeAvgRx BIGINT [
massiitiam Al portErrorsTimeoutDiscardTy BIGINT 1
THoNHE AN CHEE porEmorsCre BIGINT [ S, 1. S |
dayinWeebiimiS EL I porErorsEncin BIGINT El ‘§ hourDateTime DATETIME
auarles Ll perEmorsEncOut BIGINT [ hour TINYINT
quarterl.abel CHAR(T) minute TINYINT
daylnQuarter SMALLINT  [& sBcoued TINYINT
TRpLEHEE UG gy T # microsecond  MEDIUMINT
repMonth TINYINT 9 dateTk INT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(1) [
future TINYINT(1)
sspFlag TINYINT
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lfabric_dim

=JColumn

?tk INT
identifier VARCHAR(T68)
wwn VARCHAR(255)
name VARCHAR(255)
vsanEnabled  TINYINT(1)
vsanld VARCHAR(255) [
zoningEnabled TINYINT(1)
id INT 7
atest TINYINT(1) 7

F dateTk INT E]
url VARCHAR(255) [

=lColumn

7 tk INT
wwn VARCHAR(255)
name VARCHAR(255)
ghicType  VARCHAR(258) [7]
type VARCHAR(255) [F]
speed VARCHAR(12) [F]
id INT [l
latest TINYINT(1) [El

7 dateTk INT ]
isGenerated TINYINT(1)
url VARCHAR(255) [

=lColumn

Pk INT
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT

P dateTk INT

=lswitch_perfo
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=]Column
P BIGINT ESicolima
P timeTk INT 1 Fk - =
? dateTk INT identifier VARCHAR(TH8)
? portTk INT name VARCHAR(255)
@ switchTk INT le— — -~ manufacturer VARCHAR(255) ]
$ fabricTk - model VARCHAR(255) [7]
# connectedDeviceTk INT type ENUM el
connectvityType ENUM firmware VARCHAR(255) [
isl TINYINT(1) id INT [l
rxTraffic DOUBLE [ ) latest TINYINT(1) [
biTraffic DOUBLE [ § gateTk INT [
errorRateFlag TINYINT{1) []
crcErrorRateFlag TINYINT{1) [] 3swilch_d'
synclLossCount BIGINT F =\Column
signalLossCount BIGINT [El 7 INT
class3DiscardCount BIGINT Il
frameTooShortCount BIGNT [ iy VAREE SN
frameTooLongCount BIGINT [l fams VARCHAHE )
bbCreditErrorCount BIGNT [ ldentfier: S VARCTEHICH)
o DOUBLE [ ip VARCHAR(1024)
& DOUBLE [] model VARCHAR(255)
e DOUBLE [ manufacturer VARCHAR(255) [7]
b DOUBLE [ b~ fimware VARCHAR(255) [F]
timestamp BIGINT seriaibumber VARCHAR(255) M
totalTraffic DOUBLE [ Y TRaEn
trafficUtilizationTotal DOUBLE [ type LN B
traficUtilizationTotalMax ~ DOUBLE [ id INT ]
nlinkResets BIGINT [ Iatest TINYINT(1) f
LinkResets BIGINT B dataCenter VARCHAR(255) [
portErrorsLinkFailure BIGINT  [F] _ switchLevel  VARCHAR(258)  []
bbCreditZeroRx BIGINT [ ? dateTk INT [
bbCreditZeroTx BIGINT Fl isGenerated  TIMNYINT{1)
bbCreditZeroMsTx DOUBLE [ url VARCHAR(255) [[]
bbCreditZeroTotal BIGINT F
trafficRateTx DOUBLE [
trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [f] =lColumn
trafficFrameRateTx DOUBLE [I] ? tk INT
trafficFrameRateRx DOUBLE  [7] fulDate DATETIME
trafficFrameRateTotal DOUBLE [F] daylnkonth TINYINT
trafficFrameSizeAvgTx BIGINT [l IP—— ——  gavinvear SMALLINT
traficFrameSizeAvaRx BIGINT [ dateYear SHALLINT
pontErrorsTimeoutDiscardTx BIGINT ] yearLabel CHAR(4)
portErrorsCre BIGINT [ T TINYINT
porErrorsencin BIGINT Fl manthLabel CHAR(T)
portErrorsEncout BIGINT 1 dayinWeekNum  TINYINT
quarter TINYINT
———————————————————————— —<  qguarterLabel CHAR(T)
daylinQuarter SMALLINT
repQuarter TINYINT
rephonth TINYINT
rep\Week TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(T) [
future TINYINT(1)
sspFlag TINYINT




=lstorage_di
=l Column

=Iswitch_performance for
=l Column

7 tk BIGINT 7 INT
’? timeTk INT name YARCHAR(255)
? dateTk INT identifier YARCHAR(TGE)
? storageTk INT ip YARCHAR(1024)
riTraffic DOUBLE [7] model YARCHAR(255)
tTraffic DOUBLE [ . manufacturer VARCHAR(255)
errorRateFlag TINYINT(1) [ serialMumber VARCHAR(258) [
crcErrorRateFlag TINYINT(1) [ microcodeVersion VARCHAR(255) @
syncLossCount BIGINT [ family VARCHAR(255)
signalLossCount BIGINT [ id INT [
class3DiscardCount BIGINT [ latest TINYINTT) [
frameTooShotCount BIGINT [ ? dateTk INT [
frameToolLongCount BIGINT [ dataCenter VARCHAR({255) [
bbCreditErrorCount BIGINT [ url VARCHAR(255) [
i DOUBLE [
e DOUBLE [
rhax DOUBLE [ ; 7
behdax DOUBLE [T =ldate duas
balancelndex SMALLINT  [7] =JColumn
weightedBalancelndex SMALLINT [ 7tk INT
portSpeed IMNT fullDate DATETIME
portCount INT daylnMonth TIMNYINT
totalTraffic DOUBLE [ daylnYear SMALLINT
trafficltilizationT otal DOUBLE [ dateYear SMALLINT
trafficlMtilizationTotalMax DOUBLE [ yearLabel CHAR(4)
rLinkResets BIGINT [ monthum TINYINT
tLinkReseis BIGINT [ maonthLabel CHART)
portErrorsLinkFailure BIGINT [ - daylnWeekMum  TINYINT
bbCreditZeroRx BIGINT [F quarter TINYINT
bbCreditZeroTx BIGINT [ quarterLabel CHAR(T)
bbCreditZeroMsTx DOUBLE [ daylnCuarter SMALLINT
bbCreditZeroTotal BIGINT [ repCluarter TINYINT
trafficRateTx DOUBLE [ rephMonth TINYINT
trafficRateRx DOUBLE [ repWeek TINYINT
trafficRateTotal DOUBLE [ repDay TIMYINT
trafficFrameRateTx DOUBLE [ repMonthOrLatest TINYINT
trafficFrameRateRx DOUBLE [ latest TINYINT(1) [
frafficFrameRateTotal DOUBLE [ future TIMNYIMNT(T)
trafficFrameSizefvgTx BIGINT [ sspFlag TIMYINT
frafficFrameSizeAvgRx BIGINT [
portErrorsTimeoutDiscardTx BIGINT [
pontErrorsCreo BIGINT [ *
portErrorsEncin BIGINT ] Stime di
portErrorsEncCut BIGINT [ - T —

7tk
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
? dateTk INT
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=lswitch_performance_ =ltape_dime

= Column = Column
7tk BIGINT 7 tk INT
? timeTk INT name VARCHAR(Z55)
P dateTk INT identifier VARCHAR(768)
¥ tapeTk INT — — —% ip VARCHAR(1024)
rcTraffic DOUBLE [ manufacturer VARCHAR(255) [
Traffic DOUBLE [0 seriaiMumber VARCHAR({255) M
errorRateFlag TINYINT() [ id INT [
crcErrorRateFlag TINYINT) [ |atest TIMYINTI(T) [
syncLossCount BIGINT [ ¥ dateTk INT ]
signalLossCount BIGINT [
class3DiscardCount BIGIMT il
frameTooShontCount BIGIMT [ “Jdate dime""ﬂ"
frameTooLongCount BIGINT [ : =
bbCreditErrorCount BIGINT [ = Coum
o DOUBLE [ 7t INT
tx DOUBLE [ fullDate DATETIME
reMax DOUBLE [ daylnMonth TINYINT
bMax DOUBLE [T daylnYear SMALLIMNT
balancelndex SMALLINT [ dateYear SMALLINT
weightedBalancelndex SMALLINT [T yearLabel CHAR(4)
portSpeed INT maonthMum TINYINT
portCount INT monthLabel CHAR(T)
totalTraffic DOUBLE [ s daynWeekNum  TINYINT
trafficitilizationTotal DOUBLE [ quarter TIMYINT
trafficUtilizationTotalMax DOUBLE [ quarterLabel CHAR(T)
riLinkResets BIGINT [ daylnCuarter SMALLINT
tilinkResets BIGINT il repQuarer TINYINT
porErrorsLinkFailure BIGINT [ repMonth TINYINT
bbCreditZeroRx BIGINT [ repWeek TINYINT
bbCreditZeroTx BIGINT [ repDay TINYINT
bbCreditZeroMsTx DOUBLE [ repMonthOrLatest TINYINT
bbCreditZeroTotal BIGINT [ latest TINYINT(1) [
trafficRateTx DOUBLE [ future TINYINT(1)
trafficRateRx DOUBLE [0 sspFlag TINYINT
trafficRateTotal DOUBLE [
trafficFrameRateTx DOUBLE [
trafficFrameRateRx DOUBLE [ ‘
trafficFrameRateTotal DOUBLE [ ; =
trafficFrameSizeAvgTx BIGINT [ time_di
trafficFrameSizeAvgRx BIGINT [ =l Column
porErrorsTimeoutDiscardTx BIGINT [ S | ;?tk IMT
portErrorsCre BIGINT [ hourDateTime DATETIME
portErrarsEncin BIGINT il o TINYINT
porErrorsEncOut BIGINT [ i TINYINT
second TIMYINT
microsecond  MEDIUMINT
¥ dateTk INT
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Performances de la machine virtuelle

SJbusiness

=lColumn

¥t INT i |
fullname VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255)
businessUnit VARCHAR(255)
project VARCHAR(255)
id INT O
latest TINYINT(1) [

§ dateTk INT ]

Slappli
=l Column
i M e
name VARCHAR(2558)
description VARCHAR({255) [
priarity VARCHAR(258) [
url VARCHAR(255) [[]
id INT ]
latest TINYINTET) [l
P dateTk INT ]

=lapplicati
=iColumn

I appGroupTk INT
T2 appTk INT
isRep TINYINT(Y) W

=lapplication_g;
=]Column 100
Ptk INT

repApp WVARCHAR(255)

“F repAppTk  INT
cardinality SMALLINT
W dateTk  INT

DEEE|<

— — —®] dateTk

o]

Performances quotidiennes de la machine virtuelle pour I’héte

=lvm_hourly ?t{;olumn e - I
=lColumn - '
R s 7 dateTk INT El
; name WVARCHAR(255)
f timeTk INT naturalkey  WARCHAR(768)
INT 05 VARCHAR(255) [
¢ hostTk INT vitualCenterlp VARCHAR(255) [
? VMTE INT id INT E
businessEntitka |NT latest T|NY|NT('1)
applicationTk INT url VARCHAR(Q&S) D
EleﬂCEltiOl"lGrOUDTK INT iDS VHRW.-‘\R(“UQS] I:‘
readlops DOUBLE []
writelops DOUBLE [
totallops DOUBLE =lhost_d
totallopsMax DOUBLE [T =calumn
readThroughput DOUBLE ? e
&  wiiteThroughput DOUBLE [ ; =
totalThroughput DOUBLE '} dateTk INT
totalThroughputiax ~ DOUBLE [ name VARCHAR(255)
readResponseTime DOUBLE [7] identifier VARCHAR(768)
writeResponseTime  DOUBLE [le— — — — — — 1P VEREEL )
totalResponseTime  DOUBLE 0s VARCHAR(255) [F]
totalRespenseTimelMax DOUBLE [0 model VARCHAR({255)
cpulltilization DOUBLE manufacturer VARCHAR(Z55)
memonyUtilization DOUBLE [ id INT &
swaplnRate DOUBLE Iatest TINYINTCT)
swapOuiRate DOUBLE [T dataCenter VARCHAR(255) []
swapTotalRate DOUBLE [ url VARCHAR(255) [[]
swapTotalRateMax DOUBLE [T
timestamp BIGINT
ipReceiveThroughput  DOUBLE
ipTransmitThroughput DOUBLE
ipTotalThroughput DOUBLE [ ;
ipTotalThroughputMax  DOUBLE o SColumn
processors INT F Pk INT v I
memaory BIGINT  [] fullDate DATETIME [#
dayinManth TINYINT
dayln¥ear SMALLINT
| | dateYear SMALLINT
| | yearLabel CHAR() [
| | maonthNum TINYINT
| maonthLabel CHARIT)
J> dayinWeekMum  TINYINT
| quarter TINVINT [
| quarterLabel CHAR(TS
daylnCuarter SMALLINT
| ¥ INT [ | repQuarter TINVINT
| P dateTk INT repManth TINYINT ~ [¥]
| '*? hourDateTime DATETIME ———— 3  repWeek TINYINT
hour TINYINT repDay TIMNYINT i
minute TINYINT rephonthOrlatest TINYINT
second TINYINT sspFlag TINYINT =
microsecond MEDIUMINT latest TINYINT(A
future TINYINT1)
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=lvm_dimensior

=lColumn
7t INT i |
= g : e f ' dateTk INT al
___:—glb"s'm— gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk INT i | Slvm_daily 05 VARCHAR(255) [
fullname VARCHAR(1024) S Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) Rt INT y Y INT [
lob VARCHAR(2RE)  [¥] ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: ) writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumﬂ | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughqulax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel CJ—MR(?]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dataTk INT [l totalResponseTimeMax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINTT)
=lColumn | swapTotalRate DOUBLE [] future TIMNYINT(T)
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipF{ecei'«'e'[_ll'jr:ough'::ﬂutt Bgﬂgti E
; - ipTransmitThroughpu
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Elappﬁcatiqﬁ; 1 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ gateTk _INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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Zltime_dimen

=Column

7 tk INT 1

¢ hourDateTime DATETIME

—— —<  hour TNYINT

minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
|
|
|

=]Column _
7tk INT — ] =lvmware_host_dz
fullDate DATETIME | =|Column
Slvmware_host_h daylnionth TINYINT — 7 & INT
=lColumn O daylnYear SMALLINT 1{ timestamp BIGINT
T« INT y dateYear SMALLINT timeTk DOUBLE
7 timestamp BIGINT I yearLabel CHAR(4) dateTk INT
timeTk DouBlE @ @« e mgHEuny Tl vmwareHostTk INT
dateTk INT monthLabel CHAR(T) powerAvg DOUBLE [
vmwareHostTk INT dayinWeekNum  TINYINT powerCapAvg DOUBLE []
powerAyg  DOUBLE [] P T energyAva  DOUBLE [7]
powerCaptvg DOUBLE [ quarterLabel CHAR(T)
ety DOUBLE [] daylinQuarter SMALLINT ?
repQuarter TINYINT
’ repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINTE) [
future TINYINT(1)

=lvmware_host_di

=|Column

7 i INT N
identifier VARCHAR(TEE)
name WVARCHAR(255)
numCpuCaores BIGINT [
numCpuPackages  BIGINT

L__ _ _ . numCpuThreads BIGINT |

numiodes BIGINT 1]
hyperThreadActive CHAR [F]
hyperThreadAvailable CHAR [l
hyperThreadConfig  CHAR [
id INT ]
latest TIMYINT() I

§ dateTk INT 1

§ timestamp BIGINT 1

Performances quotidiennes de la machine virtuelle pour I’héte

315



=lvm_dimensior

=lColumn
7t INT i |
= g : e f ' dateTk INT al
___:—glb"s'm— gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk INT i | Slvm_daily 05 VARCHAR(255) [
fullname VARCHAR(1024) S Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) Rt INT y Y INT [
lob VARCHAR(2RE)  [¥] ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: ) writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumﬂ | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughqulax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel CJ—MR(?]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dataTk INT [l totalResponseTimeMax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINTT)
=lColumn | swapTotalRate DOUBLE [] future TIMNYINT(T)
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipF{ecei'«'e'[_ll'jr:ough'::ﬂutt Bgﬂgti E
; - ipTransmitThroughpu
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Elappﬁcatiqﬁ; 1 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ gateTk _INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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= Column

=Column
i INT i | 7tk INT M |
fulinamea VARCHAR(1024) 7 dateTk INT E
tenant VARCHAR(255) name VARCHAR(255)
lob VARCHAR(255) of i e naturalkey VARCHAR(768)
businessUnit VARCHAR(255) - et 0s VARCHAR(255) [C]
project  VARCHAR(255) g Wy i virtualCenterlp VARCHAR(255) g
id INT id INT
latest TINVINT(1) S il it latest TINYINT(1)
.? dataTk INT |:| apMicationTk INT url meﬁR(zﬁs) D
applicationGroupTk INT ips VARCHAR(4096) I:‘
readlops DOUBLE [
writelops DOUBLE [
= applica totallops DOUBLE
— totallopsMax DOUBLE [T =Calumn
Column readThroughput DOUBLE - e
Ttk INT i} S & witeThroughput DOUBLE [ _‘?tk -
name VARCHAR(255) totalThroughput DOUBLE P dateTk INT .
description VARCHAR(255) [ totalThroughputhax DOUBLE [T} name VARCHAR(Z55)
priority VARCHAR(255) [7] readResponseTime  DOUBLE [ identifier VARCHARI768)
url VARCHAR(Z85) [[] writeResponseTime  DOUBLE [f#— — — — — — 1P VAR )
id INT 1 totalResponseTime  DOUBLE os VARCHAR(285) [
latest TINYINT() Fl totalResponseTimeMax DOUBLE [ maodel WARCHAR(Z55)
¥ dateTk INT Fl cpulltilization DOUBLE manufacturer VARCHAR(255)
memonyUtilization DOUBLE [ id INT £
swaplnRate DOUBLE latest TINYINTCT)
| swapOutRate DOUBLE [ dataCenter  VARCHAR(258) [
swapTotalRate DOUBLE [ url VARCHAR(255) [[]
| swapTotalRateMax DOUBLE [ ?
| timestamp BIGINT
= | ipReceiveThroughput  DOUBLE ))
¢ appGroupTk INT ipTransmitThroughput  DOUBLE
77 appTk INT | ipTotaThroughput DOUBLE [ Sldate_di
TINYINT(Y) | ipTotalThroughputiax  DOUBLE eo s s g e s =Column
| processors INT [l Ptk INT
memary BIGINT  [] fullDate DATETIME
| dayinManth TINYINT
| | dayinYear SMALLINT
| dateYear SMALLINT
| yearLabel CHAR(4)
| | monthium TINYINT
| monthLabel CHAR(T)
| | daylnWeekMum  TINYINT
» | quarter TIMNYINT
lapplication g : | quarterLabel CHAR(TY
— Colu.mn. —= | : dayinCuarter SMALLINT
Pk INT ] | repQuarter TINYINT
A i) £ | 9 dateTk INT rephonth TINYINT
- TepApp  VARCHAR(255) | % hourDateTime DATETIME repiVeek TINYINT
F repAppTk  INT [+ N hour TINYINT repDay TIMYINT
cardinality  SMALLINT T T minute TINYINT rephonthOrLatest TINYINT
? dateTk INT ] second TIMNYINT sspFlag TIMYINT
micresecond  MEDIUMINT latest TINYINT(1)
future TINYIMT{1)
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INT [#]
VARCHAR(Z55) [#

INT = wmdk_t
VARCHAR(255) [#] il L -
DOUBLE 0 = Column
identifier VARCHAR(TES) [#] e 0 T NT [
i VARCHAR{1024)[#
A Vﬁﬂcm\:ims;) latest  TINVINT() [ naturalkey VARCHAR(TES) [#]
Lt ¥ dateTe  INT [l name VARCHAR{255) [#]

manufacturer VARCHAR{255)
serialNumber VARCHAR(255)

| url VARCHAR{255) [[]

migooedeVersion VARCHAR(2E5) INT
family VARCHAR{25S5) TiNvINT(1) [
url VARCHAR[Z5E) INT
id INT
e AL — — i — —*  timestamp BIGINT []
¥ dateTk INT
dataCenter VARCHAR(255) d:::;; :$ %
i
dataStoreTk INT e}
wmTk INT [
res v Sitatstore_smension WY
tierTk INT [ Slcolumn
servicelevel Tk INT = e NT E
i::ﬁ,? ::’SUBLE % naturalKey  VARCHAR(7ES) [+
e — - writelops R :::I’;E ::;gm:}:;:%
’ totallops DOUBLE [ :
name  VARCHAR{255)[# totallopshiax DOUBLE [0 virtus|CenterlpVARCHAR(255) [[]
sequence INT npr———mM—m—mm—m————— —#  readThroughput DOUBLE [7 b VARCHAR(255) [
cost DOUBLE O writeThroughput DOUBLE [0 id INT O
id INT | totslThroughput DOUBLE [ latest TINYINT(1) [
|atest TINVINTIT) [ total ThroughputMax  DOUBLE [[] § dsteTe e
? dateTk INT = readResponseTime DCOUBLE D
T T e PeenoheeTime | (DOLIBEE [P
| totalResponseTime  DOUBLE [
| . totalResponse TimeMaxDOUBLE %
& [ ] S S S S| =
e Sivost simension Y]
| ' =Hcolumn
| | P INT ]
| name VARCHAR(255) [
| identifier  VARCHAR(7G8) [
Svm | | ip WARCHAR{1024) [#]
Edm_g os VARCHAR(255) [
,gcnlum" - | = Column model VARCHAR(255) [
e G - ¥ e o manufacturer VARCHAR(255) [F]
name VARCHAR(288) [#] | TS DATETIMED] . VARCHAR(265) W
naturalkey VARCHAR(TES) i | deyiniionth TINVINT (7] id INT A
a5 VARCHAR(255) [ e s w i |atest TINYINT{1) s
virtuz|CenterlpVARCHAR(255) [ ::ﬂ:}:"' :mitt:ﬂ% P dateTx INT 0
:Jdll IVN!_&I_RCH&R{ZSE: E i chnmia dataCenter VARCHAR(2SE) [
.. TINYINT{) | manthHum TINYINT [
 dateTk e & manthLabel cHarm =
ins VARCHAR(4058) [] daylnWeekNum TINYINT  [&]
quarter TINYINT [+
quarterLabel CcHarm)  [#
daylnQuarter SMALLINT []
repQuarter TINYINT [
repMonth TINYINT  [#]
repWeek TINYINT  [#]
repDay TINYINT  [+]
repMonthOrLatestTINYINT [
sspFlag TINYINT [
latest TINYINT{1} ]
future TINYINT{1) [#]
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Slvm_dimensic

Sl Column
i te INT [
naturalizy VARCHAR(TES) [F
— — — — —= name VARCHAR(255) [
url VARCHAR(255) [
id INT s
lstest TINYINT{1) at}

%tk INT B}
name VARCHAR(255) [F
identifier VARCHAR(TSS) [T

__________ — & VARCHAR(1024) [
o= VARCHAR(ZES) [
miodel VARCHAR(255) [
manufacturer VARCHAR(2SE) [#]
ul VARCHAR(2SS) [
id INT A
latest TINYINT{1} i}

i dateTe INT A
dataCenter  VARCHAR{2SS) [

Sl Column
Ptk INT 1]
name VARCHAR(2E5) [
nsturaléey  VARCHAR(TEE) [#
os VARCHAR(zES) [1]
virtusiCenterlp VARCHAR(2E5) [
url VARGHAR(ZSS) [ |
id INT 0
latest TINYINT(1) & |
Sltier i asteTk INT 0 |
ot ips VARCHAR(40%2) [
it INT T |
name VARCHAR(Z55) |
sequence  INT |
cost DOUBLE & |
+ i S vmak_I |
latest TR * =1Comn
Yo Lz i te BIGINT [ |
§ timestamp BIGINT [ b —
timeTk INT [
dateTk INT &
vmadkTk INT =
datsStorsTk INT = ™
S storage_dimension ||| o N @
S Column hostTk INT [#
¥tk INT 1] tierTk INT =
name VARCHAR(2SS) [ servicekew il INT el
identifier VARCHAR(TEE) [# storagaTk INT el
ip VARCHAR(1024) [ reediops DOUBLE [T
model VARCHAR(2EE) [F] writelogs DOUELE [7]
manufacturer vaRcHeRzes) M., g totallops DOUBLE [
WARCHAR totallopsMax DOUBLE [
microcodeVersion  VARCHAR{ZES) [ red Throughnt, COUBLE [
famity VARCHAR[2ES) [ writeThroughput DOUBLE [1]
url VARCHAR(zES) [ tataMhroughput DOUBLE [] fw
W o A totaMhroughputMzce  DOUBLE [F]
Istest TINYINT{1) B Teeniiespane 1o DOUBLE [
@ dateTk INT O writeResponsaTime COUBLE [ B
dataCenter WARCHAR{z55) [ tatalResponz=Time DOUBLE [ ]
=1 totsiResponssTimeMax DOUBLE [T
*
|
time_dimen J)
S column .
= - e onc—Y
i hourDateTime  DATETIME Bltoumg
hour TINYINT e INT /
minute TINYINT fullDate DATETIME
second TINYINT dayinMonth TINYINT
micresecond  MEDIUMINT dayinYear SMALLINT
9 dsteTx INT datsYaar SMALLINT
yearLabsl CHAR(#)
monthNum TINYINT
monthLsbel CHAR(T)
daylnWeskhum  TINYINT
quarter TINYINT
quarterLabel CHAR(T)
daylnQuarter  SMALLINT
repQuarter TINYINT
repMonth TINYINT
repiesk TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
==pFlag TINYINT
latest TINYINT() [
futurs TINVINT{) [#]
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§ dateTk  INT

= Column
e INT Tl
nsturalfey  VARCHAR(TEE) [
name VARCHAR(512) [
moid VARGHAR(255) [
virtuslCanterlp VARCHAR{255) [
url VARCHAR(255) [
————————— —x W INT F
latest TINYINT{1) @)
§ dateTk INT i}

_____ =lcaiumn
P INT IFil
nams VARCHAR(255) [¥]
sequence  INT H
cost DOUBLE 0
i INT ]
latest TINYINT{1} It
§ dateTk INT |
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=l Column
B Cokmi - R INT 2] e INT [
P - el = nsme  VARCHAR(255) [7] name VARCHAR(ZES) [
storsgelgentifier VARCHAR(TES) [ sequence  INT & identifier  VARCHARTEZ) [F
name VARCHAR(255) [7] cost DOUBLE il in VARCHAR{1024) [7]
bl VARGHAR{255) [ W INT O os VARCHAR(ZEE) [
thinProvisioned TINYINT{1} = atest TINYINT(1) | modal VARCHAR{255) [#
type VARCHAR(265) [ FdateTk  INT F manufacturer VARCHAR(ZES) [F]
isWirtus! TINYVINTT) [ w VARCHAR(ZES) [
mats TINYINT() [ l - INT ]
srepshut TP latest TINYINT(E
technologyType ENUM IF1 volume. | s O daeT i i E
wuid VARGHAR(255) [ = BT | dataCenter  VARCHAR(SS) [ hd
i=Mzinframs TINYINT{1} = ? timestamp BIGINT _I
url VARCHAR(255) [T — — gy = T
i INT 0 timeTk INT isRep TINVINT(T} [
latest TINYINTE) [ R INT 4 i hostTk INT =
LA SL— = e e Snost aroup diensongal) — — T osCeer 0T
) storageTh INT = Column
S business_entity_dimensioz| ik o Tw
storageModeThk INT =
Slcaumn wapwrrk e —— —  epHost  VARCHAR(ZSS) (7]
th INT
T [ ey o ] repHostT INT =
fulame  VARCHAR{1024) [# applicationGroupTk it cardingiity SMALLINT #
tenant VARCHAR{25E) [# hostTk INT ¥ dateTk INT Ik
st VARCHAR(255) [ e INT
businessUnit VARCHAR(Z55) [# o e
poist  VARGHAR(2SS) [ servieLevelTk INT licés_namespace_dimensii |
" INT O businessEntityTk INT Scoiumn
atest TINYINT(T) 0 kBzMamezpaceTk INT [ INT L]
i =Tk 14T A kBzMamespaceGroupTk  INT dentifier  VARCHAR(TES) [
rzadResponssTime DOUBLE — —— ——=  nams VARCHAR(2ES) [ B— — — — — — ——
writeResponseTime DOUBLE clusterMame VARCHAR{255) [ |
aate_simension ) i DOet 4 i =
BEicokes 0 totslResponseTimahax DOUBLE latest TINVINT(Y [
Ta — readThroughput DOUBLE dateTk INT i ames
e writeThroughput DOUBLE = Column
fullDate totaThroughput DOUBLE ﬁ ? kBzMamespaceGroupTk INT =
ey /oot LA totafThroughputhlax COUELE . 1 kBsNamespaceTk INT
daylnyear SMALLINT readiops DOUBLE Slk8s_namespace_arolp dinensiory| =Rep TINYINT(1) [
dateYeow ML writelops DOUBLE =] Column P o &
yearLabel CHAR[4) totallops DOUBLE Te T
monthMum TINYINT it opaatat e =5 L]
hi bl CHAI e T 7%  repMBsMamespace  VARCHAR(ZES) Mf~— — — — — —
mont R{7) readCacheHitRatio DOUELE a3 i
daylnWeskNum  TINYINT writeCacheHitRatio DOUBLE repkBshiamespace
quarter TINYINT totaiCacheHitRatio DOUELE %
ucated ahel CHBR totaiGacheHitRatioMax DOUBLE
daylnQuarter  SMALLINT wiitePending BIGINT
repQuarter RV IR readloDensity DOUBLE
rephonth ilosdcis writeloDensity DOUBLE
Ielcek L totalloDensity DOUBLE
replay AL totalloDensityhax DOUELE
repMonthi et et TIREEME compressionSavingsPercent DOUBLE
sspFlag T compressionSavingsSpace  DOUBLE
atest TINYINT(T) O confidencelnteryaimeToFull DOUBLE
future TINYINT(1) [# totalTimeToFul DOUBLE
ks i | oo v SHAGEES
frontend TINYINT(S) [ a2 Soomn
P backend TINYINT(T) 5]
ime_simension ] ¥ f T
= Column | | i apeTh INT il
¥ INT ] | | | . =ppGrougTk INT =
 hourDateTime DATETIME [#] | | SiColumn
hour TINYINT [ | i INT
e I::‘;::‘Tr % | | | | erPop | NARCHAR[ZED) [
microsscond  MEDIUMINT [ | | ¥ retpph =
| cardinality SMALLINT E
T aateTx INT [l | | QoaeTk T =
| | =
T storage_di | | | Slstorage_pool_t
= Column | l — — — — — — — EColumn
Fx INT " e INT [4]
pt =9 stor. e
e VARCHARZEE) [ gw age._| identifier VARCHAR(TES) [
identifier VARCHAR(TER) [ - il name entiantet Ly
ip VARCHAR(1024) [# T é [ INT [ storageMame VARGHAR(255) [
model VARCHAR{Z5%) [ (288) name VARCHAR{255) [ storagelF VARCHAR{1024) [
manufacterer  VARGHAR(2E5) [7 sequence  INT = identifier  VARGHAR(TES) [ type VARCHAR(285) [
seralNumber  VARCHAR(ZSS) [ cos LYyt O version VARGHAR(Z55) [ redundancy |
microcodeVersion VARCHAR(2E5) [ u ks 0 model VARCHAR(255) [ thinProvisieningupported TINYINT(1) [
family VARCHAR(ZSS) [H mtest  TINYINT(D [ oiavumber VARCHAR(ZSS) [ isVirtual TINYINT{T) [
i VARCHAR(2ES) [ INT | siteName  VARCHAR{ES) [ ysesFlashPocls TINYINT{1) 5
it INT O url VARCHAR{255) [] url VARCHAR(255) [
latest TINYINT{1) s id INT = id INT O
i dst=Tk INT n Istest TINYINT{1} | latest TINYINT{1) =
dataCenter VARCHAR(255) [ dateTk INT | § dateTk INT ]
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=lstorage_dimen:

=lservice_level

Column Column
=Column = =
7t INT Tk INT
[ INT
? name WARCHAR(255) name VARCHAR(255)
.name VAHCHANC Y sequence INT (=) description VARCHAR(255) [/} =
ider VRpeRIR cost DOUBLE & r prioity  VARCHAR(255) [
i VARCHANIE id INT B \ url varcHarzss) O |
modet yaRG U latest  TINYINT() [ | id INT i .
mansrectiel G e PoateTk  INT & latest  TINVINT() [ |
serialNumber VARCHAR(255) [ ‘ ? dateTk NT & ﬁapplica o __
microcodeVersion VARCHAR(285) [7] ‘ |
family VARCHAR(255) ‘ (f | Slcolumn
url VARCHAR(255) [ s
id INT Il | ‘ " isRep TINYVINT(1) [
latest TINYINT(1) | __ ¢ =Column .- — ‘ g app‘gk i ::1
= appGrou
¢ dateTk INT [l R i SR a7 appGroup
dataCenter VARCHAR(255) [ ? Hrnestim BIGINT
B =Column
dateTk INT ? 1k INT
volumeTk INT *— — oap VARCHAR(255)
=Column i il P repAppTi  INT
o i uAon st oI cardinality SMALLINT
storageNodeTk INT ? dateTk INT B
fullDate DATETIME storagePoolTk INT
dayinMonth TINYINT applicationTk INT
daylnYear SMALLINT appiicationGroupTk INT Zlk8s_namespace dinieHSONIS|
dateYear SMALLINT hostTk INT =lColumn
yearLabel CHAR(4) hostGroupTk INT \? 1 INT
monthNum TINYINT uerT.K INT dentier VARCHAR(T68)
monthLabel CHAR(T) senvicelLevelTk INT gine VARCHAR(255)
dayinWeekNum  TINYINT e e e oy businessEntityTk INT . — — S R VARCHAR(255) [
quarter TINYINT k8sMNamespaceTk INT d INT
quarterLabel CHAR(7) KEsNamespacegmuka DOUBLE Jatest TINYINT() Fi
daylnQuarter SMALLINT readResponseTime DOUBLE dateTk T B
repQuarter TINYINT writeResponseTime DOUBLE
repMonth TINVINT totalResponseTime DOUBLE B colanis
repWeek TINYINT totalResponseTimeNtax DOUBLE i { k8sNamespaceGroupTk INT
repDay TINYINT readThroughput DOUBLE  [F] B ks A § kBsNamespaceTk INT
repMonthOrLatest TINYINT writeThroughput DOUBLE [ ECU\J’TITI isRep TINYINT(1) [
sspFlag TINYINT totalThroughput DOUBLE [7] = ? tk INT [
latest TINVINT() [ totalThroughputiax DOUBLE i e
future TINYINT(1) [¥] readlops DOUBLE [f] repk8sNamespace  VARCHAR(255) -
writelops DOUBLE [ . —— —< repk8sMNamespaceTk INT
totallops DOUBLE [7] cardinality SMALLINT
totallopsMax DOUBLE dateTk INT F
readCacheHitRatio DOUBLE []
'NT writeCacheHitRatio DOUBLE [T =
storageldentifier VARCHAR(768) [ totalCacheHitRatio DOUBLE  [F] lhost_group_
name WVARCHAR({255) totalCacheHitRatioMax DOUBLE [ QColumn
label VARCHAR(255) [ writePending BIGINT Eftk INT
thinProvisioned TINYINT(1) readloDensity DOUBLE [ f¢o — — — — repHost  VARGCHAR(255) 7|
type VARCHAR(255) [[] writeloDensity DOUBLE  [F] @ repHosiTk INT
isVirtual TINYINT(1) [l —_—— % mtallnDens?ty DOUBLE [f] cardinality SMALLINT |
meta TINYINT(1) 1l totalloDensityMax DOUBLE [F] @ daleTk INT | - hosl_gmM
snapshot TINYINT(1) F compressionSavingsPercent DOUBLE [
technologyType ENUM 1 o — compressionSavingsSpace DOUBLE [ | | =lGolumn
uuid VARCHAR(255) totalTimeToFull DOUBLE -
El | £ | o
isMainframe TINYINT(1) confidencelntervalTimeToFull DOUBLE [ isRep TINYINT(1) 7]
.url VARCHAR(255) [ | accessed INT & Qhost_dime '.? hostGroupTk INT
id INT | | frontend TINYINT(1} Scol ? hosiTk INT
latest TNYINT(T) ] | backend TINVINT(1) 3 Ll
¢ dateTk INT (| & INT
| ? T ? name VARCHAR(255)
— | | | identifier  VARCHAR(768)
J ‘ | | ip VARCHAR(1024)
— | [ 0s VARCHAR(255)
INT ‘ | model VARCHAR(255)
fullname VARCHAR(1024) ‘ | — manufacturer VARCHAR(255)
tenant VARCHAR(255) | | | url VARCHAR(255) [
lob VARCHAR(255) | id INT [l
businessUnit VARCHAR(255) } | | latest TINYINT(1) [
project VARCHAR(255) } dateTk INT El
id INT =] J} | | dataCenter  VARCHAR(255) [
latest TINYINT(1) ) | |
F dateTk INT [ ﬁstorage_mﬂ_ Zltier_dimens lstorage_pool_dimer
=lColumn S column =Column
Ptk INT 7t INT P INT J
name VARCHAR(255) name  VARCHAR(255) identifier VARCHAR(768)
identifier VARCHAR(768} sequence INT El name VARCHAR(255)
version VARCHAR(255) cost DOUBLE & storageName WARCHAR(255)
model VARCHAR(255) id INT Bl storagelP WARCHAR(1024)
serialNumber VARCHAR(255) Jatest TINYINT(1) & type VARCHAR(255) [
siteName  VARCHAR(255) [CIf @ gateTk  INT 0 redundancy VAR 55)
url VARCHAR(255) [ thinProvisioningSupported TINYINT(1) ]
id INT [F1 isVirtual TINYINT(1) [
latest TINYINT(1) [ usesFlashPools TINYINT(1)
dateTk INT [ url VARCHAR(255) [I]
id INT F
latest TINYINT(1) [
P dateTk INT F

Schémas Data Infrastructure Insights pour la création de rapports

Ces tables de schéma et diagrammes sont fournis ici a titre de référence pour les

rapports Data Infrastructure Insights
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"Tables de schéma"au format .PDF. Cliquez sur le lien pour I'ouvrir ou faites un clic droit et choisissez
Enregistrer sous... pour télécharger.

*N

"* Diagrammes de schéma

@ La fonctionnalité de reporting est disponible dans Data Infrastructure Insights"Edition Premium" .
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