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Utiliser la NetApp Cloud Tiering

Gérez la hiérarchisation des données pour vos clusters
dans NetApp Cloud Tiering

Maintenant que vous avez configuré la hiérarchisation des données a partir de vos

clusters ONTAP sur site, vous pouvez hiérarchiser les données a partir de volumes
supplémentaires, modifier la politique de hiérarchisation d’'un volume, découvrir des
clusters supplémentaires et bien plus encore en utilisant NetApp Cloud Tiering.

Consulter les informations de hiérarchisation d’un cluster

Vérifiez les données dans le cloud, sur les disques, ou la quantité de données chaudes et froides sur les
disques du cluster. Vous pouvez également consulter la quantité de données chaudes et froides sur les
disques du cluster. Cloud Tiering fournit ces informations pour chaque cluster.

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Mobilité > Hiérarchisation cloud.

2. Depuis la page Clusters, sélectionnez I'icbne de menu =+« pour un cluster et sélectionnez Informations
sur le cluster.

(’é Tiermg On-Premises Dashboard Clusters Add cluster @
g 3 % 2 1 Show undiscovered clusters |
= Total clusters On-premises clusters Cloud Volumes ONTAP
Clusters (3/3)
Filter by: All clusters - e s Q
—\ AFF-DR1 o )
= ——— Calculate potential tiering savings [
Tier volumes
©) Active Cluster 27 ETD 2TiB L
Tier volumes A
Operational health Current tiered data Additional saving opportunities st _ el paritviaien it

3. Consultez les détails concernant le groupe.

Voici un exemple :



Clusters | aff-dr_1 » Cluster info

AFF-DR 1

Total used data Cluster used data Cluster information

Clustar 1P

19216804

ONTAP version

: - 8.10.0
7 Ti8 5is
Total used data Used Data Tired yoimes o
12
Maximum transter rate
Limited to 5000 Mbps
@ Current tiered data B Cluster used data B Hotdata B Cold data AFFIFAS model o
ABOO
PRGN sox 218
Current tiered data Saving opportunity

Tier volumes

Notez que I'affichage est différent pour les systéemes Cloud Volumes ONTAP . Bien que les volumes Cloud
Volumes ONTAP puissent avoir des données hiérarchisées vers le cloud, ils n’utilisent pas le service Cloud
Tiering. "Découvrez comment transférer les données inactives des systemes Cloud Volumes ONTAP vers un
stockage objet a faible colt." .

Vous pouvez également "afficher les informations de hiérarchisation d’un cluster a partir d' Active 1Q Digital
Advisor (également connu sous le nom de Digital Advisor)" si vous connaissez ce produit NetApp .
Sélectionnez Recommandations Cloud dans le volet de navigation de gauche.

FabricPool Advisor

@ Active/Hot @ Inactive/Cold @ Tiered @ Unmeonitored Data
23.1TiB 47,96 TiB 0TiB 0TiB

L Inactive Data Reparting Disabled

Inactive Local Tier (Aggregate) Data Inactive Volume Data Tiered Data Unmonitored Data
Tier Data = Volume Name = Inactive Data |- Tiering Policy = Serial N... =
f?‘?s‘f": ) IM_KMS 16119.97 GiB none 941 831}0001'
L .‘?E.. f) EXPLR 7345.21 GiB nane 9418300001
L E f) LAB 6318.76 GiB nane 9418300001

Données de niveau provenant de volumes supplémentaires

Configurez la hiérarchisation des données pour des volumes supplémentaires a tout moment, par exemple
apres avoir créé un nouveau volume.


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-tiering.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-tiering.html
https://docs.netapp.com/us-en/active-iq/task-informed-decisions-based-on-cloud-recommendations.html#tiering
https://docs.netapp.com/us-en/active-iq/task-informed-decisions-based-on-cloud-recommendations.html#tiering

Vous n'avez pas besoin de configurer le stockage d’objets car il a déja été configuré lors de la
mise en place initiale de la hiérarchisation pour le cluster. ONTAP transfere les données
inactives de tout volume supplémentaire vers le méme magasin d’objets.

Etapes
1. Dans le menu de navigation de gauche, sélectionnez Mobilité > Hiérarchisation cloud.

2. Sur la page Clusters, sélectionnez Tier volumes pour le cluster.

— AFF-DR_1 o ) .
— On-prem cluster Calculate potential tiering savings [3

Active Cluster ERN o ] 278 E
Operational health Current tiered data Additional saving opportunities Destinations

3. Sur la page Tier Volumes, sélectionnez les volumes pour lesquels vous souhaitez configurer la
hiérarchisation et lancez la page Tiering Policy :

Pour sélectionner tous les volumes, cochez la case dans la ligne du titre ( s TSR Y ot

sélectionnez Configurer les volumes.

> Pour sélectionner plusieurs volumes, cochez la case correspondant a chaque volume (g volume 1 ) et
sélectionnez Configurer les volumes.

o

&
Pour sélectionner un seul volume, sélectionnez la ligne (ou ./ icdne) pour le volume.

Tier Volumes
1
Volumes (16) @ | 2 selected 2 ——3| | Configure volumes
@ Volume Name % Aggregate/sName % | SVMName % NodefsName = % | VolumeSize % | @ SnapshotSize % | @ ColdData.. % | TierStatus = | Tiering Policy $| O sedsie |
aggr-1 svm_1 wolume_1_node 20TE 08 10TB]10% @ Tiered Volume Cold user dats & snapshots. 10T
2gge-1 vl volume 2 node 1578 20568 287B|70% Not Tiered Volume Mo Policy 478
3
volume 2 aggr-1 sim_1 volume 3 node 2Te oz 7168GE|T0% Nt Tiered Volume No Policy 1TE l
volume 4 aggr-1 svm_1 volume 4 node 378 368 35GB|70% Not Tiered Volume No Policy 50GB D

4. Dans la boite de dialogue Stratégie de hiérarchisation, sélectionnez une stratégie de hiérarchisation,
ajustez éventuellement les jours de refroidissement pour les volumes sélectionnés, puis sélectionnez
Appliquer.

"Apprenez-en davantage sur les politiques de tarification par paliers et les jours de refroidissement.".

Select volume tiering policy

The policy is applied to the volume, or volumes, you selected in the previous page.

E Volume_1 5 TiB 51 2 GiB | 25% O Bytes 10 TiB
& Online WVolume size Cald data Snapshot size Used size
Select tiering policy A
O Mo pelicy O Cold snapshots @ Cold user data & snapshots O All user data
Adjust cooling days 62 Days



https://docs.netapp.com/fr-fr/data-services-cloud-tiering/concept-cloud-tiering.html#volume-tiering-policies

Résultat
ONTAP commence a transférer les données des volumes sélectionnés vers le cloud.

Modifier la politique de hiérarchisation d’un volume

Modifier la politique de hiérarchisation d’'un volume change la fagcon dont ONTAP hiérarchise les données
froides vers le stockage objet. Le changement commence dés I'instant ou vous modifiez la politique. Cela
modifie uniquement le comportement de hiérarchisation ultérieur du volume ; cela ne déplace pas
rétroactivement les données vers le niveau cloud.
Etapes

1. Dans le menu de navigation de gauche, sélectionnez Mobilité > CloudTiering.

2. Sur la page Clusters, sélectionnez Tier volumes pour le cluster.

3. Cliquez sur la ligne correspondant a un volume, sélectionnez une politique de nivellement, ajustez
éventuellement les jours de refroidissement, puis sélectionnez Appliquer.

"Apprenez-en davantage sur les politiques de tarification par paliers et les jours de refroidissement.".

Select volume tiering policy
The policy is applied to the volume, or volumes, you selected in the previous page.

E Volume_1 5 TiB 51 2 GiB | 25% O Bytes 10 TiB

& Online Volume size Cold data Snapshot size Uszed size
Select tiering policy P
O wepolicy (O Coldsnapshots (® Cold user data & snapshots (O Alluser data
Adjust cooling days 52 Days

@ Si vous voyez des options pour « Récupérer les données hiérarchisées », consultezMigrer les
données du niveau cloud vers le niveau de performance pour plus de détails.

Résultat

ONTAP modifie la politique de hiérarchisation et commence a hiérarchiser les données en fonction de la
nouvelle politique.

Modifier la bande passante réseau disponible pour le transfert des données
inactives vers le stockage d’objets

Lorsque vous activez la hiérarchisation cloud pour un cluster, ONTAP peut par défaut utiliser une quantité
illimitée de bande passante pour transférer les données inactives des volumes du systéme vers le stockage
objet. Si la hiérarchisation du trafic affecte la charge de travail des utilisateurs, limitez la bande passante
réseau utilisée pendant le transfert. Vous pouvez choisir une valeur comprise entre 1 et 10 000 Mbps comme
débit de transfert maximal.

1. Dans le menu de navigation de gauche, sélectionnez Mobilité > Niveaux.

2. Depuis la page Clusters, sélectionnez I'icbne de menu s+ pour un cluster et sélectionnez Débit de
transfert maximal.


https://docs.netapp.com/fr-fr/data-services-cloud-tiering/concept-cloud-tiering.html#volume-tiering-policies

R
(\é/} Tieriﬂg On-Premises Dashboard Clusters Add cluster @
g 3 % 2 1 Show undiscovered clusters
= Total clusters On-premises clusters Cloud Volumes ONTAP
Clusters (3/3)
Filter by: All clusters - Active clusters firs! Q
AFF-DR 1
Onrpremiwses eltister Calculate potential tiering savings [2
View volumes
© Active Cluster 21 ETD 2TiB n SR
Bk i
Operational health Current tiered data Additional saving opportunities Destinations
Object store infa

3. Sur la page Débit de transfert maximal, sélectionnez I'option Limité et saisissez la bande passante
maximale utilisable, ou sélectionnez lllimité pour indiquer qu’il N’y a pas de limite. Sélectionnez ensuite
Appliquer.

Maximum transfer rate

Specify the amount of network bandwidth that can be used to upload tiered data
to object storage

O unlimited
® Limited
Limited to: 10000 Mbps

1000

Apply l Cancel

Ce parameétre n’affecte pas la bande passante allouée aux autres clusters qui hiérarchisent les données.

Téléchargez un rapport de hiérarchisation pour vos volumes

Téléchargez un rapport de la page Tier Volumes afin de pouvoir consulter I'état de hiérarchisation de tous les
volumes sur les clusters que vous gérez. Il suffit de sélectionneri bouton. Cloud Tiering génére un fichier
.CSV que vous pouvez consulter et envoyer a d’autres groupes selon les besoins. Le fichier .CSV comprend
jusqu’a 10 000 lignes de données.




Tier Volumes

Volumes (16) © Q

Aggregate/s Name| SVMMName :| Node/sName = #| VolumeSize :| @ Cold Data (Estimated) | Tier Status =| Tiering Policy

D volume_1 aggr-1 svm_1 volume_1_node 20TB 10TB| 10 % @ Tiered Valume Cold snapshots 1078

Sdiaggr sl e 10-node {0 TE 58.4GB | 70% () Unavsitable for Tiering N Policy

D wvolume_11 aggr-1 svm_5 volume_11_node 10TB 3584 GB| 70 % @ Tiered Volume Cold snapshots 512 GB
D volume_12 aggr-1 svm_6 volume_12_node 10TB 358.4GB| 70% Not Tiered Volume No Policy 512 GB
O volume 13 aggr-1 sum_7 valume_13_node 10TB SMB|0% @ Tiered Volume Cold snapshots 512 GB

Migrer les données du niveau cloud vers le niveau de performance

Les données hiérarchisées accessibles depuis le cloud peuvent étre « réchauffées » et réintégrées au niveau
de performance. Toutefois, si vous souhaitez promouvoir de maniére proactive des données du niveau cloud
vers le niveau de performance, vous pouvez le faire dans la boite de dialogue Stratégie de hiérarchisation.
Cette fonctionnalité est disponible a partir d ONTAP 9.8 et versions ultérieures.

Vous pouvez procéder ainsi si vous souhaitez arréter d’utiliser la hiérarchisation sur un volume, ou si vous
décidez de conserver toutes les données utilisateur sur le niveau de performance, mais de conserver les
copies Snapshot sur le niveau cloud.

Il y a deux options :

Option Description Incidence sur la politique de
hiérarchisation

Récupérer toutes les  Récupére toutes les données de volume et les La politique de hiérarchisation est
données copies Snapshot hiérarchisées dans le cloud et modifiée et devient « Aucune
les promeut vers le niveau de performance. politique ».

Rétablir le systéeme de Récupére uniquement les données actives du  La politique de hiérarchisation est
fichiers actif systéeme de fichiers stockées dans le cloud et  modifiée et passe a « Instantanés
les promeut vers le niveau de performance (les froids ».
copies instantanées restent dans le cloud).

(D Votre fournisseur de services cloud peut vous facturer en fonction de la quantité de données
transférées hors du cloud.

Etapes
Assurez-vous que le niveau de performance dispose d’un espace suffisant pour les données renvoyées depuis
le cloud.

1. Dans le menu de navigation de gauche, sélectionnez Mobilité > Hiérarchisation cloud.

2. Sur la page Clusters, sélectionnez Tier volumes pour le cluster.

3.
Cliquez sur ,/ Cliquez sur I'icone du volume, choisissez 'option de récupération que vous souhaitez

utiliser, puis sélectionnez Appliquer.



Edit volume tiering policy
The policy is applied to the volume, or volumes, you selected in the previous page.
Volume_1 5 TiB 51 2 GiB | 25% O Bytes ‘EO TiB
® Online Volume size Cold data Snapshot size Used size
Select tiering policy A
O Ma palicy O Cold snapshots @) ® Cold user data & snapshots @ O All user data @
Retrieve tiered data o~
O Don't bring back any data
O Bring back all data @)
Bring back active file system 0
® eringb ive fil 0

Résultat

La politique de hiérarchisation est modifiée et les données hiérarchisées commencent a étre transférées vers
le niveau de performance. En fonction de la quantité de données présentes dans le cloud, le processus de
transfert peut prendre un certain temps.

Gérer les paramétres de hiérarchisation des agrégats

Chaque agrégat de vos systémes ONTAP sur site posséde deux paramétres que vous pouvez ajuster : le seuil
de remplissage hiérarchisé et I'activation ou non du signalement des données inactives.

seuil de plénitude par paliers

Définir le seuil a une valeur inférieure réduit la quantité de données a stocker sur le niveau de performance
avant la hiérarchisation. Cela pourrait s’avérer utile pour les grands ensembles contenant peu de données
actives.

Augmenter le seuil accroit la quantité de données a stocker sur le niveau de performance avant la
hiérarchisation. Cela pourrait s’avérer utile pour les solutions congues pour un fonctionnement par paliers
uniquement lorsque les agrégats approchent de leur capacité maximale.

Rapport de données inactives

Le rapport sur les données inactives (IDR) utilise une période de refroidissement de 31 jours pour
déterminer quelles données sont considérées comme inactives. La quantité de données froides
hiérarchisées dépend des politiques de hiérarchisation définies sur les volumes. Ce montant pourrait étre
différent de la quantité de données froides détectées par IDR en utilisant une période de refroidissement de
31 jours.

Il est préférable de laisser I'IDR activé car cela permet d’identifier vos données inactives et
‘ les opportunités d’économies. L'IDR doit rester activeé si la hiérarchisation des données est
activée sur un agrégat.

Etapes
1. Sur la page Clusters, sélectionnez Configuration avancée pour le cluster sélectionné.



AFF-DR_1
On-prem cluster

=
=

Active Cluster

Operational health

Current tiered data

2TB

Additional saving opportunities

Destinations

Calculate potential tiering savings [

Tier volumes

Advanced setup

2. Depuis la page Configuration avancée, sélectionnez I'icone de menu de I'agrégat et sélectionnez Modifier

I’agrégat.
5 Aggregates Q 4 Object Stores o
® . O % w000
Container &
: ty 452 TH =i Capacity 45.2 TR
10TiB Swap Destinations
Unmirror Object Store
sy D2 % aws  OB#2
24GiB s e Or =
ol Ll threshole b7 452 TE Synchronzed ced Capacity 45.2 TB

3. Dans la boite de dialogue qui s’affiche, modifiez le seuil de remplissage et choisissez d’activer ou de

désactiver la génération de rapports de données inactives.

aggr-2 X

Start tering data whan the agErEgalE reacnes a EpE‘CJfIE used capacity

pErcentage

100%

Activale inactive dats reporting (IDR)

toes Inactive data reporting (DA} must remain enabled because data
tiering is enabled on this aggregate

4. Cliquez sur Appliquer.

Améliorer I’état opérationnel

En cas de défaillance, Cloud Tiering affiche un état de santé opérationnel « Echec » sur le tableau de bord du
cluster. L’état de santé refléte le fonctionnement du systeme ONTAP et de la NetApp Console.

Etapes
1. Identifiez les clusters dont I'état opérationnel est « Echec ».

2. Passez votre souris sur l'icbne d’information « i » pour afficher la raison de I'échec.

3. Corrigez le probleme :

a. Vérifiez que le cluster ONTAP est opérationnel et qu’il dispose d’une connexion entrante et sortante

avec votre fournisseur de stockage d’objets.




b. Vérifiez que la console dispose de connexions sortantes vers le service Cloud Tiering, vers le stockage
d’objets et vers les clusters ONTAP qu’elle détecte.

Découvrez d’autres clusters grace a la hiérarchisation du cloud.

Vous pouvez ajouter vos clusters ONTAP locaux non découverts a la console depuis la page Tiering Cluster
afin de pouvoir activer la hiérarchisation pour le cluster.

Notez que des boutons apparaissent également sur la page du tableau de bord Tiering On-Prem pour vous
permettre de découvrir des clusters supplémentaires.
Etapes

1. Dans Cloud Tiering, sélectionnez I'onglet Clusters.

2. Pour afficher les clusters non découverts, sélectionnez Afficher les clusters non découverts.

/

(éy Tiering On-Premises Dashboard Clusters @

3 2 E 1 | Show undiscovered clusters ‘

Si vos identifiants NSS sont enregistrés dans la console, les clusters de votre compte s’affichent dans la
liste.

Si vos identifiants NSS ne sont pas enregistrés, vous serez d’abord invité a les ajouter avant de pouvoir
voir les clusters non découverts.

Clusters (2/5) View all

Filter by: Undiscovered clusters Q

o TILKI 10:
= On-prem cluster IP Address

To optimize data tiering, discover your cluster. Please make sure your connector and cluster are on the same network Discover Cluster

=)\ SCHIMA 1000
— On-prem cluster IP Address

To optimize data tiering, discover your cluster. Please make sure your connector and cluster are on the same netwerk Discover Cluster

3. Cliquez sur Découvrir le cluster pour le cluster que vous souhaitez gérer via la console et implémenter la
hiérarchisation des données.

4. Sur la page Détails du cluster, saisissez le mot de passe du compte utilisateur administrateur et
sélectionnez Découvrir.

Notez que I'adresse IP de gestion du cluster est renseignée a partir des informations de votre compte
NSS.

5. Sur la page Détails et informations d’identification, le nom du cluster est ajouté en tant que nom du
systeme, sélectionnez donc Go.

Résultat



La console détecte le cluster et I'ajoute a la page Systémes en utilisant le nom du cluster comme nom du
systeme.

Vous pouvez activer le service de hiérarchisation ou d’autres services pour ce cluster dans le panneau de
droite.

Recherchez un cluster parmi tous les agents de la console.

Si vous utilisez plusieurs agents pour gérer 'ensemble du stockage de votre environnement, certains clusters
sur lesquels vous souhaitez implémenter la hiérarchisation peuvent se trouver sur un autre agent. Si vous ne
savez pas quel agent gére un cluster donné, vous pouvez effectuer une recherche parmi tous les agents a
I'aide de Cloud Tiering.

Etapes

1. Dans la barre de menu Cloud Tiering, sélectionnez le menu Actions et sélectionnez Rechercher le cluster
dans tous les agents.

— -
ré)' Tiering On-premises dashboard  Clusters || Addcluster

Timeline

Search for cluster
in all Connectors

@& 6 5 B 5 T8 | Show undiscovered clusters

All clusters On-pramises clusters Cloud volumes ONTAP

2. Dans la boite de dialogue de recherche qui s’affiche, saisissez le nom du cluster et sélectionnez
Rechercher.

Cloud Tiering affiche le nom de I'agent s’il parvient a trouver le cluster.

3. "Passez a I'agent et configurez la hiérarchisation pour le cluster”.

Gérer le stockage objet utilisé pour la hiérarchisation des
données dans NetApp Cloud Tiering

Une fois que vous avez configuré vos clusters ONTAP sur site pour hiérarchiser les
données vers un stockage d’objets particulier, vous pouvez effectuer des taches de
stockage d’'objets supplémentaires a I'aide de NetApp Cloud Tiering. Vous pouvez ajouter
un nouveau stockage d’objets, dupliquer vos données hiérarchisées sur un stockage
d’objets secondaire, permuter le stockage d’objets principal et le stockage d’objets miroir,
supprimer un stockage d’objets miroir d’'un agrégat, et bien plus encore.

Afficher les magasins d’objets configurés pour un cluster

Vous pouvez consulter tous les magasins d’objets configurés pour chaque cluster et les agrégats auxquels ils
sont rattachés.

Etapes

1. Depuis la page Clusters, sélectionnez I'icéne de menu d’un cluster et sélectionnez Informations sur le
magasin d’objets.

2. Consultez les détails concernant les magasins d’objets.

10
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Cet exemple montre a la fois un stockage d’objets Amazon S3 et un stockage d’objets Azure Blob
connectés a différents agrégats sur un cluster.

(0] bj ect Store Information Create New Object Store

Here you can see all the information on your ohject stores

E objecastores s & objecstores2 E
GENERAL INFO BUCKET INFO GENERAL INFO CONTAINER INFO
default buckist1 default Containert
bucketd 53 huch us-gast:1 Senver container AZ_ . Sk
35 ey AAVEMEDLL. AWE Account I Subs20 AAVENEDQL.. Contairer Region us-east-1
strachied Aggregate aggr torage Class/Rule 53 Glacier ins , Artached Aggregate 3 torage Class/Rule Hot{30d)-=>C .,
capacit O8TE Used capacity 1E0TB

Ajouter un nouveau magasin d’objets

Vous pouvez ajouter un nouveau stockage d’objets pour les agrégats dans votre cluster. Une fois créé, vous
pouvez I'associer a un agrégat.

Etapes

1. Depuis la page Clusters, sélectionnez I'icéne de menu d’un cluster et sélectionnez Informations sur le
magasin d’objets.

2. Sur la page Informations sur le magasin d’objets, sélectionnez Créer un nouveau magasin d’objets.

(0] bj ect Store Information Create New Object Store

Here you can see all the information on your ohject stores

E objeastores s & objecstores2 e
GENERAL INFO BUCKET INFO GENERAL INFO COMNTAINER INFO
default kel Maim bucket1 |Pspace default Cantainer Mame Containert
bucket?, 53 Jucket Regian us-2ast:1 Server container AZ . Storage Account A2
=5 Key AAVBMNEQLL. Subs20 AAVENEDQL.. us-east-1
ytached Aggregate agzr torage Class/Rule 53 Glacier Ins , Attached Aggregate 3 torage Class/Rule Hot{30d)-> C .
2d capacit O2TE Used capacity 1EOTE

L'assistant de stockage d’objets démarre. L'exemple ci-dessous montre comment créer un stockage
d’objets dans Amazon S3.

3. Définir le nom du stockage d’objets : Saisissez un nom pour ce stockage d’objets. Il doit étre unique par
rapport a tout autre stockage d’objets que vous pourriez utiliser avec des agrégats sur ce cluster.

4. Sélectionnez le fournisseur : Sélectionnez le fournisseur, par exemple Amazon Web Services, puis
sélectionnez Continuer.

5. Suivez les étapes décrites sur les pages Créer un stockage d’objets :

a. Compartiment S3 : Ajoutez un nouveau compartiment S3 ou sélectionnez un compartiment S3

11



existant commencant par le préfixe fabric-pool. Saisissez ensuite I'ID du compte AWS qui donne acces
au compartiment, sélectionnez la région du compartiment, puis sélectionnez Continuer.

Le préfixe fabric-pool est requis car la stratégie IAM de I'agent Console autorise I'instance a effectuer
des actions S3 sur des compartiments nommés avec ce préfixe exact. Par exemple, vous pourriez
nommer le compartiment S3 fabric-pool-AFF1, ou AFF1 est le nom du cluster.

b. Cycle de vie des classes de stockage : Cloud Tiering gére les transitions du cycle de vie de vos
données hiérarchisées. Les données sont initialement stockées dans la classe Standard, mais vous
pouvez créer une regle pour appliquer une classe de stockage différente aux données aprés un certain
nombre de jours.

Sélectionnez la classe de stockage S3 vers laquelle vous souhaitez transférer les données
hiérarchisées et le nombre de jours avant que les données ne soient affectées a cette classe, puis
sélectionnez Continuer. Par exemple, la capture d’écran ci-dessous montre que les données
hiérarchisées sont affectées a la classe Standard-IA a partir de la classe Standard aprés 45 jours de
stockage d’objets.

Si vous choisissez Conserver les données dans cette classe de stockage, les données restent
dans la classe de stockage Standard et aucune régle n’est appliquée. "Voir les classes de stockage
prises en charge".

Storage Class Life Cycle Management Connectivity

We'll move the tiered data through the storage classes that you include in the life cycle.
Learn more about Amazon 53 storage classes.

STORAGE CLASS SETUP

Standard

@ Move data from Standard to Standard-IA after 30 days in object store

O Keep data in this storage

N
Ktandard-IA No Time Limit

Standard-l1A

Intelligent-Tiering

One Zone-lA

Clariar Inctant Batricwa

Notez que la régle de cycle de vie s’applique a tous les objets du compartiment sélectionné.

a. ldentifiants : Saisissez I'ID de clé d’accés et la clé secréte d'un utilisateur IAM disposant des
autorisations S3 requises, puis sélectionnez Continuer.

L utilisateur IAM doit appartenir au méme compte AWS que le compartiment que vous avez sélectionné
ou créé sur la page Compartiment S3. Consultez les autorisations requises dans la section relative a


https://docs.netapp.com/fr-fr/data-services-cloud-tiering/reference-aws-support.html
https://docs.netapp.com/fr-fr/data-services-cloud-tiering/reference-aws-support.html

I'activation de la hiérarchisation.

b. Réseau de cluster : Sélectionnez I'espace IP ONTAP doit utiliser pour se connecter au stockage
d’objets, puis sélectionnez Continuer.

Le choix de I'espace IP approprié garantit que Cloud Tiering peut établir une connexion entre ONTAP
et le stockage d’objets de votre fournisseur de cloud.

Le magasin d’'objets est créé.

Vous pouvez désormais connecter le magasin d’objets a un agrégat de votre cluster.

Ajoutez un deuxiéme magasin d’objets a un agrégat pour la mise en miroir.

Vous pouvez connecter un deuxieme magasin d’objets a un agrégat pour créer un miroir FabricPool afin de
répartir les données de maniére synchrone entre deux magasins d’objets. Vous devez avoir un magasin
d’objets déja connecté a I'agrégat. "Découvrez-en plus sur les miroirs FabricPool" .

Lorsque vous utilisez une configuration MetroCluster , il est recommandé d'utiliser des stockages d’objets dans
le cloud public situés dans des zones de disponibilité différentes. "Pour en savoir plus sur les exigences de
MetroCluster , consultez la documentation ONTAP ." . Au sein d’'un MetroCluster, il est déconseillé d’utiliser
des agrégats non mis en miroir, car cela générera un message d’erreur.

Lorsque vous utilisez StorageGRID comme systeme de stockage d’objets dans une configuration MetroCluster
, les deux systéemes ONTAP peuvent effectuer une hiérarchisation FabricPool vers un seul systeme
StorageGRID . Chaque systeme ONTAP doit répartir les données dans différents compartiments.

Etapes
1. Sur la page Clusters, sélectionnez Configuration avancée pour le cluster sélectionné.

— AFF-DR_1 o . .
— On-prem cluster Calculate potential tiering savings [
Active Cluster 218 @2 278 r
Operational health Current tiered data Additional saving opportunities Destinations

2. Depuis la page Configuration avancée, faites glisser le magasin d’objets que vous souhaitez utiliser vers
'emplacement du magasin d’objets miroir.

Advanced Setup

Attach object stores to your aggregstes

5 Aggregates 4 Object Stores e

Q
ager-1 O o BT % aws, OB#1
Usad Caj ZTB

ty 452 TB sed Caparity 45.2TB

OB
aws DB#Z

24GIB IR 000 e on S i3 R <:I

b sed Capacity 45.27T8
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3. Dans la boite de dialogue Attacher un magasin d’objets, sélectionnez Attacher et le deuxieme magasin
d’objets est attaché a I'agrégat.

5 Aggregates B 4 Object Stores ed
agar-1 @ @ aws  OB® % aws OBH1
; ry 4527 d Capacity 45.2TB
10TiB 1TiB 1B
o DE#2 % Y, CB#z
p LT cTT 0 — f — ¥
ol i 452 TB SYNC in Progress Lised Capacity 45.2 TB

L’état du miroir affichera « Synchronisation en cours » pendant la synchronisation des deux magasins d’objets.
Le statut passera a « Synchronisé » une fois la synchronisation terminée.

Echangez le magasin d’objets principal et le magasin d’objets miroir

Vous pouvez remplacer le magasin d’objets principal et le magasin d’objets miroir par un agrégat. Le miroir du
magasin d’objets devient le miroir primaire, et le miroir primaire d’origine devient le miroir.

Etapes
1. Sur la page Clusters, sélectionnez Configuration avancée pour le cluster sélectionné.

(=) AFF-DR_1 P . »
= On-prem cluster Calculate potential tiering savings [4
Active Cluster 218 B2 218 v
Operational health Current tiered data Additional saving opportunities Destinations

2. Depuis la page Configuration avancée, sélectionnez I'icéne de menu de I'agrégat et sélectionnez Inverser
les destinations.

5 Aggregates Q 4 Object Stores (Sl
Modify Agsregaie T
. 2 Capacity 45278 d Capacity 45.27TB
TUTIE Swap Destinanons
Unmirror Object Store
e i aws. '_:'E"
= . fres
pLTcTT: T — r -—
ol 1 452 TB Synchronized Lsed Capacity 45.2 TR

3. Approuvez I'action dans la boite de dialogue et les magasins d’objets principal et miroir seront échangés.

Supprimer un magasin d’objets miroir d’un agrégat

Vous pouvez supprimer un miroir FabricPool si vous n’avez plus besoin de répliquer vers un stockage d’objets
supplémentaire.
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Etapes
1. Sur la page Clusters, sélectionnez Configuration avancée pour le cluster sélectionné.

(= AFF-DR_1 g . »
fa—] On-prem cluster Calculate potential tiering savings [
Active Cluster 218 @2 278 r
Operational health Current tiered data Additional saving opportunities Destinations

2. Sur la page Configuration avancée, sélectionnez 'icbne de menu de 'agrégat et sélectionnez
Désupprimer le magasin d’objets.

5 Aggregates Q 4 Object Stores @O
O — oae % - DE#1
dify Aggregate T
% ty 4527TH d Capacity 45.2TRB
10TiB Swiap Destinations
I Unmirror Object Store I
E ] DB#2 % B PE::
3 It
24GiB 4% 00 -
= : 452 TB Synchronized sed Capacity 452 TB

Le magasin d’objets miroir est supprimé de I'agrégat et les données hiérarchisées ne sont plus répliquées.

Lorsque vous supprimez le magasin d’objets miroir d’'une configuration MetroCluster , un

@ message vous demandera si vous souhaitez également supprimer le magasin d’objets principal.
Vous pouvez choisir de conserver le magasin d’objets principal associé a 'agrégat, ou de le
supprimer.

Migrez vos données hiérarchisées vers un autre fournisseur de cloud.

Le Cloud Tiering vous permet de migrer facilement vos données hiérarchisées vers un autre fournisseur de
cloud. Par exemple, si vous souhaitez migrer d’Amazon S3 vers Azure Blob, vous pouvez suivre les étapes ci-
dessus dans cet ordre :

1. Ajouter un stockage d’objets Blob Azure.

2. Attachez ce nouveau magasin d’objets comme miroir de I'agrégat existant.

3. Inverser les magasins d’objets principal et miroir.

4. Supprimez la mise en miroir du stockage d’objets Amazon S3.

Mesurer la latence réseau et les performances de débit
dans NetApp Cloud Tiering

Exécutez un test de performance cloud pour mesurer la latence réseau et les
performances de débit d’'un cluster ONTAP vers un stockage d’objets avant et aprés la
configuration de la hiérarchisation des données dans NetApp Cloud Tiering. Le test
permet également d’identifier les éventuelles défaillances survenues.
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Voici des exemples de résultats de performance :

Your cluster performance results

MNode: aff-02 A ‘ ‘ object-store-1 - Last check: 03/28/2023 01:30 pm (¥ Recheck performance

| Avg.Latency (ms)
PUT 4 MB 502 408.06 MB
GET 4 KB 749 15.05 MB
GET 8KB 197 28.35 MB
GET 32 KB 291 109.71 MB
GET 256 KB 361 714,38 MB

Mectice: We recommend that you run this check when the cluster is under 50% CPU utilization.

Avant de commencer

Il est préférable d’exécuter cette vérification lorsque le taux d’utilisation du processeur du cluster est inférieur a
50 %.

Etapes pour un cluster qui n’a pas été configuré pour la hiérarchisation
1. Dans le menu de navigation de gauche, sélectionnez Mobilité > Hiérarchisation cloud.

2. Depuis la page Clusters, sélectionnez I'icéne de menu d’un cluster et sélectionnez Test de performance
du cloud.

3. Vérifiez les détails et sélectionnez Continuer.
4. Suivez les instructions pour fournir les informations requises.

Les informations que vous devez fournir sont les mémes que si vous configuriez la hiérarchisation sur le
cluster.

5. Vous pouvez également poursuivre avec I'assistant de configuration des volumes hiérarchisés pour
terminer la configuration.

Etapes pour un cluster configuré pour la hiérarchisation
1. Dans le menu de navigation de gauche, sélectionnez Mobilité > Hiérarchisation cloud.

2. Depuis la page Clusters, sélectionnez I'icéne de menu d’un cluster et sélectionnez Test de performance
du cloud.

w

. Sélectionnez un nceud dans la liste déroulante.

N

. Consultez les résultats ou vérifiez a nouveau les performances.
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Obtenez une vue d’ensemble de la hiérarchisation des

données de vos clusters dans NetApp Cloud Tie

ring

NetApp Cloud Tiering offre une vue agrégée de la hiérarchisation des données de
chacun de vos clusters sur site. Cet apercu vous offre une vision claire de votre

environnement et vous permet de prendre les mesures appropriées.

Sélectionnez Cloud Tiering > Tableau de bord sur site pour afficher les détails suivants concernant votre

environnement.

4 1ip @ A

Current tiered data

Discovered clusters (Active) EW 3 Data overview Tiering overview
- 4 | 24.57e §
\ Clusters ¥ Totalused data |
& -
Hightieing M Lowtiering M No fiering Not eligible Tiered data B Colddsta Hot data B Noteligible
Add more clusters Tier your data
Policies @ Marketplace subscriptions @
Your 30-day free trial began when you set up data tiering
- Cold snapshots (1 valumes)
All DP user data {0 volumes) e
aws "
- Cold user data & snapshots (1 volumes)
Amazon Web Services Microsoft Azure
- All users data (1 volumes)
——— o policy (16 valumes)

18 TiB

Tiering opportunities

Manage BYOL licenses in the Digital wallet

2]

Google Cloud

Clusters découverts

Le nombre de clusters sur site que Cloud Tiering a détectés. Le graphique donne un apergu du niveau de

hiérarchisation de ces groupes.

* Hiérarchisation élevée - Clusters hiérarchisant plus de 20 % de leurs données froides

 Faible hiérarchisation - Clusters hiérarchisant moins de 20 % de leurs données froides

» Pas de hiérarchisation - Clusters qui ne hiérarchisent aucune donnée

* Non éligibles - Clusters ne prenant pas en charge la hiérarchisation des données

Apercu des données

La quantité de données utilisées par tous les clusters découverts. Le graphique montre la quantité de

données hiérarchisées pour ces clusters.

* Données hiérarchisées - L’'ensemble des données froides est transféré vers le cloud.

» Données froides - Total des données froides non hiérarchisées
* Données actives - Total des données actives en cours d’utilisation

* Non éligible - Total des données non hiérarchisées car le cluster ou le volume ne
la hiérarchisation des données.

prend pas en charge
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Apercu de la hiérarchisation

La quantité de données actuellement hiérarchisées et la quantité de données froides qui pourraient
potentiellement I'étre.

Politiques
Le nombre de fois ou chaque politique de hiérarchisation a été appliquée a un volume.

Abonnements a la plateforme

Le nombre de clusters associés a chaque type d’abonnement Marketplace et une indication concernant
I'état de votre abonnement.

Surveillez I’état des alertes de hiérarchisation de NetApp
Cloud Tiering

Vous pouvez consulter I'état des alertes de hiérarchisation de NetApp Cloud Tiering dans
le Centre de notifications de la NetApp Console .

Le Centre de natifications suit I'évolution des incidents de niveau afin que vous puissiez vérifier s’ils ont été

™y
résolus ou non. Vous pouvez afficher les notifications en sélectionnant ( ) dans la barre de menu de la
console.

A ce moment-la, un seul événement de mise a niveau apparaitra sous forme de notification :

Des données supplémentaires sont transférées du cluster <nom> vers le stockage objet afin d’économiser de
'espace de stockage.

Cette notification est une « recommandation » visant a améliorer I'efficacité du systéme et a réduire les colts
de stockage. Cela indique qu’un cluster hiérarchise moins de 20 % de ses données froides, y compris les
clusters qui ne hiérarchisent aucune donnée. Il fournit un lien vers le "Calculateur du co(t total de possession
et des économies de Cloud Tiering" pour vous aider a calculer vos économies.

La NetApp Console n’envoie pas d’e-mail pour cette notification.

"Apprenez-en davantage sur le Centre de notifications”.
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