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Configuration Express Fibre Channel

Vérification de la prise en charge de la configuration Linux
dans les baies E-Series (FC)

Pour assurer un fonctionnement fiable, vous créez un plan d’implémentation, puis utilisez
la matrice d’interopérabilité (IMT) de NetApp afin de vérifier que l’ensemble de la
configuration est pris en charge.

Étapes

1. Accédez au "Matrice d’interopérabilité NetApp".

2. Cliquez sur la vignette solution Search.

3. Dans la zone Menu:protocoles[hôte SAN], cliquez sur le bouton Ajouter en regard de hôte SAN E-Series.

4. Cliquez sur Afficher les critères de recherche de raffinage.

La section améliorer les critères de recherche s’affiche. Dans cette section, vous pouvez sélectionner le
protocole qui s’applique, ainsi que d’autres critères pour la configuration, tels que le système d’exploitation,
le système d’exploitation NetApp et le pilote multivoie hôte.

5. Sélectionnez les critères que vous savez que vous voulez pour votre configuration, puis voyez quels
éléments de configuration compatibles s’appliquent.

6. Si nécessaire, effectuez les mises à jour de votre système d’exploitation et de votre protocole qui sont
prescrits dans l’outil.

Les informations détaillées concernant la configuration choisie sont accessibles sur la page Afficher les
configurations prises en charge en cliquant sur la flèche de droite.

Configuration des adresses IP à l’aide du protocole DHCP
dans E-Series - Linux (FC)

Pour configurer les communications entre la station de gestion et la matrice de stockage,
utilisez le protocole DHCP (Dynamic Host Configuration Protocol) pour fournir des
adresses IP.

Avant de commencer

Assurez-vous de disposer des éléments suivants :

• Un serveur DHCP installé et configuré sur le même sous-réseau que les ports de gestion du stockage.

Description de la tâche

Chaque baie de stockage dispose d’un contrôleur (simplex) ou de deux contrôleurs (duplex), et chaque
contrôleur dispose de deux ports de gestion du stockage. Une adresse IP est attribuée à chaque port de
gestion.

Les instructions suivantes se rapportent à une matrice de stockage dotée de deux contrôleurs (configuration
duplex).

1

https://mysupport.netapp.com/matrix


Étapes

1. Si ce n’est déjà fait, connectez un câble Ethernet à la station de gestion et au port de gestion 1 de chaque
contrôleur (A et B).

Le serveur DHCP attribue une adresse IP au port 1 de chaque contrôleur.

N’utilisez pas le port de gestion 2 sur l’un ou l’autre contrôleur. Le port 2 est réservé au
personnel technique de NetApp.

Si vous déconnectez et reconnectez le câble Ethernet, ou si la matrice de stockage est mise
hors/sous tension, DHCP attribue de nouveau des adresses IP. Ce processus se produit
jusqu’à ce que les adresses IP statiques soient configurées. Il est recommandé d’éviter de
débrancher le câble ou de mettre hors tension la matrice.

Si la matrice de stockage ne parvient pas à obtenir les adresses IP attribuées par DHCP dans les 30
secondes, les adresses IP par défaut suivantes sont définies :

◦ Contrôleur A, port 1: 169.254.128.101

◦ Contrôleur B, port 1 : 169.254.128.102

◦ Masque de sous-réseau : 255.255.0.0

2. Repérez l’étiquette d’adresse MAC située à l’arrière de chaque contrôleur, puis fournissez à votre
administrateur réseau l’adresse MAC du port 1 de chaque contrôleur.

Votre administrateur réseau a besoin des adresses MAC pour déterminer l’adresse IP de chaque
contrôleur. Vous aurez besoin des adresses IP pour vous connecter à votre système de stockage via votre
navigateur.

Installer SANtricity Storage Manager pour SMcli (version
11.53 ou antérieure) - Linux (FC)

Si vous utilisez le logiciel SANtricity 11.53 ou une version antérieure, vous pouvez
installer le logiciel SANtricity Storage Manager sur votre station de gestion pour vous
aider à gérer la baie.

SANtricity Storage Manager inclut l’interface de ligne de commande (CLI) pour des tâches de gestion
supplémentaires, ainsi que l’agent de contexte hôte pour la communication des informations de configuration
de l’hôte aux contrôleurs de la baie de stockage via le chemin d’E/S.

Si vous utilisez le logiciel SANtricity 11.60 ou une version ultérieure, vous n’avez pas besoin de
suivre ces étapes. L’interface de ligne de commande sécurisée SANtricity (SMcli) est inclus
dans le système d’exploitation SANtricity et téléchargeable via SANtricity System Manager. Pour
plus d’informations sur le téléchargement de SMcli via le Gestionnaire système SANtricity,
reportez-vous au "Téléchargez la rubrique de l’interface de ligne de commande dans l’aide en
ligne de SANtricity System Manager"

À partir de la version 11.80.1 du logiciel SANtricity, l’agent de contexte hôte n’est plus pris en
charge.

Avant de commencer
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Assurez-vous de disposer des éléments suivants :

• SANtricity 11.53 ou version antérieure.

• Privilèges administrateur ou superutilisateur corrects.

• Un système pour le client SANtricity Storage Manager avec la configuration minimale requise suivante :

◦ RAM : 2 Go pour Java Runtime Engine

◦ Espace disque : 5 Go

◦ OS/Architecture : pour obtenir des conseils sur la détermination des versions et architectures de
systèmes d’exploitation pris en charge, allez à "Support NetApp". Dans l’onglet Downloads, accédez
au menu :Downloads[E-Series SANtricity Storage Manager].

Description de la tâche

Cette tâche décrit l’installation de SANtricity Storage Manager sur les plates-formes Windows et Linux, car
Windows et Linux sont des plates-formes de station de gestion communes lorsque Linux est utilisé pour l’hôte
de données.

Étapes

1. Téléchargez la version du logiciel SANtricity sur "Support NetApp". Dans l’onglet Downloads, accédez au
menu :Downloads[E-Series SANtricity Storage Manager].

2. Exécutez le programme d’installation de SANtricity.

Répertoires de base Linux

Double-cliquez sur le paquet d’installation
SMIA*.exe pour lancer l’installation.

a. Accédez au répertoire où se trouve le package
d’installation SMIA*.bin.

b. Si le point de montage temporaire ne dispose
pas d’autorisations d’exécution, définissez le
IATEMPDIR variable. Exemple :
IATEMPDIR=/root ./SMIA-LINUXX64-

11.25.0A00.0002.bin

c. Exécutez le chmod +x SMIA*.bin
commande permettant d’accorder l’autorisation
d’exécution au fichier.

d. Exécutez le ./SMIA*.bin pour démarrer le
programme d’installation.

3. Utilisez l’assistant d’installation pour installer le logiciel sur la station de gestion.

Configurez votre stockage à l’aide de SANtricity System
Manager - Linux (FC)

Pour configurer votre baie de stockage, utilisez l’assistant d’installation de SANtricity
System Manager.

SANtricity System Manager est une interface web intégrée à chaque contrôleur. Pour accéder à l’interface
utilisateur, pointez un navigateur vers l’adresse IP du contrôleur. Un assistant d’installation vous aide à
commencer la configuration du système.
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Avant de commencer

Assurez-vous de disposer des éléments suivants :

• Gestion hors bande.

• Station de gestion pour accéder à SANtricity System Manager incluant l’un des navigateurs suivants :

Navigateur Version minimale

Google Chrome 89

Microsoft Edge 90

Mozilla Firefox 80

Safari 14

Description de la tâche

L’assistant redémarre automatiquement lorsque vous ouvrez System Manager ou actualisez votre navigateur
et au moins une des conditions suivantes est remplie :

• Aucun pool et groupe de volumes n’est détecté.

• Aucune charge de travail n’est détectée.

• Aucune notification n’est configurée.

Étapes

1. Depuis votre navigateur, saisissez l’URL suivante : https://<DomainNameOrIPAddress>

IPAddress est l’adresse de l’un des contrôleurs de la baie de stockage.

Lors de la première ouverture du Gestionnaire système SANtricity sur une matrice qui n’a pas été
configurée, l’invite définir le mot de passe administrateur s’affiche. La gestion de l’accès basée sur les
rôles configure quatre rôles locaux : administrateur, support, sécurité et contrôle. Ces trois derniers rôles
ont des mots de passe aléatoires qui ne peuvent être devinés. Après avoir défini un mot de passe pour le
rôle admin, vous pouvez modifier tous les mots de passe à l’aide des informations d’identification admin.
Pour plus d’informations sur les quatre rôles d’utilisateur locaux, consultez l’aide en ligne disponible dans
l’interface utilisateur SANtricity System Manager.

2. Entrez le mot de passe du Gestionnaire système pour le rôle admin dans les champs définir le mot de
passe administrateur et confirmer le mot de passe, puis cliquez sur définir le mot de passe.

L’assistant d’installation se lance s’il n’y a pas de pools, de groupes de volumes, de charges de travail ou
de notifications configurés.

3. Utilisez l’assistant de configuration pour effectuer les tâches suivantes :

◦ Vérifier le matériel (contrôleurs et lecteurs) — vérifier le nombre de contrôleurs et de lecteurs dans
la matrice de stockage. Attribuez un nom à la matrice.

◦ Vérifier les hôtes et les systèmes d’exploitation — vérifier les types d’hôte et de système
d’exploitation auxquels la matrice de stockage peut accéder.
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◦ Accept pools — acceptez la configuration de pool recommandée pour la méthode d’installation
express. Un pool est un groupe logique de lecteurs.

◦ Configurer les alertes — permettre à System Manager de recevoir des notifications automatiques en
cas de problème avec la matrice de stockage.

◦ Activer AutoSupport — surveille automatiquement l’état de santé de votre matrice de stockage et
envoie des interventions au support technique.

4. Si vous n’avez pas encore créé de volume, créez-en un en accédant au Storage › volumes › Créer ›
Volume.

Pour plus d’informations, consultez l’aide en ligne de SANtricity System Manager.

Configuration des logiciels multivoies dans E-Series - Linux
(FC)

Pour fournir un chemin redondant à la baie de stockage, vous pouvez configurer le
logiciel multivoie.

Avant de commencer

Vous devez installer les modules requis sur votre système.

• Pour les hôtes Red Hat (RHEL), vérifiez que les packages sont installés en cours d’exécution rpm -q
device-mapper-multipath.

• Pour les hôtes SLES, vérifiez que les packages sont installés en cours d’exécution rpm -q multipath-
tools.

Si vous n’avez pas encore installé le système d’exploitation, utilisez le support fourni par le fournisseur de
votre système d’exploitation.

Description de la tâche

Le logiciel multivoie fournit un chemin redondant à la baie de stockage en cas de perturbation de l’un des
chemins physiques. Le logiciel multivoie présente le système d’exploitation avec un seul périphérique virtuel
qui représente les chemins physiques actifs vers le stockage. Le logiciel multichemin gère également le
processus de basculement qui met à jour le périphérique virtuel.

Vous utilisez l’outil DM-MP (device mapper multipath) pour les installations Linux. Par défaut, DM-MP est
désactivé dans RHEL et SLES. Procédez comme suit pour activer les composants DM-MP sur l’hôte.

Étapes

1. Si aucun fichier multipath.conf n’est déjà créé, exécutez le # touch /etc/multipath.conf
commande.

2. Utilisez les paramètres de chemins d’accès multiples par défaut en laissant le fichier multipath.conf vide.

3. Démarrez le service multivoie.

# systemctl start multipathd

4. Enregistrez votre version du noyau en exécutant le uname -r commande.
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# uname -r

3.10.0-327.el7.x86_64

Vous utiliserez ces informations lorsque vous affectez des volumes à l’hôte.

5. Activez le démon multipathd au démarrage.

systemctl enable multipathd

6. Reconstruire le initramfs image ou initrd image sous le répertoire /boot :

dracut --force --add multipath

7. Assurez-vous que l’image /boot/initramers-* ou l’image /boot/initrd-* nouvellement créée est sélectionnée
dans le fichier de configuration de démarrage.

Par exemple, pour GRUB c’est /boot/grub/menu.lst et pour le grub2 c’est
/boot/grub2/menu.cfg.

8. Utilisez le "Créer l’hôte manuellement" procédure de l’aide en ligne pour vérifier si les hôtes sont définis.
Vérifiez que chaque paramètre de type d’hôte est basé sur les informations du noyau recueillies dans
étape 4.

L’équilibrage automatique de la charge est désactivé pour tous les volumes mappés vers les
hôtes exécutant le noyau 3.9 ou version antérieure.

9. Redémarrez l’hôte.

Configuration du fichier multipath.conf dans E-Series -
Linux (FC)

Le fichier multipath.conf est le fichier de configuration du démon multipathd.

Le fichier multipathd.conf remplace la table de configuration intégrée pour multipathd.

Pour les systèmes d’exploitation SANtricity 8.30 et versions ultérieures, NetApp recommande
d’utiliser les paramètres par défaut tels que fournis.

Aucune modification de /etc/multipath.conf n’est requise.

Configuration des commutateurs FC dans E-Series - Linux
(FC)

La configuration (segmentation) des commutateurs Fibre Channel (FC) permet aux hôtes
de se connecter à la baie de stockage et de limiter le nombre de chemins. Vous pouvez

6

https://docs.netapp.com/us-en/e-series-santricity/sm-storage/create-host-manually.html


segmenter les commutateurs à l’aide de l’interface de gestion.

Avant de commencer

Assurez-vous de disposer des éléments suivants :

• Identifiants d’administrateur pour les commutateurs.

• WWPN de chaque port initiateur hôte et de chaque port cible de contrôleur connecté au commutateur.
(Utilisez votre utilitaire HBA pour la découverte.)

Description de la tâche

Chaque port initiateur doit se trouver dans une zone distincte avec l’ensemble des ports cibles correspondants.
Pour plus de détails sur la segmentation de vos commutateurs, reportez-vous à la documentation du
fournisseur du commutateur.

Étapes

1. Connectez-vous au programme d’administration des commutateurs FC, puis sélectionnez l’option de
configuration du zoning.

2. Créer une nouvelle zone qui inclut le premier port initiateur hôte et qui inclut également tous les ports
cibles qui se connectent au même commutateur FC que l’initiateur.

3. Créer des zones supplémentaires pour chaque port d’initiateur hôte FC dans le commutateur.

4. Enregistrer les zones, puis activer la nouvelle configuration de zoning.

Détermination des WWPN (Host Worldwide Port Name) dans
les systèmes E-Series - Linux (FC)

Vous installez un utilitaire HBA FC, ce qui vous permet d’afficher le nom international du
port (WWPN) de chaque port hôte.

En outre, vous pouvez utiliser l’utilitaire HBA pour modifier les paramètres recommandés dans la colonne
Notes de l' "Matrice d’interopérabilité NetApp" pour la configuration prise en charge.

Description de la tâche

Consultez les instructions suivantes pour les utilitaires HBA :

• La plupart des fournisseurs HBA proposent un utilitaire HBA. Vous aurez besoin de la version appropriée
de HBA pour votre système d’exploitation hôte et votre processeur. Voici des exemples d’utilitaires FC HBA
:

◦ Emulex OneCommand Manager pour les HBA Emulex

◦ QConverge Console de QLogic pour les HBA QLogic

Étapes

1. Téléchargez l’utilitaire approprié à partir du site Web du fournisseur de votre carte HBA.

2. Installez l’utilitaire.

3. Sélectionnez les paramètres appropriés dans l’utilitaire HBA.

Les paramètres appropriés pour votre configuration sont répertoriés dans la colonne Notes de l' "Matrice
d’interopérabilité NetApp".
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Création de partitions et de systèmes de fichiers dans E-
Series - Linux (FC)

Comme une nouvelle LUN n’a pas de partition ni de système de fichiers lorsque l’hôte
Linux le détecte pour la première fois, vous devez formater la LUN avant de pouvoir
l’utiliser. Si vous le souhaitez, vous pouvez créer un système de fichiers sur la LUN.

Avant de commencer

Assurez-vous de disposer des éléments suivants :

• LUN détectée par l’hôte.

• Une liste des disques disponibles. (Pour voir les disques disponibles, exécutez le ls dans le dossier
/dev/mapper.)

Description de la tâche

Vous pouvez initialiser le disque en tant que disque de base avec une table de partition GUID (GPT) ou un
enregistrement de démarrage maître (MBR).

Formatez la LUN avec un système de fichiers tel que ext4. Certaines applications ne nécessitent pas cette
étape.

Étapes

1. Récupérez l’ID SCSI du disque mappé en émettant le sanlun lun show -p commande.

L’ID SCSI est une chaîne de 33 caractères hexadécimaux, commençant par le nombre 3. Si les noms
conviviaux sont activés, Device Mapper signale les disques comme mpath au lieu d’un ID SCSI.
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# sanlun lun show -p

                E-Series Array: ictm1619s01c01-

SRP(60080e50002908b40000000054efb9d2)

                   Volume Name:

               Preferred Owner: Controller in Slot B

                 Current Owner: Controller in Slot B

                          Mode: RDAC (Active/Active)

                       UTM LUN: None

                           LUN: 116

                      LUN Size:

                       Product: E-Series

                   Host Device:

mpathr(360080e50004300ac000007575568851d)

              Multipath Policy: round-robin 0

            Multipath Provider: Native

--------- ---------- ------- ------------

----------------------------------------------

host      controller                      controller

path      path       /dev/   host         target

state     type       node    adapter      port

--------- ---------- ------- ------------

----------------------------------------------

up        secondary  sdcx    host14       A1

up        secondary  sdat    host10       A2

up        secondary  sdbv    host13       B1

2. Créez une nouvelle partition selon la méthode appropriée à votre version de Linux OS.

En général, les caractères identifiant la partition d’un disque sont ajoutés à l’ID SCSI (numéro 1 ou p3 par
exemple).

# parted -a optimal -s -- /dev/mapper/360080e5000321bb8000092b1535f887a

mklabel

gpt mkpart primary ext4 0% 100%

3. Créez un système de fichiers sur la partition.

La méthode de création d’un système de fichiers varie en fonction du système de fichiers choisi.

# mkfs.ext4 /dev/mapper/360080e5000321bb8000092b1535f887a1

4. Créez un dossier pour monter la nouvelle partition.
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# mkdir /mnt/ext4

5. Montez la partition.

# mount /dev/mapper/360080e5000321bb8000092b1535f887a1 /mnt/ext4

Vérification de l’accès au stockage sur l’hôte dans E-Series
- Linux (FC)

Avant d’utiliser le volume, vérifiez que l’hôte peut écrire les données sur le volume et les
lire de nouveau.

Avant de commencer

Assurez-vous de disposer des éléments suivants :

• Volume initialisé au format avec un système de fichiers.

Étapes

1. Sur l’hôte, copiez un ou plusieurs fichiers vers le point de montage du disque.

2. Copiez les fichiers dans un autre dossier sur le disque d’origine.

3. Exécutez le diff pour comparer les fichiers copiés aux originaux.

Une fois que vous avez terminé

Supprimez le fichier et le dossier que vous avez copiés.

Enregistrez votre configuration FC dans E-Series - Linux

Vous pouvez générer et imprimer un PDF de cette page, puis utiliser la fiche technique
suivante pour enregistrer les informations de configuration du stockage FC. Vous avez
besoin de ces informations pour effectuer les tâches de provisionnement.

L’illustration montre un hôte connecté à une baie de stockage E-Series dans deux zones. Une zone est
indiquée par la ligne bleue ; l’autre zone est indiquée par la ligne rouge. Chaque port unique possède deux
chemins d’accès au stockage (un pour chaque contrôleur).
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Identifiants d’hôte

N° de légende Connexions de port hôte
(initiateur)

WWPN

1 Hôte non applicable

2 Port hôte 0 vers zone de
commutation FC 0

7 Port hôte 1 vers zone de
commutation FC 1

Identifiants cibles

N° de légende Connexions de port (cible) du
contrôleur de matrice

WWPN

3 Commutateur non applicable

6 Contrôleur de baie (cible) non applicable

5 Contrôleur A, port 1 vers le
commutateur FC 1

9 Contrôleur A, port 2 vers le
commutateur FC 2

4 Contrôleur B, port 1 vers le
commutateur FC 1
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N° de légende Connexions de port (cible) du
contrôleur de matrice

WWPN

8 Contrôleur B, port 2 vers le
commutateur FC 2

Hôte de mappage

Nom d’hôte de mappage

Type de système d’exploitation hôte
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