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Configurer une relation de réplication

Créer une planification de tâche de réplication

Que vous répliquiez des données d’Element vers ONTAP ou d' ONTAP vers Element,
vous devez configurer une planification de tâches, spécifier une stratégie, puis créer et
initialiser la relation. Vous pouvez utiliser une stratégie par défaut ou personnalisée.

Vous pouvez utiliser le job schedule cron create commande permettant de créer une planification de
tâche de réplication. La planification des tâches détermine à quel moment SnapMirror met automatiquement à
jour la relation de protection des données à laquelle cette planification est associée.

À propos de cette tâche

Vous définissez un planning de travail lorsque vous créez une relation de protection des données. Si vous
n’attribuez pas de calendrier de travail, vous devez mettre à jour la relation manuellement.

Étape

1. Créer un planning de travail :

job schedule cron create -name job_name -month month -dayofweek day_of_week

-day day_of_month -hour hour -minute minute

Pour -month , -dayofweek , et -hour , vous pouvez spécifier all pour exécuter la tâche
respectivement chaque mois, chaque jour de la semaine et chaque heure.

À partir d' ONTAP 9.10.1, vous pouvez inclure le serveur virtuel dans votre planification des tâches :

job schedule cron create -name job_name -vserver Vserver_name -month month

-dayofweek day_of_week -day day_of_month -hour hour -minute minute

L’exemple suivant crée une planification de tâches nommée my_weekly qui a lieu le samedi à 3h00 du
matin :

cluster_dst::> job schedule cron create -name my_weekly -dayofweek

"Saturday" -hour 3 -minute 0

Personnaliser une stratégie de réplication

Créer une politique de réplication personnalisée

Vous pouvez utiliser une stratégie par défaut ou personnalisée lors de la création d’une
relation de réplication. Pour une politique de réplication unifiée personnalisée, vous
devez définir une ou plusieurs règles qui déterminent quelles copies d’instantané sont
transférées lors de l’initialisation et de la mise à jour.

Vous pouvez créer une stratégie de réplication personnalisée si la stratégie par défaut d’une relation ne
convient pas. Vous pourriez par exemple vouloir compresser les données lors d’un transfert réseau, ou
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modifier le nombre de tentatives effectuées par SnapMirror pour transférer les copies d’instantané.

À propos de cette tâche

Le type de politique de la politique de réplication détermine le type de relation qu’elle prend en charge. Le
tableau ci-dessous présente les types de polices disponibles.

Type de politique Type de relation

miroir asynchrone SnapMirror DR

coffre-miroir Réplication unifiée

Étape

1. Créer une stratégie de réplication personnalisée :

snapmirror policy create -vserver SVM -policy policy -type async-

mirror|mirror-vault -comment comment -tries transfer_tries -transfer-priority

low|normal -is-network-compression-enabled true|false

Pour connaître la syntaxe complète des commandes, consultez la page de manuel.

À partir d' ONTAP 9.5, vous pouvez spécifier la planification de création d’une planification de copie
d’instantané commune pour les relations synchrones SnapMirror en utilisant -common-snapshot
-schedule paramètre. Par défaut, la fréquence de copie des instantanés pour les relations synchrones
SnapMirror est d’une heure. Vous pouvez spécifier une valeur comprise entre 30 minutes et deux heures
pour la planification de la copie d’instantané pour les relations synchrones SnapMirror .

L’exemple suivant crée une stratégie de réplication personnalisée pour SnapMirror DR qui active la
compression réseau pour les transferts de données :

cluster_dst::> snapmirror policy create -vserver svm1 -policy

DR_compressed -type async-mirror -comment “DR with network compression

enabled” -is-network-compression-enabled true

L’exemple suivant crée une stratégie de réplication personnalisée pour la réplication unifiée :

cluster_dst::> snapmirror policy create -vserver svm1 -policy my_unified

-type mirror-vault

Après avoir terminé

Pour les types de politiques « mirror-vault », vous devez définir des règles qui déterminent quelles copies
d’instantané sont transférées lors de l’initialisation et de la mise à jour.

Utilisez le snapmirror policy show commande permettant de vérifier que la politique SnapMirror a été
créée. Pour connaître la syntaxe complète des commandes, consultez la page de manuel.
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Définir une règle pour une politique

Pour les politiques personnalisées de type « mirror-vault », vous devez définir au moins
une règle qui détermine quelles copies d’instantané sont transférées lors de l’initialisation
et de la mise à jour. Vous pouvez également définir des règles pour les politiques par
défaut avec le type de politique « mirror-vault ».

À propos de cette tâche

Chaque politique de type « mirror-vault » doit comporter une règle spécifiant quelles copies d’instantané
répliquer. La règle « bi-mensuelle », par exemple, indique que seules les copies instantanées auxquelles est
attribuée l’étiquette SnapMirror « bi-mensuelle » doivent être répliquées. Vous attribuez l’étiquette SnapMirror
lors de la configuration des copies d’instantanés Element.

Chaque type de politique est associé à une ou plusieurs règles définies par le système. Ces règles sont
automatiquement attribuées à une politique lorsque vous spécifiez son type de politique. Le tableau ci-dessous
présente les règles définies par le système.

Règle définie par le système Utilisé dans les types de polices Résultat

sm_créé miroir asynchrone, coffre-fort miroir Une copie instantanée créée par
SnapMirror est transférée lors de
l’initialisation et de la mise à jour.

tous les jours coffre-miroir De nouvelles copies instantanées
de la source portant l’étiquette
SnapMirror « daily » sont
transférées lors de l’initialisation et
de la mise à jour.

hebdomadaire coffre-miroir De nouvelles copies instantanées
de la source portant l’étiquette
SnapMirror « hebdomadaire » sont
transférées lors de l’initialisation et
de la mise à jour.

mensuel coffre-miroir De nouvelles copies instantanées
de la source portant l’étiquette
SnapMirror « mensuelle » sont
transférées lors de l’initialisation et
de la mise à jour.

Vous pouvez spécifier des règles supplémentaires selon vos besoins, pour les politiques par défaut ou
personnalisées. Par exemple:

• Pour la valeur par défaut MirrorAndVault Dans le cadre de cette politique, vous pouvez créer une règle
appelée « bi-monthly » pour faire correspondre les copies instantanées sur la source avec l’étiquette
SnapMirror « bi-monthly ».

• Pour une politique personnalisée avec le type de politique « mirror-vault », vous pouvez créer une
règle appelée « bi-weekly » pour faire correspondre les copies instantanées sur la source avec
l’étiquette SnapMirror « bi-weekly ».
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Étape

1. Définir une règle pour une politique :

snapmirror policy add-rule -vserver SVM -policy policy_for_rule -snapmirror

-label snapmirror-label -keep retention_count

Pour connaître la syntaxe complète des commandes, consultez la page de manuel.

L’exemple suivant ajoute une règle avec l’étiquette SnapMirror bi-monthly par défaut MirrorAndVault
politique:

cluster_dst::> snapmirror policy add-rule -vserver svm1 -policy

MirrorAndVault -snapmirror-label bi-monthly -keep 6

L’exemple suivant ajoute une règle avec l’étiquette SnapMirror bi-weekly à la douane my_snapvault
politique:

cluster_dst::> snapmirror policy add-rule -vserver svm1 -policy

my_snapvault -snapmirror-label bi-weekly -keep 26

L’exemple suivant ajoute une règle avec l’étiquette SnapMirror app_consistent à la douane Sync
politique:

cluster_dst::> snapmirror policy add-rule -vserver svm1 -policy Sync

-snapmirror-label app_consistent -keep 1

Vous pouvez ensuite répliquer des copies d’instantanés du cluster source qui correspondent à cette
étiquette SnapMirror :

cluster_src::> snapshot create -vserver vs1 -volume vol1 -snapshot

snapshot1 -snapmirror-label app_consistent

Créer une relation de réplication

Créez une relation entre une source Element et une destination ONTAP .

La relation entre le volume source dans le stockage principal et le volume de destination
dans le stockage secondaire est appelée relation de protection des données. Vous
pouvez utiliser le snapmirror create commande permettant de créer une relation de
protection des données d’une source Element vers une destination ONTAP , ou d’une
source ONTAP vers une destination Element.

Vous pouvez utiliser SnapMirror pour répliquer des copies instantanées d’un volume Element vers un système
de destination ONTAP . En cas de sinistre sur le site Element, vous pouvez fournir des données aux clients à
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partir du système ONTAP , puis réactiver le volume source Element une fois le service rétabli.

Avant de commencer

• Le nœud Element contenant le volume à répliquer doit avoir été rendu accessible à ONTAP.

• Le volume Element doit avoir été activé pour la réplication SnapMirror .

• Si vous utilisez le type de stratégie « mirror-vault », une étiquette SnapMirror doit avoir été configurée
pour que les copies d’instantané Element soient répliquées.

Vous ne pouvez effectuer cette tâche que dans le"Interface utilisateur Web du logiciel
Element" ou en utilisant le"Méthodes API" .

À propos de cette tâche

Vous devez spécifier le chemin source de l’élément dans le formulaire <hostip:>/lun/<name> , où “lun” est
la chaîne de caractères réelle “lun” et name est le nom du volume Element.

Un volume Element est à peu près équivalent à un LUN ONTAP . SnapMirror crée un LUN portant le nom du
volume Element lorsqu’une relation de protection des données entre le logiciel Element et ONTAP est
initialisée. SnapMirror réplique les données sur un LUN existant si celui-ci répond aux exigences de réplication
du logiciel Element vers ONTAP.

Les règles de réplication sont les suivantes :

• Un volume ONTAP ne peut contenir que des données provenant d’un seul volume Element.

• Vous ne pouvez pas répliquer les données d’un volume ONTAP vers plusieurs volumes Element.

Dans ONTAP 9.3 et versions antérieures, un volume de destination peut contenir jusqu’à 251 copies
d’instantané. Dans ONTAP 9.4 et versions ultérieures, un volume de destination peut contenir jusqu’à 1019
copies d’instantané.

Étape

1. À partir du cluster de destination, créez une relation de réplication d’une source Element vers une
destination ONTAP :

snapmirror create -source-path <hostip:>/lun/<name> -destination-path

<SVM:volume>|<cluster://SVM/volume> -type XDP -schedule schedule -policy

<policy>

Pour connaître la syntaxe complète des commandes, consultez la page de manuel.

L’exemple suivant crée une relation SnapMirror DR en utilisant la configuration par défaut. MirrorLatest
politique:

cluster_dst::> snapmirror create -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst -type XDP -schedule my_daily

-policy MirrorLatest

L’exemple suivant crée une relation de réplication unifiée à l’aide de la configuration par défaut.
MirrorAndVault politique:
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cluster_dst:> snapmirror create -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst -type XDP -schedule my_daily

-policy MirrorAndVault

L’exemple suivant crée une relation de réplication unifiée à l’aide de Unified7year politique:

cluster_dst::> snapmirror create -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst -type XDP -schedule my_daily

-policy Unified7year

L’exemple suivant crée une relation de réplication unifiée à l’aide de la configuration personnalisée
my_unified politique:

cluster_dst::> snapmirror create -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst -type XDP -schedule my_daily

-policy my_unified

Après avoir terminé

Utilisez le snapmirror show commande permettant de vérifier que la relation SnapMirror a été créée. Pour
connaître la syntaxe complète des commandes, consultez la page de manuel.

Créez une relation entre une source ONTAP et une destination Element.

À partir d' ONTAP 9.4, vous pouvez utiliser SnapMirror pour répliquer des copies
instantanées d’un LUN créé sur une source ONTAP vers une destination Element. Vous
pourriez utiliser le LUN pour migrer des données d' ONTAP vers le logiciel Element.

Avant de commencer

• Le nœud de destination de l’élément doit avoir été rendu accessible à ONTAP.

• Le volume Element doit avoir été activé pour la réplication SnapMirror .

À propos de cette tâche

Vous devez spécifier le chemin de destination de l’élément dans le formulaire <hostip:>/lun/<name> , où
“lun” est la chaîne de caractères réelle “lun” et name est le nom du volume Element.

Les règles de réplication sont les suivantes :

• La relation de réplication doit avoir une politique de type « async-mirror ».

Vous pouvez utiliser une stratégie par défaut ou personnalisée.

• Seuls les LUN iSCSI sont pris en charge.

• Vous ne pouvez pas répliquer plus d’un LUN d’un volume ONTAP vers un volume Element.

• Vous ne pouvez pas répliquer un LUN d’un volume ONTAP vers plusieurs volumes Element.
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Étape

1. Créez une relation de réplication d’une source ONTAP vers une destination Element :

snapmirror create -source-path <SVM:volume>|<cluster://SVM/volume>

-destination-path <hostip:>/lun/<name> -type XDP -schedule schedule -policy

<policy>

Pour connaître la syntaxe complète des commandes, consultez la page de manuel.

L’exemple suivant crée une relation SnapMirror DR en utilisant la configuration par défaut. MirrorLatest
politique:

cluster_dst::> snapmirror create -source-path svm_1:volA_dst

-destination-path 10.0.0.11:/lun/0005 -type XDP -schedule my_daily

-policy MirrorLatest

L’exemple suivant crée une relation SnapMirror DR à l’aide de la configuration personnalisée. my_mirror
politique:

cluster_dst::> snapmirror create -source-path svm_1:volA_dst

-destination-path 10.0.0.11:/lun/0005 -type XDP -schedule my_daily

-policy my_mirror

Après avoir terminé

Utilisez le snapmirror show commande permettant de vérifier que la relation SnapMirror a été créée. Pour
connaître la syntaxe complète des commandes, consultez la page de manuel.

Initialiser une relation de réplication

Pour tous les types de relations, l’initialisation effectue un transfert de base : elle crée une
copie instantanée du volume source, puis transfère cette copie et tous les blocs de
données auxquels elle fait référence vers le volume de destination.

Avant de commencer

• Le nœud Element contenant le volume à répliquer doit avoir été rendu accessible à ONTAP.

• Le volume Element doit avoir été activé pour la réplication SnapMirror .

• Si vous utilisez le type de stratégie « mirror-vault », une étiquette SnapMirror doit avoir été configurée
pour que les copies d’instantané Element soient répliquées.

Vous ne pouvez effectuer cette tâche que dans le"Interface utilisateur Web du logiciel
Element" ou en utilisant le"Méthodes API" .

À propos de cette tâche

Vous devez spécifier le chemin source de l’élément dans le formulaire <hostip:>/lun/<name> , où “lun” est
la chaîne de caractères réelle “lun” et name est le nom du volume Element.
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L’initialisation peut prendre du temps. Il serait peut-être judicieux d’effectuer le transfert de base en dehors des
heures de pointe.

Si l’initialisation d’une relation entre une source ONTAP et une destination Element échoue pour
une raison quelconque, elle continuera d’échouer même après que vous ayez corrigé le
problème (un nom de LUN invalide, par exemple). La solution de contournement est la
suivante :

1. Supprimez la relation.

2. Supprimez le volume de destination Element.

3. Créez un nouveau volume de destination Element.

4. Créez et initialisez une nouvelle relation entre la source ONTAP et le volume de destination
Element.

Étape

1. Initialiser une relation de réplication :

snapmirror initialize -source-path <hostip:>/lun/<name> -destination-path

<SVM:volume|cluster://SVM/volume>

Pour connaître la syntaxe complète des commandes, consultez la page de manuel.

L’exemple suivant initialise la relation entre le volume source 0005 à l’adresse IP 10.0.0.11 et au volume
de destination volA_dst sur svm_backup :

cluster_dst::> snapmirror initialize -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst
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