De formation
Element Software

NetApp
November 12, 2025

This PDF was generated from https://docs.netapp.com/fr-fr/element-
software/storage/concept_prereq_networking.html on November 12, 2025. Always check
docs.netapp.com for the latest.



Sommaire

De formation
Mise en réseau
Pour en savoir plus
Configuration de switch pour les clusters exécutant le logiciel Element
Pour en savoir plus
Configuration requise pour les ports réseau
Pour en savoir plus

D NN = a a A



De formation

Mise en réseau

La configuration réseau d’un systeme SolidFire se compose de commutateurs et de
ports. La mise en ceuvre de ces éléments dépend de votre systeme.

Pour en savoir plus

+ "Configuration de switch pour les clusters exécutant le logiciel Element"
+ "Configuration requise pour les ports réseau"
* "Documentation SolidFire et Element"

* "Plug-in NetApp Element pour vCenter Server"

Configuration de switch pour les clusters exécutant le
logiciel Element

Le logiciel NetApp Element présente certaines exigences de commutation et les
meilleures pratiques pour optimiser la performance du stockage.

Les nceuds de stockage nécessitent 10 ou 25 GbE de switchs Ethernet, en fonction du matériel spécifique,
pour les services de stockage iSCSI et la communication des services intra-cluster des nceuds. Les
commutateurs 1GbE peuvent étre utilisés pour ces types de trafic :

» Gestion du cluster et des nceuds

« Trafic de gestion au sein du cluster entre les noeuds

* Trafic entre les nceuds de cluster et la machine virtuelle du nceud de gestion

Meilleure pratique : vous devez mettre en ceuvre les meilleures pratiques suivantes lors de la configuration
des commutateurs Ethernet pour le trafic de cluster :

 Pour le trafic non lié au stockage dans le cluster, déployez une paire de commutateurs 1 GbE pour
assurer la haute disponibilité et le partage de charge.

» Sur les commutateurs du réseau de stockage, déployez les commutateurs par paires et configurez et
utilisez des trames Jumbo (une taille MTU de 9 9216 octets). Cela garantit une installation réussie et
élimine les erreurs de réseau de stockage dues a la fragmentation des paquets.

Le déploiement d’éléments nécessite au moins deux segments de réseau, un pour chacun des types de trafic
suivants :

» Gestion

» Stockage/données
En fonction des modéles de nceuds de stockage NetApp H-Series et de la configuration de cablage planifiée,

vous pouvez séparer physiquement ces réseaux a I'aide de commutateurs distincts ou les séparer
logiquement en utilisant des VLAN. Dans la plupart des déploiements, cependant, il est nécessaire de séparer
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logiquement ces réseaux a 'aide de VLAN.
Les nceuds de stockage doivent pouvoir communiquer avant, pendant et aprés le déploiement.

Si vous implémentez des réseaux de gestion distincts pour les nceuds de stockage, assurez-vous que ces
réseaux de gestion disposent de routes réseau entre ces nceuds. Ces réseaux doivent avoir des passerelles
attribuées et il doit y avoir une route entre les passerelles. Assurez-vous que chaque nouveau nceud dispose
d’'une passerelle attribuée pour faciliter la communication entre les nceuds et les réseaux de gestion.

NetApp Element requiert les éléments suivants :
* Tous les ports de commutation connectés aux nceuds de stockage NetApp H-Series doivent étre

configurés comme des ports de périphérie Spanning Tree.

o Sur les commutateurs Cisco, en fonction du modele du commutateur, de la version logicielle et du type
de port, vous pouvez effectuer cette opération a l'aide de 'une des commandes suivantes :

" spanning-tree port type edge
" spanning-tree port type edge trunk
" spanning-tree portfast
" spanning-tree portfast trunk
° Sur les switchs Mellanox, vous pouvez le faire avec spanning-tree port type edge commande.

» Les commutateurs qui gérent le trafic de stockage doivent prendre en charge des débits d’au moins 10
GbE par port (jusqu’a 25 GbE par port est pris en charge).

* Les commutateurs qui gérent le trafic de gestion doivent prendre en charge des vitesses d’au moins 1 GbE
par port.

* Vous devez configurer des trames Jumbo sur les ports du commutateur en gérant le trafic de stockage.
Les hétes doivent pouvoir envoyer des paquets de 9000 octets de bout en bout pour une installation
réussie.

+ La latence réseau aller-retour entre tous les nceuds de stockage ne doit pas dépasser 2 ms.
Certains nceuds offrent des fonctionnalités de gestion hors bande supplémentaires par le biais d’'un port de
gestion dédié. Les noeuds NetApp H300S, H500S et H700S permettent également 'accés IPMI via le port A. Il

est recommandé de simplifier la gestion a distance en configurant la gestion hors bande pour tous les nceuds
de votre environnement.

Pour en savoir plus

+ "Configuration requise pour le réseau et les commutateurs NetApp HCI"
* "Documentation SolidFire et Element"

* "Plug-in NetApp Element pour vCenter Server"

Configuration requise pour les ports réseau

Vous devrez peut-étre autoriser les ports TCP et UDP suivants via le pare-feu de
périphérie de votre centre de données pour pouvoir gérer le systéeme a distance et
permettre aux clients situés a I'extérieur de votre centre de données de se connecter aux
ressources. Certains de ces ports peuvent ne pas étre requis, selon l'utilisation du
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systéme.

Tous les ports sont TCP, sauf indication contraire, et tous les ports TCP doivent prendre en charge la
communication de liaison tridirectionnelle entre le serveur de support NetApp, le nceud de gestion et les
nceuds exécutant le logiciel Element. Par exemple, 'héte d’'une source de nceud de gestion communique avec
'héte d’'une destination MVIP de cluster de stockage via le port TCP 443, et 'h6te de destination communique

de nouveau avec I'héte source via n'importe quel port.

Activez ICMP entre le noeud de gestion, les nceuds exécutant le logiciel Element et le cluster

MVIP.

Les abréviations suivantes sont utilisées dans le tableau :

* MIP : adresse IP de gestion, une adresse par nceud
» SIP : adresse IP de stockage, une adresse par nceud
* MVIP : adresse IP virtuelle de gestion

» SVIP : adresse IP virtuelle de stockage

Source Destination Port
Clients iSCSI Cluster de stockage MVIP 443
Clients iSCSI Cluster de stockage SVIP 3260
Clients iSCSI SIP de nceud de stockage 3260
Nceud de gestion sfsupport.solidfire 22
. com
Neceud de gestion MIP du nceud de 22
stockage
Nceud de gestion Serveurs DNS 53 TCP/UDP
Nceud de gestion MIP du nceud de 442
stockage
Noeud de gestion Cluster de stockage MVIP 442
Noeud de gestion monitoring.solidfir 443
e.com

Description

(Facultatif) I'acces a l'interface et aux
API

Communications iSCSI du client

Communications iISCSI du client

Tunnel SSH inversé pour I'accés au
support

Acces SSH pour la prise en charge

Recherche DNS

Acces a l'interface et a I'API pour les
mises a niveau du nceud de stockage
et du logiciel Element

Acces a l'interface et a I'API pour les
mises a niveau du nceud de stockage
et du logiciel Element

Reporting sur le cluster de stockage
Active 1Q



Source

Neceud de gestion

Nceud de gestion

Noceud de gestion

Neceud de gestion

Nceud de gestion

Serveur SNMP

Serveur SNMP

Nceud de stockage

BMC/IPMI

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

Destination Port

Cluster de stockage MVIP 443

repo.netapp.com 443

Nceud de stockage 623 UDP
BMC/IPMI

Noesud témoin 9442
Serveur vCenter 9443

Cluster de stockage MVIP 161 UDP

MIP du nceud de stockage 161 UDP

Noeud de gestion 623 UDP
Serveurs DNS 53 TCP/UDP
Nceud de gestion 80

Terminal S3/Swift 80

Serveur NTP 123 UDP
Neceud de gestion 162 UDP
Serveur SNMP 162 UDP
Serveur LDAP 389 TCP/UDP

Description

Acces a l'interface et a I'API pour les
mises a niveau du noceud de stockage
et du logiciel Element

Donne accés aux composants
nécessaires a l'installation/la mise a
jour du déploiement sur site.

Port RMCP. Ceci est nécessaire pour
gérer les systemes compatibles IPMI.

Service d’API de configuration par
nceud

Enregistrement du plug-in vCenter.
Le port peut étre fermé une fois
I'enregistrement terminé.

Interrogation SNMP

Interrogation SNMP

Port RMCP. Ceci est nécessaire pour
gérer les systemes compatibles IPMI.

Recherche DNS

Mises a niveau du logiciel Element

(Facultatif) communication HTTP
avec le terminal S3/Swift pour la
sauvegarde et la restauration

NTP

(Facultatif) les interruptions SNMP

(Facultatif) les interruptions SNMP

(Facultatif) recherche LDAP



Source

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

MIP du nceud de
stockage

SIP de nceud de stockage

SIP de nceud de stockage

SIP de nceud de stockage

PC administrateur
systéme

PC administrateur
systéme

PC administrateur
systeme

Destination

Neceud de gestion

Cluster de stockage

distant MVIP

MIP du nceud de
stockage distant

Terminal S3/Swift

Nceud de gestion

Serveur Syslog

Serveur LDAPS

MIP du nceud de
stockage distant

SIP du nceud de stockage

distant

SIP de nceud de stockage

SIP du nceud de stockage

distant

Nceud de gestion

MIP du nceud de
stockage

Nceud de gestion

Port
443

443

443

443

514 TCP/UDP

10514
TCP/UDP

514 TCP/UDP

10514

TCP/UDP

636 TCP/UDP

2181

2181

3260

4000 a 4020

442

442

443

Description

Mises a niveau du stockage des
éléments

Communication de jumelage de
cluster de réplication a distance

Communication de jumelage de
cluster de réplication a distance

(Facultatif) communication HTTPS
vers le terminal S3/Swift pour la
sauvegarde et la restauration

Transfert syslog

Transfert syslog

Recherche LDAPS

Communication intercluster pour la
réplication distante

Communication intercluster pour la
réplication distante

ISCSI internoceud

Transfert des données nceud a nosud
de réplication a distance

Acceés interface utilisateur HTTPS au
nceud de gestion

Linterface et ’API HTTPS accedent
au nceud de stockage

L’interface et 'API HTTPS accédent
au nceud de gestion



Source Destination

PC administrateur Cluster de stockage MVIP
systéme

PC administrateur Gammes H410 et H600,
systeme controleur de gestion de

la carte mére du noeud de
stockage (BMC)/interface
de gestion de plateforme
intelligente (IPMI)

PC administrateur MIP du nceud de

systeme stockage

PC administrateur Nceud de stockage

systeme BMC/IPMI séries H410 et
H600

PC administrateur Nceud témoin

systéme

Serveur vCenter Cluster de stockage MVIP

Serveur vCenter Plug-in a distance

Serveur vCenter Nceud de gestion

Serveur vCenter Cluster de stockage MVIP

Serveur vCenter Noeud de gestion

Pour en savoir plus

» "Documentation SolidFire et Element"

* "Plug-in NetApp Element pour vCenter Server"

Port
443

443

443

623 UDP

8080

443

8333

8443

8444

9443

Description

Linterface HTTPS et I'accés APl au
cluster de stockage

L'interface HTTPS et 'API permettent
d’accéder au controle a distance des
noeuds

Création du cluster de stockage
HTTPS, accés d’interface post-
déploiement au cluster de stockage

Port Remote Management Control
Protocol. Ceci est nécessaire pour
gérer les systemes compatibles IPMI.

Interface utilisateur Web par nceud
témoin

Acces a I’API du plug-in vCenter

Service de plug-in vCenter distant

(Facultatif) service QoSSIOC plug-in
vCenter.

Acceés au fournisseur vCenter VASA
(VVol uniqguement)

Enregistrement du plug-in vCenter.
Le port peut étre fermé une fois
I'enregistrement terminé.
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