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FlexPod Express

Guide de design de FlexPod Express avec Cisco UCS C-
Series et NetApp AFF C190

NVA-1139-DESIGN : FlexPod Express avec Cisco UCS C-Series et NetApp AFF
C190 Series

Savita Kumari, NetApp

En partenariat avec :[Erreur : image graphique manquante]

Les tendances du secteur témoignent d’une vaste transformation des data centers en
infrastructure partagée et cloud computing. Les entreprises ont également besoin d’'une
solution simple et efficace pour leurs succursales et bureaux distants qui exploitent la
technologie qu’elles connaissent bien dans leur data Center.

FlexPod Express est une architecture de data Center précongue et conforme aux bonnes pratiques. Elle
repose sur la plateforme Cisco Unified Computing System (Cisco UCS), la gamme de commutateurs Cisco
Nexus et les systémes NetApp AFF. Les composants de FlexPod Express sont similaires a ceux de leurs
homologues FlexPod Datacenter, ce qui favorise une gestion plus efficace de I'environnement de
l'infrastructure INFORMATIQUE compléte a petite échelle. Les plateformes FlexPod Datacenter et FlexPod
Express sont optimales pour la virtualisation, et pour les systémes d’exploitation sans systeme d’exploitation et
les charges de travail d’entreprise.

"Suivant : résumé du programme."

Récapitulatif du programme

Le portefeuille de solutions d’infrastructure convergée FlexPod

Les architectures de référence FlexPod sont fournies sous la forme de designs validés par Cisco (CVD) ou
d’architectures vérifiées par NetApp (NVA). Les écarts basés sur les exigences des clients pour une CVD ou
une NVA donnée sont autorisés si ces variations n’entrainent pas le déploiement de configurations non prises
en charge.

Comme illustré dans la figure suivante, la gamme FlexPod inclut les solutions suivantes : FlexPod Express et
FlexPod Datacenter.

* FlexPod Express est une solution d’entrée de gamme dotée des technologies de Cisco et de NetApp.

* FlexPod Datacenter offre une base polyvalente optimale pour diverses charges de travail et applications.
[Erreur : image graphique manquante]

Programme d’architecture vérifiée NetApp

Le programme d’architecture vérifiée NetApp propose une architecture validée pour les solutions NetApp Une
solution NVA offre les qualités suivantes :

 Testée en profondeur


https://docs.netapp.com/fr-fr/flexpod/{relative_path}express-c-series-c190-design_program_summary.html

* Normative par nature
* Réduction des risques de déploiement

» Accélérer la mise sur le marché ce guide détaille le design de FlexPod Express avec VMware vSphere.

Cette conception tire également parti du tout nouveau systeme AFF C190, qui exécute le logiciel NetApp
ONTAP 9.6, des switchs Cisco Nexus 31108 et des serveurs Cisco UCS C220 M5 comme nceuds
d’hyperviseur.

Présentation de la solution

FlexPod Express est congu pour exécuter des charges de travail de virtualisation mixtes. Elle est destinée aux
bureaux distants, aux succursales et aux moyennes entreprises. Il convient également aux grandes
entreprises qui souhaitent mettre en ceuvre une solution dédiée pour un usage spécifique. Cette nouvelle
solution pour FlexPod Express inclut de nouvelles technologies telles que NetApp ONTAP 9.6, le systeme
NetApp AFF C190 et VMware vSphere 6.7U2.

La figure suivante présente les composants matériels inclus dans la solution FlexPod Express.

[Erreur : image graphique manquante]

Public visé

Ce document est destiné a ceux qui souhaitent tirer parti d’une infrastructure congue pour optimiser I'efficacité
IT et favoriser I'innovation IT. Le public cible de ce document inclut, sans s’y limiter, les ingénieurs
commerciaux, les consultants sur le terrain, le personnel des services professionnels, les responsables
INFORMATIQUES, les ingénieurs partenaires et les clients.

Technologie de la solution

Cette solution tire parti des derniéres technologies de NetApp, Cisco et VMware. Le nouveau systéeme NetApp
AFF C190, qui exécute le logiciel ONTAP 9.6, deux switchs Cisco Nexus 31108 et des serveurs rack Cisco
UCS C220 M5 exécutant VMware vSphere 6.7U2. Cette solution validée, illustrée dans la figure suivante,
utilise une technologie 10 Gigabit Ethernet (10GbE). Des conseils sont également fournis sur la maniéere
d’évoluer en ajoutant deux nceuds d’hyperviseur a la fois afin que I'architecture FlexPod Express puisse
s’adapter aux besoins commerciaux en constante évolution de I'entreprise.

[Erreur : image graphique manquante]

"Ensuite, les exigences technologiques."

Exigences technologiques

FlexPod Express requiert une combinaison de composants matériels et logiciels qui
dépend de I'hyperviseur et de la vitesse réseau sélectionnés. En outre, FlexPod Express
dispose des composants matériels requis pour ajouter des nceuds d’hyperviseur au
systéme par unités deux.

Configuration matérielle requise

Quel que soit I'hyperviseur choisi, toutes les configurations FlexPod Express utilisent le méme matériel. Par
conséquent, méme si les exigences de I'entreprise changent, vous pouvez utiliser un hyperviseur différent sur
le méme matériel FlexPod Express.


https://docs.netapp.com/fr-fr/flexpod/{relative_path}express-c-series-c190-design_technology_requirements.html

Les composants matériels requis pour cette configuration FlexPod Express sont répertoriés dans le tableau
suivant. Les composants matériels utilisés dans toute implémentation de cette solution peuvent varier en
fonction des besoins du client.
Sous-jacent Quantité
Cluster AFF C190 a 2 nceuds 1
Serveur Cisco UCS C220 M5 2
Commutateur Cisco Nexus 31108 2
2

Cisco UCS Virtual interface Card (VIC) 1457 pour
serveur en rack Cisco UCS C220 M5
Configuration logicielle requise

Les composants logiciels requis pour 'implémentation des architectures de la solution FlexPod Express sont
répertoriés dans le tableau suivant.

Logiciel Version Détails

Controleur de gestion intégrée 404 Pour serveurs en rack C220 M5

Cisco (CIMC)

Cisco NX-OS 7.0(3)17(6) Pour les commutateurs Cisco
Nexus 31108

NetApp ONTAP 9.6 Pour les contrbéleurs NetApp AFF
C190

Le tableau suivant répertorie les logiciels requis pour toutes les implémentations VMware vSphere sur FlexPod
Express.

Logiciel Version
Appliance VMware vCenter Server 6.7U2
VMware vSphere ESXi 6.7U2
Plug-in NetApp VAAI pour ESXi 1.1.2
NetApp Virtual Storage Console 9.6

"Suivant : choix de conception."

Choix de conception

Les technologies répertoriées dans cette section ont été choisies au cours de la phase de
conception architecturale. Chaque technologie répond a un usage spécifique de la
solution d’infrastructure FlexPod Express.

NetApp AFF C190 Series avec ONTAP 9.6

Cette solution tire parti de deux des derniers produits NetApp : le systeme NetApp AFF C190 et le logiciel
ONTAP 9.6.


https://docs.netapp.com/fr-fr/flexpod/{relative_path}express-c-series-c190-design_design_choices.html

Systéme AFF C190

Ce groupe cible est les clients qui souhaitent moderniser leur infrastructure IT avec une technologie 100 %
Flash a un prix abordable. Le systeme AFF C190 est fourni avec le nouveau ONTAP 9.6 et la licence pack
Flash, ce qui signifie que les fonctions suivantes sont intégrées :

* CIFS, NFS, iSCSI et FCP

* Logiciel de réplication des données NetApp SnapMirror, logiciel de sauvegarde NetApp SnapVault, logiciel
de restauration des données NetApp SnapRestore, suite logicielle de gestion du stockage NetApp
SnapManager et logiciel NetApp SnapCenter

» Technologie FlexVol

» Déduplication, compression et compaction
* Provisionnement fin

* QoS du stockage

« Technologie NetApp RAID DP

» Technologie Snapshot de NetApp

+ FabricPool
Les figures suivantes illustrent les deux options de connectivité hote.
La figure suivante illustre les ports UTA 2 dans lesquels le module SFP+ peut étre inséré.
[Erreur : image graphique manquante]
La figure suivante illustre les ports 10GBASE-T pour la connexion via des cables Ethernet RJ-45 traditionnels.

[Erreur : image graphique manquante]

@ Pour I'option de port 10GBASE-T, vous devez disposer d’'un commutateur uplink basé sur
10GBASE-T.

Le systéme AFF C190 est proposé exclusivement avec des SSD de 960 Go. Les extensions sont au choix en
quatre étapes :

* 8 x960 Go

* 12 x 960 Go

* 18 x 960 Go

* 24 x 960 Go

Pour obtenir des informations complétes sur le systéme matériel AFF C190, consultez la "Page dédiée aux
baies 100 % Flash NetApp AFF C190".

Le logiciel ONTAP 9.6

Les systemes NetApp AFF C190 utilisent le nouveau logiciel de gestion des données ONTAP 9.6. ONTAP 9.6
est le logiciel de gestion des données d’entreprise leader du secteur. Il allie une simplicité et une flexibilité
inédites a de puissantes fonctionnalités de gestion des données, d’efficacité du stockage et d’intégration cloud.

ONTAP 9.6 propose plusieurs fonctionnalités particulierement adaptées a la solution FlexPod Express.
L’engagement de NetApp en faveur de I'efficacité du stockage est avant tout primordial, ce qui peut constituer


https://www.netapp.com/us/products/entry-level-aff.aspx
https://www.netapp.com/us/products/entry-level-aff.aspx

'une des fonctionnalités les plus importantes pour les déploiements de petite taille. ONTAP 9.6 propose les
fonctionnalités d’efficacité du stockage de NetApp, telles que la déduplication, la compression, la compaction
et le provisionnement fin. Le systéeme WAFL de NetApp écrit toujours des blocs de 4 Ko. Par conséquent, la
compaction combine plusieurs blocs dans un bloc de 4 Ko lorsque I'espace alloué des blocs de 4 Ko. La figure
suivante illustre ce processus.

[Erreur : image graphique manquante]

ONTAP 9.6 prend désormais en charge une taille de bloc de 512 octets en option pour les volumes NVMe.
Cette fonctionnalité est trés efficace avec le VMFS (Virtual machine File System) de VMware, qui utilise de
maniére native un bloc de 512 octets. Vous pouvez conserver la taille 4K par défaut ou définir la taille de bloc
de 512 octets.

ONTAP 9.6 inclut d’autres améliorations :

* NetApp Aggregate Encryption (NAE). NAE attribue des clés au niveau de I'agrégat, en cryptant ainsi
tous les volumes de I'agrégat. Cette fonctionnalité permet le chiffrement et la déduplication des volumes au
niveau des agrégats.

» Amélioration du volume NetApp ONTAP FlexGroup. Dans ONTAP 9.6, vous pouvez facilement
renommer un volume FlexGroup. Nul besoin de créer un nouveau volume pour migrer les données vers.
La taille du volume peut également étre réduite via ONTAP System Manager ou l'interface de ligne de
commande.

» Améliorations FabricPool. ONTAP 9.6 a ajouté une prise en charge supplémentaire pour les magasins
d’objets en tant que niveaux cloud. La prise en charge de Google Cloud et d’Alibaba Cloud Object Storage
Service (OSS) a également été ajoutée a la liste. FabricPool prend en charge plusieurs magasins d’objets,
notamment AWS S3, Azure Blob, le stockage objet IBM Cloud et le logiciel de stockage objet NetApp
StorageGRID.

» Amélioration de SnapMirror. dans ONTAP 9.6, une nouvelle relation de réplication de volume est chiffrée
par défaut avant de quitter la baie source et déchiffrée a la destination SnapMirror.

Cisco Nexus 3000 Series

Le Cisco Nexus 31108PC-V est un switch Tor (Top of rack) basé sur SFP+ 10 Gbit/s avec 48 ports SFP+ et 6
ports QSFP28. Chaque port SFP+ peut fonctionner en 100 Mbit/s, 10 Gbit/s et chaque port QSFP28 peut
fonctionner en mode natif 100 Gbit/s ou 40 Gbit/s, ou 4 Gbit/s, offrant des options de migration flexibles. Ce
commutateur est un véritable commutateur sans PHY optimisé pour une faible latence et une faible
consommation d’énergie.

La spécification Cisco Nexus 31108PC-V comprend les composants suivants :

» Capacité de commutation de 2,16 Tbit/s et vitesse de transfert allant jusqu’a 1,2 Tbit/s pour 31108PC-V.

» 48 ports SFP prennent en charge 1 et 10 ports Gigabit Ethernet (10GbE) ; 6 ports QSFP28 prennent en
charge 4 ports 10 GbE ou 40 GbE chacun ou 100 GbE

La figure suivante illustre le commutateur Cisco Nexus 31108PC-V.
[Erreur : image graphique manquante]

Pour plus d’informations sur les commutateurs Cisco Nexus 31108PC-V, reportez-vous a la section "Fiche
technique des commutateurs Cisco Nexus 3172PQ, 3172TQ, 3172TQ-32T, 3172PQ-XL et 3172TQ-XL".


https://www.cisco.com/c/en/us/products/collateral/switches/nexus-3000-series-switches/data_sheet_c78-729483.html
https://www.cisco.com/c/en/us/products/collateral/switches/nexus-3000-series-switches/data_sheet_c78-729483.html

Cisco UCS C-Series

Le serveur en rack Cisco UCS C-Series a été choisi pour FlexPod Express, car ses nombreuses options de
configuration le permettent d’étre personnalisé pour des exigences spécifiques dans un déploiement FlexPod
Express.

Les serveurs en rack Cisco UCS C-Series offrent une solution informatique unifiée dans un format standard
afin de réduire le co(t total de possession et d’accroitre I'agilité.

Les serveurs en rack Cisco UCS C-Series offrent les avantages suivants :

* Un point d’entrée indépendant des formats dans Cisco UCS
* Un déploiement simplifié et rapide des applications
« Extension des innovations et avantages de I'informatique unifiée aux serveurs rack

» Un plus grand choix pour les clients avec des avantages uniques dans un pack rack familier
[Erreur : image graphique manquante]

Le serveur en rack Cisco UCS C220 M5, présenté dans la figure ci-dessus, est I'un des serveurs applicatifs et
d’infrastructure d’entreprise polyvalents les plus polyvalents du marché. Il s’agit d’'un serveur en rack a deux
sockets haute densité qui offre des performances et une efficacité de pointe pour une large gamme de charges
de travail, notamment pour la virtualisation, la collaboration et les applications sans systéme d’exploitation. Les
serveurs en rack Cisco UCS C-Series peuvent étre déployés en tant que serveurs autonomes ou en tant que
partie intégrante de Cisco UCS afin de tirer parti des innovations de Cisco en matiére d’informatique unifiée,
qui contribuent a réduire le colt total de possession des clients et a accroitre leur souplesse commerciale.

Pour plus d’informations sur les serveurs C220 M5, reportez-vous a la section "Fiche technique du serveur
rack Cisco UCS C220 M5".

Connectivité Cisco UCS VIC 1457 pour serveurs en rack C220 M5

L'adaptateur Cisco UCS VIC 1457 illustré dans la figure suivante est une carte LAN modulaire a quatre ports
Small Form-factor pluggable (SFP28) sur carte mere (mLOM) congue pour la génération M5 de serveurs Cisco
UCS C-Series. La carte supporte Ethernet 10/25 Gbit/s ou FCoE. La carte peut présenter a 'hbte des
interfaces conformes aux normes PCle, qui peuvent étre configurées dynamiquement en tant que cartes
réseau ou HBA.

[Erreur : image graphique manquante]

Pour obtenir des informations complétes sur 'adaptateur Cisco UCS VIC 1457, consultez la page "Fiche
technique sur la carte d’interface virtuelle Cisco UCS série 1400".

VMware vSphere 6.7U2

VMware vSphere 6.7U2 est 'une des options d’hyperviseur qui s’utilise avec FlexPod Express. VMware
vSphere permet aux entreprises de réduire leur empreinte électrique et de climatisation tout en bénéficiant de
la pleine capacité de calcul achetée. De plus, VMware vSphere permet une protection contre les défaillances
matérielles (VMware High Availability ou VMware HA), ainsi qu’un équilibrage de la charge des ressources de
calcul sur un cluster d’hétes vSphere (VMware Distributed Resource Scheduler en mode maintenance ou
VMware DRS-MM).

Comme il ne redémarre que le noyau, VMware vSphere 6.7U2 permet aux clients de démarrer rapidement, de
charger vSphere ESXi sans redémarrer le matériel. Le client vSphere 6.7U2 (client basé sur HTML5) comporte
de nouvelles améliorations telles que Developer Center avec Code Capture et APl Explore. Avec la fonction de


https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/datasheet-c78-739281.html
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/datasheet-c78-739281.html
https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/unified-computing-system-adapters/datasheet-c78-741130.html
https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/unified-computing-system-adapters/datasheet-c78-741130.html

capture de code, vous pouvez enregistrer vos actions dans le client vSphere pour générer une sortie de code
simple et utilisable. VSphere 6.7U2 contient également de nouvelles fonctionnalités telles que DRS en mode
maintenance (DRS-MM).

VMware vSphere 6.7U2 offre les fonctionnalités suivantes :

* VMware dépecation du modele de déploiement externe de VMware Platform Services Controller (PSC).
@ A compter de la prochaine version majeure de vSphere, un PSC externe ne sera pas disponible.

 Prise en charge du nouveau protocole pour la sauvegarde et la restauration d’'une appliance vCenter
Server. Présentation de NFS et SMB comme choix de protocoles pris en charge, jusqu’a 7 au total (HTTP,
HTTPS, FTP, FTPS, SCP, NFS et SMB) lors de la configuration d’'un serveur vCenter dans le cadre
d’opérations de sauvegarde ou de restauration basées sur des fichiers.

* Nouvelle fonctionnalité lors de I'utilisation de la bibliotheque de contenus. La synchronisation d’'un modele
de VM natif entre les bibliotheques de contenu est désormais disponible lorsque vCenter Server est
configuré pour le mode lié amélioré.

* Mettez a jour vers "Page des plug-ins clients".
* VMware vSphere Update Manager ajoute également des améliorations au client vSphere. Vous pouvez
effectuer une vérification de conformité des liaisons et corriger les actions a partir d’'un seul écran.

Pour en savoir plus sur VMware vSphere 6.7 U2, consultez le "Page du blog VMware vSphere".

Pour plus d’informations sur les mises a jour de VMware vCenter Server 6.7 U2, consultez le "Notes de
version".

Bien que cette solution ait été validée avec vSphere 6.7U2, elle prend en charge toute version

@ vSphere qualifiée avec les autres composants par le "Matrice d’interopérabilite NetApp (IMT)".
NetApp vous recommande de déployer la prochaine version de vSphere pour ses correctifs et
ses fonctionnalités améliorées.

Architecture de démarrage

Les options prises en charge pour I'architecture de démarrage FlexPod Express sont les suivantes :

* LUN SAN iSCSI
» Carte SD Cisco FlexFlash
» Disque local

Le data Center FlexPod est démarré a partir des LUN iSCSI. La gestion de la solution est donc améliorée
grace au démarrage iSCSI pour FlexPod Express.

Disposition de la carte d’interface réseau virtuelle de I’h6te ESXi

La carte VIC 1457 de Cisco UCS est dotée de quatre ports physiques. Cette validation de la solution inclut ces
quatre ports physiques lors de I'utilisation de I'n6te ESXi. Si vous disposez d’un nombre plus petit ou plus
important de cartes réseau, vous pouvez avoir différents numéros VMNIC.

Dans une implémentation de démarrage iSCSI, le démarrage iISCSI nécessite des cartes d’interface réseau
virtuelles (vNIC) distinctes pour le démarrage iSCSI. Ces vNIC utilisent le VLAN iSCSI de la structure
appropriée comme VLAN natif et sont reliés aux vswitches de démarrage iISCSI, comme le montre la figure
suivante.


https://blogs.vmware.com/vsphere/2019/04/vcenter-server-6-7-update-2-whats-new.html
https://blogs.vmware.com/vsphere/2019/04/vcenter-server-6-7-update-2-whats-new.html
https://docs.vmware.com/en/VMware-vSphere/6.7/rn/vsphere-vcenter-server-67u2-release-notes.html
https://docs.vmware.com/en/VMware-vSphere/6.7/rn/vsphere-vcenter-server-67u2-release-notes.html
https://mysupport.netapp.com/matrix/

[Erreur : image graphique manquante]

"Suivant: Conclusion."

Conclusion

La conception validée de FlexPod Express est une solution simple et efficace qui utilise
des composants de pointe. FlexPod Express peut étre adapté a des besoins métier
spécifiques en faisant évoluer la plateforme d’hyperviseur et en proposant des options.
Les PME, les bureaux distants, les succursales et d’autres entreprises qui ont besoin de
solutions dédiées ont été concues pour I'FlexPod Express.

"Suivant : ou trouver des informations supplémentaires ?"

Ou trouver des informations complémentaires

Pour en savoir plus sur les informations fournies dans ce document, consultez ces
documents et sites web :

» Centre de documentation du systéme AFF et FAS
"https://docs.netapp.com/platstor/index.jsp"

* Page des ressources de documentation AFF
"https://www.netapp.com/us/documentation/all-flash-fas.aspx"

* Guide de déploiement de FlexPod Express avec VMware vSphere 6.7 et NetApp AFF C190 (en cours)

* Documentation NetApp

"https://docs.netapp.com”

Guide de déploiement de FlexPod Express avec Cisco UCS
C-Series et NetApp AFF C190

NVA-1142-DEPLOY : FlexPod Express avec Cisco UCS C-Series et NetApp AFF
C190 Series - déploiement NVA

Savita Kumari, NetApp

Les tendances du secteur indiquent qu’une vaste transformation des data centers est en
train de tendre vers l'infrastructure partagée et le cloud computing. Les entreprises ont
également besoin d’'une solution simple et efficace pour leurs succursales et bureaux
distants qui exploitent les technologies qu’elles connaissent bien dans leur data Center.

FlexPod® Express est une architecture de data Center précongue et conforme aux meilleures pratiques. Elle
repose sur Cisco Unified Computing System (Cisco UCS), la gamme de commutateurs Cisco Nexus et les
technologies de stockage NetApp®. Ce sont les composants d’un systeme FlexPod Express qui ressemble a
ceux de leurs homologues FlexPod Datacenter, ce qui favorise une synergie de gestion dans I'ensemble de


https://docs.netapp.com/fr-fr/flexpod/{relative_path}express-c-series-c190-design_conclusion.html
https://docs.netapp.com/fr-fr/flexpod/{relative_path}express-c-series-c190-design_where_to_find_additional_information.html
https://docs.netapp.com/platstor/index.jsp
https://www.netapp.com/us/documentation/all-flash-fas.aspx
https://docs.netapp.com

'environnement d’infrastructure IT a plus petite échelle. Les plateformes FlexPod Datacenter et FlexPod
Express sont optimales pour la virtualisation, et pour les systémes d’exploitation sans systeme d’exploitation et
les charges de travail d’entreprise.

Les solutions FlexPod Datacenter et FlexPod Express proposent une configuration de base et peuvent étre
dimensionnées et optimisées pour prendre en charge de nombreux cas d’utilisation et besoins. Les clients
FlexPod Datacenter existants peuvent gérer leur systeme FlexPod Express avec les outils auxquels ils sont
habitués. Les nouveaux clients FlexPod Express peuvent facilement passer a la gestion d’FlexPod Datacenter
a mesure que leur environnement se développe.

FlexPod Express constitue une infrastructure idéale pour les bureaux distants, les succursales et les
moyennes entreprises. |l s’agit également d’'une solution idéale pour les clients qui souhaitent mettre en place
une infrastructure pour une charge de travail dédiée.

FlexPod Express offre une infrastructure facile a gérer qui convient a quasiment tous les workloads.

Présentation de la solution

Cette solution FlexPod Express fait partie du programme d’infrastructure convergée
FlexPod.

Programme d’infrastructure convergée FlexPod

Les architectures de référence FlexPod sont fournies sous la forme de conceptions validées par Cisco (CVD)
ou d’architectures vérifiées NetApp (NVA). Les écarts en fonction des exigences du client par rapport a un
CVD ou a une NVA donné sont autorisés si ces variations ne créent pas de configuration non prise en charge.

Le programme FlexPod comprend deux solutions : FlexPod Express et FlexPod Datacenter.

* FlexPod Express. offre aux clients une solution d’entrée de gamme dotée de technologies Cisco et
NetApp.

* FlexPod Datacenter. offre une base polyvalente optimale pour diverses charges de travail et applications.



The FlexPod Portfolio

A prevalidated, flexible platform that features

%
FlexPod

FlexPod® Express FlexPod Datacenter
Remote office or branch Enterprise apps, unified
office, retail, small and infrastructure, and

midsize business, and edge virtualization

Programme d’architecture vérifiée NetApp

Le programme d’architecture vérifiée NetApp propose une architecture validée pour les solutions NetApp Une
architecture vérifiée NetApp fournit une architecture de solution NetApp qui apporte les qualités suivantes :
 Tests approfondis
* Normative par nature
* Risques de déploiement minimisés
* Réduction du délai de mise sur le marché
Ce guide détaille la conception de FlexPod Express avec VMware vSphere. Cette conception utilise également

le tout nouveau systéme AFF C190 (exécutant NetApp ONTAP® 9.6), le Cisco Nexus 31108 et les serveurs
Cisco UCS C-Series C220 M5 comme nceuds d’hyperviseur.

Technologie de la solution

Cette solution tire parti des derniéres technologies de NetApp, Cisco et VMware. Cette solution comprend le
nouveau systéme NetApp AFF C190 exécutant ONTAP 9.6, deux switchs Cisco Nexus 31108 et des serveurs
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rack Cisco UCS C220 M5 exécutant VMware vSphere 6.7U2. Cette solution validée utilise une technologie
10GbE. Des recommandations sont également fournies quant a la maniére de faire évoluer les capacités de
calcul en ajoutant deux nceuds d’hyperviseur a la fois afin que I'architecture FlexPod Express puisse s’adapte
aux besoins métier en constante évolution de I'entreprise.

FlexPod Express

Cisco Nexus 31108 Switches

Cisco UGS G220 M5 C-Series
(Standalone server)
vSphere 6.7

MNetApp AFF C190 Starage
Controller

Mgmt
__10GbE____

CIMC

@ Pour utiliser les quatre ports 10GbE physiques sur le VIC 1457 de maniére efficace, créez deux
liaisons supplémentaires entre chaque serveur et les commutateurs du rack supérieur.
Récapitulatif du cas d’utilisation
La solution FlexPod Express peut étre appliquée a plusieurs cas d’utilisation, notamment :
» Bureaux distants ou succursales

* Moyennes entreprises

* Les environnements qui nécessitent une solution dédiée et économique

r

FlexPod Express est parfaitement adapté aux charges de travail virtualisées et mixtes. Bien que cette solution

ait été validée avec vSphere 6.7U2, elle prend en charge toute version vSphere qualifiée avec les autres
composants par I'outil de matrice d’interopérabilité NetApp. NetApp recommande de déployer vSphere 6.7U2
pour ses correctifs et ses fonctionnalités améliorées, telles que :

* Prise en charge des nouveaux protocoles pour la sauvegarde et la restauration d’'une appliance serveur
vCenter, notamment HTTP, HTTPS, FTP, FTPS, SCP, NFS ET SMB.

* Nouvelle fonctionnalité lors de I'utilisation de la bibliotheéque de contenus. La synchronisation des modeles
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VM natifs entre les bibliothéques de contenu est désormais disponible lorsque vCenter Server est
configuré pour un mode lié amélioré.

* Une page de plug-in client mise a jour.

» Améliorations ajoutées dans vSphere Update Manager (VUM) et le client vSphere. Vous pouvez
maintenant effectuer les actions de rattachement, de vérification de conformité et de correction, le tout a
partir d’'un seul écran.

Pour plus d’informations sur ce sujet, reportez-vous au "Page vSphere 6.7U2" et le "Notes de mise a jour de
vCenter Server 6.7U2".

Exigences technologiques

Un systeme FlexPod Express nécessite une combinaison de composants matériels et
logiciels. FlexPod Express décrit également les composants matériels requis pour ajouter
des nceuds d’hyperviseur au systéme par unités de deux.

Configuration matérielle requise

Quel que soit I'hyperviseur choisi, toutes les configurations FlexPod Express utilisent le méme matériel. Par
conséquent, méme si les exigences de I'entreprise changent, vous pouvez utiliser un hyperviseur différent sur
le méme matériel FlexPod Express.

Les composants matériels requis pour la configuration et 'implémentation de FlexPod Express sont répertoriés
dans le tableau suivant. lls peuvent varier selon I'implémentation de la solution et les besoins du client.

Sous-jacent Quantité
Cluster a deux nceuds AFF C190 1
Serveur Cisco C220 M5 2
Commutateur Cisco Nexus 31108PC-V. 2

Carte d’interface virtuelle Cisco UCS (VIC) 1457 pour 2
serveur en rack Cisco UCS C220 M5

Ce tableau répertorie le matériel requis en plus de la configuration de base pour I'implémentation de la
technologie 10GbE.

Sous-jacent Quantité
Serveur Cisco UCS C220 M5 2
Cisco VIC 1457 2

Configuration logicielle requise

Les composants logiciels requis pour implémenter les architectures des solutions FlexPod Express sont
répertoriés dans le tableau suivant.

Logiciel Version Détails
Controleur de gestion intégrée 4.04 Pour les serveurs en rack Cisco
Cisco (CIMC) UCS C220 M5
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Logiciel Version Détails

Pilote nenic Cisco 1.0.0.29 Pour les cartes d’interface VIC
1457
Cisco NX-OS 7.0(3)17(6) Pour les commutateurs Cisco

Nexus 31108PC-V.
NetApp ONTAP 9.6 Pour les contréleurs AFF C190

Ce tableau répertorie les logiciels requis pour toutes les implémentations VMware vSphere sur FlexPod
Express.

Logiciel Version
Appliance de serveur VMware vCenter 6.7U2
Hyperviseur VMware vSphere ESXi 6.7U2
Plug-in NetApp VAAI pour ESXi 1.1.2
NetApp VSC 9.6

Informations sur le cablage FlexPod Express

Cette validation de référence est cablée comme indiqué dans les figures et tableaux
suivants.

Cette figure illustre le cablage de validation de référence.

Cisco Nexus
J110BPC-V A
Cizco Nexus
J1108PCAVE
& e _ ~
e seditstie ey | ( m S
£1--3
C220M5 A S SLLELR i
g _ w . ‘ s
=@3 _{ —‘ W . - .n.!
Clson HES o ] e lI.IIII .III.”
C220M5 B i
I e
i = W.,‘_.-- -

Le tableau suivant répertorie les informations de cablage du commutateur Cisco Nexus 31108PC-V-A.
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Périphérique local

Commutateur Cisco
Nexus 31108PC-V A

Port local

Eth1/1

Eth1/2

Eth1/3

Eth1/4

Eth1/5

Eth1/6

Eth1/25

Eth1/26

Eth1/33

Eth1/34

Périphérique distant

Contréleur A de stockage
NetApp AFF C190

Controleur de stockage
NetApp AFF C190 B

Serveur autonome Cisco
UCS C220 C-Series A

Serveur autonome Cisco
UCS C220 C-Series B

Serveur autonome Cisco
UCS C220 C-Series A

Serveur autonome Cisco
UCS C220 C-Series B

Commutateur Cisco
Nexus 31108PC-V B

Commutateur Cisco
Nexus 31108PC-V B

Contréleur A de stockage
NetApp AFF C190

Serveur autonome Cisco
UCS C220 C-Series A

Port distant

elc

elc

MLOMO

MLOMO

MLOM1

MLOM1

Eth1/25

Eth1/26

EOM

CIMC (FEX135/1/25)

Ce tableau répertorie les informations de cablage du commutateur Cisco Nexus 31108PC-V- B.
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Périphérique local

Commutateur Cisco
Nexus 31108PC-V B

Port local

Eth1/1

Eth1/2

Eth1/3

Eth1/4

Eth1/5

Eth1/6

Eth1/25

Eth1/26

Eth1/33

Eth1/34

Périphérique distant

Contréleur A de stockage
NetApp AFF C190

Controleur de stockage
NetApp AFF C190 B

Serveur autonome Cisco
UCS C220 C-Series A

Serveur autonome Cisco
UCS C220 C-Series B

Serveur autonome Cisco
UCS C220 C-Series A

Serveur autonome Cisco
UCS C220 C-Series B

Commutateur Cisco
Nexus 31108 A

Commutateur Cisco
Nexus 31108 A

Contréleur de stockage
NetApp AFF C190 B

Serveur autonome Cisco
UCS C220 C-Series B

Port distant
eOd

eOd

MLOM2

MLOM2

MLOMS3

MLOM3

Eth1/25

Eth1/26

EOM

CIMC (FEX135/1/26)

Ce tableau répertorie les informations de cablage du controleur de stockage NetApp AFF C190 A.

Périphérique local

Controleur A de stockage
NetApp AFF C190

Port local

ela

eOb

elc

eOd

EOM

Périphérique distant

Controleur de stockage
NetApp AFF C190 B

Controleur de stockage
NetApp AFF C190 B

Commutateur Cisco
Nexus 31108PC-V A

Commutateur Cisco
Nexus 31108PC-V B

Commutateur Cisco
Nexus 31108PC-V A

Port distant

ela

eOb

Eth1/1

Eth1/1

Eth1/33

Ce tableau répertorie les informations de cablage du contréleur de stockage B. AFF C190 de NetApp
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Périphérique local Port local Périphérique distant Port distant

Controleur de stockage ela Controleur A de stockage e0a
NetApp AFF C190 B NetApp AFF C190
e0b Controleur A de stockage eOb

NetApp AFF C190

elc Commutateur Cisco Eth1/2
Nexus 31108PC-V A

eOd Commutateur Cisco Eth1/2
Nexus 31108PC-V B

EOM Commutateur Cisco Eth1/33
Nexus 31108PC-V B

Procédures de déploiement

Présentation

Ce document décrit en détail la configuration d’'un systéme FlexPod Express entierement
redondant et hautement disponible. Pour refléter cette redondance, les composants
configurés a chaque étape sont appelés composant A ou composant B. Par exemple, les
contréleurs A et B identifient les deux contrdleurs de stockage NetApp provisionnés dans
ce document. Les commutateurs A et B identifient une paire de commutateurs Cisco
Nexus.

Ce document décrit également les étapes de provisionnement de plusieurs hétes Cisco UCS, identifiés de
maniére séquentielle en tant que serveur A, serveur B, etc.

Pour indiquer que vous devez inclure dans une étape des informations concernant votre environnement,
<<text>> s’affiche dans le cadre de la structure de commande. Reportez-vous a I'exemple suivant pour le
vlan create commande :

Controller0l> network port vlan create —node <<var nodeA>> -vlan-name
<<var_ vlan-name>>

Ce document vous permet de configurer entierement I'environnement FlexPod Express. Dans ce processus,
plusieurs étapes nécessitent l'insertion de conventions d’appellation spécifiques au client, d’adresses IP et de
schémas de réseau local virtuel (VLAN). Le tableau suivant décrit les VLAN nécessaires au déploiement,
comme indiqué dans ce guide. Ce tableau peut étre complété en fonction des variables spécifiques du site et
utilisé pour mettre en ceuvre les étapes de configuration du document.

@ Si vous utilisez des VLAN de gestion intrabande et hors bande distincts, vous devez créer une
route de couche 3 entre eux. Pour cette validation, un VLAN de gestion commun a été utilisé.

Nom du VLAN Objectif VLAN ID VLAN
VLAN de gestion VLAN pour les interfaces 3437 VSwitchO
de gestion
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Nom du VLAN Objectif VLAN ID VLAN
VLAN NFS VLAN pour le trafic NFS 3438 VSwitch0

VLAN VMware vMotion VLAN désigné pour le 3441 VSwitchO
déplacement de machines
virtuelles (VM) d’un hote
physique a un autre

VLAN trafic des VM VLAN pour le trafic des 3442 VSwitch0
applications des VM

ISCSI-A-VLAN VLAN pour le trafic iSCSI 3439 VSwitch iSciBootvSwitch
sur la structure A

ISCSI-B-VLAN VLAN pour le trafic iSCSI 3440 VSwitch iSciBootvSwitch
sur la structure B

VLAN natif VLAN auquel des trames 2
non marquées sont
attribuées

Les numéros de VLAN sont nécessaires dans toute la configuration de FlexPod Express. Les VLAN sont
appelés <<var xxxx_ vlan>>, ou xxxx Utilise le VLAN (par exemple iSCSI-A).

Deux vswitches sont créés dans cette validation.

Le tableau suivant répertorie les vswitches de solution.

Nom du vSwitch Adaptateurs actifs Ports MTU Equilibrage de la
charge

VSwitch0 Vmnic2 et vmnic4 par défaut (120) 9000 Route basée sur un
hachage IP

VSwitch Vmnic3, vmnic5 par défaut (120) 9000 Route basée sur I'ID

iSciBootvSwitch de port virtuel
d’origine.

La méthode de hachage IP d’équilibrage de charge nécessite une configuration correcte pour le
commutateur physique sous-jacent a I'aide de SRC-DST-IP EtherChannel avec un canal de port

@ statique (mode activé). En cas de connectivité intermittente due a une éventuelle mauvaise
configuration du commutateur, arrétez temporairement 'un des deux ports de liaison montante
associés sur le commutateur Cisco pour restaurer la communication vers le port vmkernel de
gestion ESXi tout en dépannant les paramétres du canal de port.

Le tableau suivant répertorie les machines virtuelles VMware créées.

Description de la machine virtuelle Nom d’héte
Serveur VMware vCenter FlexPod-VCSA
Virtual Storage Console FlexPod-VSC
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Déployez Cisco Nexus 31108PC-V

Cette section décrit en détail la configuration du commutateur Cisco Nexus 331108PC-V
utilisée dans un environnement FlexPod Express.

Configuration initiale du commutateur Cisco Nexus 31108PC-V.

Les procédures suivantes décrivent la configuration des switchs Cisco Nexus utilisés dans un environnement
de base FlexPod Express.

1

18

@ Cette procédure suppose que vous utilisez un Cisco Nexus 31108PC-V exécutant la version
7.0(3)I7(6) du logiciel NX-OS.

. Au démarrage initial et a la connexion au port de console du commutateur, le setup Cisco NX-OS démarre

automatiquement. Cette configuration initiale traite des paramétres de base, tels que le nom du
commutateur, la configuration de I'interface mgmt0 et I'installation de Secure Shell (SSH).

Le réseau de gestion FlexPod Express peut étre configuré de plusieurs fagons. Les interfaces mgmt0 sur
les commutateurs 331108PC-V peuvent étre connectées a un réseau de gestion existant, ou les interfaces
mgmt0 des commutateurs 331108PC-V peuvent étre connectées dans une configuration dos a dos.
Cependant, ce lien ne peut pas étre utilisé pour I'accés a une gestion externe, tel que le trafic SSH.

@ Dans ce guide de déploiement, les commutateurs FlexPod Express Cisco Nexus 31108PC-
V sont connectés a un réseau de gestion existant.

Pour configurer les commutateurs Cisco Nexus 31108PC-V, mettez le commutateur sous tension et suivez
les invites a I'écran, comme illustré ici pour la configuration initiale des deux commutateurs, en remplagant
les valeurs appropriées pour les informations spécifiques au commutateur.



This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 31108PC-V-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n
Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

4. Vous voyez alors un résumé de votre configuration et vous étes invité a le modifier. Si votre configuration
est correcte, entrez n.

Would you like to edit the configuration? (y
es/no) [n]: n

5. 1l vous est ensuite demandé si vous souhaitez utiliser cette configuration et I'enregistrer. Si c’est le cas,
entrez y.

Use this configuration and save it? (yes/no) [y]: Enter



6. Répétez cette procédure pour le commutateur Cisco Nexus B.

Activez les fonctionnalités avancées

Certaines fonctionnalités avancées doivent étre activées dans Cisco NX-OS pour fournir des options de
configuration supplémentaires. Pour activer les fonctionnalités appropriées sur le commutateur Cisco Nexus A
et le commutateur B, passez en mode configuration a I'aide de la commande (config t) et exécutez les
commandes suivantes :

feature interface-vlan
feature lacp
feature vpc

Le hachage d’équilibrage de charge par défaut du canal de port utilise les adresses IP source et
de destination pour déterminer I'algorithme d’équilibrage de charge sur les interfaces du canal

@ de port. Vous pouvez optimiser la distribution entre les membres du canal de port en fournissant
davantage d’entrées a l'algorithme de hachage au-dela des adresses IP source et de
destination. C’est la méme raison que NetApp recommande fortement d’ajouter les ports TCP
source et de destination a I'algorithme de hachage.

Dans le mode de configuration (config t), entrez les commandes suivantes pour définir la configuration
d’équilibrage de charge du canal du port global sur le commutateur Cisco Nexus A et le commutateur B :

port-channel load-balance src-dst ip-l4port

Configurer I’arborescence a ressources globales

La plateforme Cisco Nexus utilise une nouvelle fonctionnalité de protection appelée Bridge assurance. La
fonctionnalité Bridge assurance protége les données contre une liaison unidirectionnelle ou toute autre
défaillance logicielle avec un périphérique qui continue a transférer le trafic de données lorsqu’il n’exécute plus
I'algorithme Spanning Tree. Les ports peuvent étre placés dans I'un des différents Etats, y compris le réseau
ou la périphérie, selon la plate-forme.

NetApp recommande de définir la fonctionnalité Bridge assurance de sorte que tous les ports soient
considérés comme des ports réseau par défaut. Ce parametre oblige 'administrateur réseau a vérifier la
configuration de chaque port. Il révéle également les erreurs de configuration les plus courantes, telles que les
ports de périphérie non identifiés ou un voisin dont la fonction d’assurance de pont n’est pas activée. En outre,
il est plus sar d’avoir le bloc Spanning Tree de nombreux ports plutdt que trop peu, ce qui permet a I'état de
port par défaut d’améliorer la stabilité globale du réseau.

Portez une attention particuliere a I'état Spanning Tree lors de I'ajout de serveurs, de stockage et de
commutateurs uplink, surtout s’ils ne prennent pas en charge la garantie des ponts. Dans ce cas, vous devrez
peut-étre modifier le type de port pour que les ports soient actifs.

La protection BPDU (Bridge Protocol Data Unit) est activée par défaut sur les ports de périphérie comme une
autre couche de protection. Pour éviter les boucles du réseau, cette fonction arréte le port si des BPDU
provenant d’un autre commutateur sont visibles sur cette interface.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour configurer les options de
I'arborescence a ressources par défaut, y compris le type de port par défaut et le protecteur BPDU, sur le
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commutateur Cisco Nexus A et le commutateur B :

spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
ntp server <<var ntp ip>> use-vrf management
ntp master 3

Définissez les VLAN

Avant de configurer des ports individuels avec différents VLAN, les VLAN de couche 2 doivent étre définis sur
le commutateur. Il est également recommandé de nommer les réseaux VLAN pour faciliter le dépannage a
lavenir.

Depuis le mode de configuration (config t), exécutez les commandes suivantes pour définir et décrire les VLAN
de couche 2 sur le commutateur Cisco Nexus Aet B :

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan_ id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Configurez les descriptions des ports d’accés et de gestion

Comme c’est le cas avec I'attribution de noms aux VLAN de couche 2, la définition de descriptions pour toutes
les interfaces peut aider a I'approvisionnement et au dépannage.

Dans le mode de configuration (config t) de chacun des commutateurs, entrez les descriptions de port
suivantes pour la configuration grand format de FlexPod Express :

Commutateur Cisco Nexus A
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Commutateur Cisco
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4

AFF C190-A eOc

AFF C190-B eOc

UCS-Server-A:

UCS-Server-B:

UCS-Server-A:

UCS-Server-B:

vPC peer-1link

vPC peer-link

MLOM port 0

MLOM port O

MLOM port 1

MLOM port 1

31108PC-V-B

31108PC-V-B

AFF C190-A eOM

UCS Server A:

Nexus B

CIMC

AFF C190-A e0d

AFF C190-B e0Od

vSwitchO

vSwitchO

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26

UCS-Server—-A: MLOM port 2 vSwitchO

description UCS-Server-B: MLOM port 2 vSwitchO

int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

UCS-Server-A:

UCS-Server-B:

vPC peer-link 31108PC-V-A

vPC peer-link 31108PC-V-A

MLOM port 3

MLOM port 3

AFF C190-B eOM

UCS Server B:

CIMC

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26



Configuration des interfaces de gestion des serveurs et du stockage

Les interfaces de gestion pour le serveur et le stockage n’utilisent généralement qu’un seul VLAN. Configurez
donc les ports de l'interface de gestion en tant que ports d’acces. Définissez le VLAN de gestion pour chaque
commutateur et définissez le type de port de I'arborescence sur aréte.

Dans le mode de configuration (config t), entrez les commandes suivantes pour configurer les parameétres de
port pour les interfaces de gestion des serveurs et du stockage :

Commutateur Cisco Nexus A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Commutateur Cisco Nexus B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Effectuez la configuration globale du canal du port virtuel

Un canal de port virtuel (VPC) permet d’afficher comme un canal de port unique vers un troisieme périphérique
des liaisons physiquement connectées a deux commutateurs Cisco Nexus différents. Le troisieme périphérique
peut étre un commutateur, un serveur ou tout autre périphérique réseau. Un VPC peut fournir des chemins
d’acces multiples de couche 2, ce qui vous permet de créer une redondance en augmentant la bande
passante, en activant plusieurs chemins paralléles entre les nceuds et en équilibrant la charge du trafic lorsque
d’autres chemins existent.

Un VPC offre les avantages suivants :

« Activation d’'un périphérique unique pour utiliser un canal de port sur deux périphériques en amont
» Suppression des ports bloqués par protocole Spanning Tree

 Topologie sans boucle

« Utilisation de toute la bande passante disponible de la liaison montante

» Assurer une convergence rapide en cas de défaillance de la liaison ou d’'un périphérique

» Résilience au niveau de la liaison

» Contribuer a la haute disponibilité

La fonctionnalité VPC nécessite une configuration initiale entre les deux commutateurs Cisco Nexus afin de
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fonctionner correctement. Si vous utilisez la configuration back-to-back mgtO, utilisez les adresses définies sur
les interfaces et vérifiez qu’elles peuvent communiquer a 'aide de ping
<<switch A/B mgmt0 ip addr>>vrf commande de gestion.

Depuis le mode de configuration (config t), exécutez les commandes suivantes pour configurer la configuration
globale VPC pour les deux commutateurs :

Commutateur Cisco Nexus A

vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmt0 ip addr>> source
<<switch A mgmtO ip addr>> vrf
management
peer-switch
peer—-gateway
auto-recovery
delay restore 150
ip arp synchronize
int ethl/25-26
channel-group 10 mode active
int PolO0
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Commutateur Cisco Nexus B
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vpc domain 1

peer-switch

role priority 20

peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

delay-restore 150

ip arp synchronize

int ethl/25-26

channel-group 10 mode active
int PolO0

description vPC peer-1link

switchport

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link
no shut
exit

copy run start

Configurez les canaux du port de stockage

Les controleurs de stockage NetApp permettent une connexion active/active au réseau via le protocole LACP
(Link Aggregation Control Protocol). L'utilisation de LACP est recommandée, car elle ajoute a la fois la
négociation et la journalisation entre les switchs. Du fait que le réseau est configuré pour VPC, cette approche
vous permet de disposer de connexions actives-actives du stockage a des commutateurs physiques distincts.
Chaque contréleur dispose de deux liaisons vers chacun des commutateurs. Cependant, les quatre liaisons
font partie du méme VPC et du méme groupe d’interface (ifgrp).

Dans le mode de configuration (config t), exécutez les commandes suivantes sur chacun des commutateurs
pour configurer les interfaces individuelles et la configuration de canal de port résultante pour les ports
connectés au contréleur NetApp AFF.

1. Exécutez les commandes suivantes sur les commutateurs A et B pour configurer les canaux de port du
contrdleur de stockage A:
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. Exécutez les commandes suivantes sur les commutateurs A et B pour configurer les canaux de port du
contréleur de stockage B :

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<i1iS8CSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

Configurez les connexions du serveur

Les serveurs Cisco UCS sont dotés d’une carte d’interface virtuelle a quatre ports, VIC11457, utilisée pour le
trafic de données et le démarrage du systéme d’exploitation ESXi via iSCSI. Ces interfaces sont configurées
pour basculer les unes sur les autres, assurant ainsi une redondance supplémentaire au-dela d’une liaison
unique. La diffusion de ces liaisons sur plusieurs commutateurs permet au serveur de survivre méme a une
défaillance compléte du commutateur.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour configurer les
parameétres de port des interfaces connectées a chaque serveur.
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Commutateur Cisco Nexus A : configuration Cisco UCS Server-A et Cisco UCS Server-B

int ethl/5

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Commutateur Cisco Nexus B : configuration Cisco UCS Server-A et Cisco UCS Server-B

int ethl/6

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<i8CSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Configurez les canaux de port du serveur

Exécutez les commandes suivantes sur le commutateur A et le commutateur B pour configurer les canaux de
port pour le serveur A :
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int ethl/3
channel-group 13 mode active
int Pol3
description vPC to Server-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 13
no shut

Exécutez les commandes suivantes sur le commutateur A et le commutateur B pour configurer les canaux de
port pour le serveur B :

int ethl/4
channel-group 14 mode active
int Pol4
description vPC to Server-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 14
no shut

Une MTU de 9 9000 a été utilisée pour la validation de cette solution. Cependant, vous pouvez
configurer une valeur différente pour la MTU adaptée aux exigences de votre application. Il est

(D important de définir la méme valeur MTU sur 'ensemble de la solution FlexPod. Des
configurations MTU incorrectes entre les composants entrainent la perte de paquets et leur
retransmission affecte les performances globales de la solution.

Pour faire évoluer la solution en ajoutant des serveurs Cisco UCS, exécutez les commandes
@ précédentes avec les ports de commutation que les nouveaux serveurs ont été branchés aux
commutateurs A et B.

Se uplink dans une infrastructure réseau existante

En fonction de l'infrastructure réseau disponible, il est possible d’utiliser plusieurs méthodes et fonctionnalités
pour faire passer I'environnement FlexPod par liaison ascendante. Si vous disposez déja d’un environnement
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Cisco Nexus, NetApp vous recommande d’utiliser des VPC pour uplink les commutateurs Cisco Nexus 31108
inclus dans I'environnement FlexPod dans l'infrastructure. Les liaisons montantes peuvent étre des liaisons
montantes 10 GbE pour une solution d’infrastructure 10GbE ou des liaisons 1GbE pour une solution
d’infrastructure 1GDbE si nécessaire. Les procédures décrites précédemment peuvent étre utilisées pour créer
une liaison montante VPC vers I'environnement existant. Assurez-vous de lancer la copie pour enregistrer la
configuration sur chaque commutateur une fois la configuration terminée.

"Suivant : procédure de déploiement du stockage NetApp (1re partie)."

Procédure de déploiement du stockage NetApp (partie 1)

Cette section décrit la procédure de déploiement du stockage NetApp AFF.

Installation de la gamme AFF C190 du contréleur de stockage NetApp

NetApp Hardware Universe

L'application NetApp Hardware Universe (HWU) offre des composants matériels et logiciels pris en charge
pour toute version ONTAP spécifique. Il fournit des informations de configuration pour toutes les appliances de
stockage NetApp actuellement prises en charge par le logiciel ONTAP. Il fournit également un tableau des
compatibilités de composants.

Vérifiez que les composants matériels et logiciels que vous souhaitez utiliser sont pris en charge avec la
version de ONTAP que vous prévoyez d’'installer :

Accédez au "HWU" application pour afficher les guides de configuration du systéme. Cliquez sur I'onglet
contrdleurs pour afficher la compatibilité entre différentes versions du logiciel ONTAP et les appliances de
stockage NetApp avec les spécifications souhaitées.

Vous pouvez également comparer les composants par appliance de stockage en cliquant sur Comparer les
systémes de stockage.

Conditions préalables au contréleur AFF C190 Series

Pour planifier l'emplacement physique des systemes de stockage, consultez le Hardware Universe NetApp.
Reportez-vous aux sections suivantes :

» Exigences électriques
» Cordons d’alimentation pris en charge

* Ports et cables intégrés

Contréleurs de stockage

Suivez les procédures d’installation physique des controleurs dans AFF "C190" Documentation :

NetApp ONTAP 9.6

Fiche de configuration

Avant d’exécuter le script d’installation, complétez la fiche de configuration du manuel du produit. La fiche de
configuration est disponible dans le Guide d’installation du logiciel ONTAP 9.6.

29


https://docs.netapp.com/fr-fr/flexpod/express/express-c-series-c190-deploy_netapp_storage_deployment_procedure_@part_1@.html
http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62937&language=en-US

@ Ce systéme est configuré en cluster a 2 noeuds sans commutateur.

Le tableau suivant présente des informations sur l'installation et la configuration de ONTAP 9.6.

Détail du cluster

Adresse IP du nceud de cluster A
Masque de réseau du nceud de cluster A
Passerelle de nceud de cluster A

Nom du nceud de cluster A

Adresse IP du nceud B du cluster
Masque de réseau du nceud B du cluster
Passerelle de nceud B du cluster

Nom du nceud B du cluster

URL ONTAP 9.6

Nom du cluster

Adresse IP de gestion du cluster
Passerelle du cluster B

Masque de réseau du cluster B.

Nom de domaine

IP du serveur DNS (vous pouvez entrer plusieurs
adresses)

IP de serveur NTP (vous pouvez entrer plusieurs
adresses)

Configurez le noeud A

Pour configurer le nceud A, procédez comme suit :

Valeur des détails du cluster
<<var_NODEA_mgmt_ip>>
<<var_NODEA_mgmt_mask>>
<<var_NODEA_ mgmt_ Gateway>>
<<var_NODEA>>
<<var_NodeB_mgmt_ip>>
<<var_NodeB_mgmt_mask>>
<<var_NodeB_mgmt_Gateway>>
<<var_NodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
\<<var_clustermgmt_mask>
<<nom_domaine_var>>

<var_dns_server_ip

<<var_ntp_server_ip>>

1. Effectue la connexion au port console du systeme de stockage. Une invite chargeur-A s’affiche.
Cependant, si le systéme de stockage est dans une boucle de redémarrage, appuyez sur Ctrl-C pour
quitter la boucle AUTOBOOT lorsque le message suivant s’affiche :

Starting AUTOBOOT press Ctrl-C to abort..

Laissez le systéme démarrer.

autoboot

2. Appuyez sur Ctrl-C pour accéder au menu de démarrage.
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1.

12.
13.
14.
15.

Si ONTAP 9.6 n’est pas la version du logiciel en cours de démarrage, procédez comme suit
pour installer le nouveau logiciel. Si ONTAP 9.6 est la version en cours de démarrage,
sélectionnez les options 8 et y pour redémarrer le nceud. Ensuite, passez a I'étape 14.

. Pour installer un nouveau logiciel, sélectionnez 'option 7.

. Entrez y pour effectuer une mise a niveau.

. Sélectionnez eOM pour le port réseau que vous souhaitez utiliser pour le téléchargement.
. Entrez y pour redémarrer maintenant.

. Entrez 'adresse IP, le masque de réseau et la passerelle par défaut de eOM a leurs emplacements

respectifs.

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

. Entrez 'URL de I'emplacement du logiciel.

@ Ce serveur Web doit étre accessible.

<<var_url boot software>>

. Appuyez sur entrée pour le nom d’utilisateur, indiquant aucun nom d’utilisateur.
10.

Saisissez y pour définir le nouveau logiciel installé comme logiciel par défaut a utiliser pour les
redémarrages suivants.

Entrez y pour redémarrer le nceud.

Lors de I'installation d’'un nouveau logiciel, le systeme peut effectuer des mises a niveau du

@ micrologiciel vers le BIOS et les cartes d’adaptateur, ce qui entraine des redémarrages et
des arréts possibles a I'invite du chargeur-A. Si ces actions se produisent, le systéme peut
différer de cette procédure.

Appuyez sur Ctrl-C pour accéder au menu de démarrage.
Sélectionnez I'option 4 pour nettoyer la configuration et initialiser tous les disques.
Entrez y pour zéro disque, réinitialisez la configuration et installez un nouveau systéme de fichiers.

Entrez y pour effacer toutes les données des disques.

L'initialisation et la création de I'agrégat root peuvent prendre au moins 90 minutes, selon le
nombre et le type de disques connectés. Une fois l'initialisation terminée, le systéme de

@ stockage redémarre. Notez que linitialisation des disques SSD prend beaucoup moins de
temps. Vous pouvez continuer a utiliser la configuration du nceud B pendant que les disques
du nceud A sont a zéro.

Lorsque le nceud A est en cours d’initialisation, commencez a configurer le nceud B.
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Configurer le nceud B

Pour configurer le nceud B, procédez comme suit :
1. Effectue la connexion au port console du systeme de stockage. Une invite chargeur-A s’affiche.

Cependant, si le systéeme de stockage est dans une boucle de redémarrage, appuyez sur Ctrl-C pour
quitter la boucle AUTOBOOT lorsque le message suivant s’affiche :

Starting AUTOBOOT press Ctrl-C to abort..

2. Appuyez sur Ctrl-C pour accéder au menu de démarrage.

autoboot

3. Appuyez sur Ctrl-C lorsque vous y étes invité.

Si ONTAP 9.6 n’est pas la version du logiciel en cours de démarrage, procédez comme suit
pour installer le nouveau logiciel. Si ONTAP 9.6 est la version en cours de démarrage,
sélectionnez les options 8 et y pour redémarrer le nceud. Ensuite, passez a I'étape 14.

. Pour installer un nouveau logiciel, sélectionnez I'option 7.A.
. Entrez y pour effectuer une mise a niveau.
Sélectionnez eOM pour le port réseau que vous souhaitez utiliser pour le téléchargement.

Entrez y pour redémarrer maintenant.

© N o g &

Entrez I'adresse IP, le masque de réseau et la passerelle par défaut de eOM a leurs emplacements
respectifs.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

9. Entrez 'URL de 'emplacement du logiciel.

@ Ce serveur Web doit étre accessible.

<<var url boot software>>

10. Appuyez sur entrée pour le nom d’utilisateur, indiquant aucun nom d’utilisateur.

11. Saisissez y pour définir le nouveau logiciel installé comme logiciel par défaut a utiliser pour les
redémarrages suivants.

12. Entrez y pour redémarrer le nceud.
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Lors de I'installation d’'un nouveau logiciel, le systeme peut effectuer des mises a niveau du

@ micrologiciel vers le BIOS et les cartes d’adaptateur, ce qui entraine des redémarrages et
des arréts possibles a I'invite du chargeur-A. Si ces actions se produisent, le systéeme peut
différer de cette procédure.

13. Appuyez sur Ctrl-C pour accéder au menu de démarrage.
14. Sélectionnez I'option 4 pour nettoyer la configuration et initialiser tous les disques.
15. Entrez y pour zéro disque, réinitialisez la configuration et installez un nouveau systéme de fichiers.

16. Entrez y pour effacer toutes les données des disques.

L'initialisation et la création de I'agrégat root peuvent prendre au moins 90 minutes, selon le

@ nombre et le type de disques connectés. Une fois l'initialisation terminée, le systéme de
stockage redémarre. Notez que linitialisation des disques SSD prend beaucoup moins de
temps.

Suite de la configuration du noeud A et de la configuration du cluster

A partir d’'un programme de port de console connecté au port de console Du contréleur de stockage A (nceud
A), exécutez le script de configuration du nceud. Ce script apparait lors du premier démarrage de ONTAP 9.6
sur le nceud.

La procédure de configuration du nceud et du cluster a été Iégérement modifiée dans ONTAP

@ 9.6. L'assistant d’installation du cluster est maintenant utilisé pour configurer le premier nceud
d’un cluster. NetApp ONTAP System Manager (anciennement OnCommand® System Manager)
est utilisé pour configurer le cluster.

1. Suivez les invites pour configurer le nceud A.
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

. Accédez a 'adresse IP de linterface de gestion du nceud.

La configuration du cluster peut également étre effectuée au moyen de l'interface de ligne
de commandes. Ce document décrit la configuration du cluster a I'aide d’'une configuration
assistée de System Manager.

3. Cliquez sur installation assistée pour configurer le cluster.
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Entrez <<var clustername>> pour les noms de cluster et <<var nodeA>> et <<var nodeB>> pour
chacun des nceuds que vous configurez. Saisissez le mot de passe que vous souhaitez utiliser pour le
systeme de stockage. Sélectionnez Switchless Cluster pour le type de cluster. Indiquez la licence de base
du cluster.

Vous pouvez également entrer des licences de fonctions pour Cluster, NFS et iSCSI.

Vous voyez un message de statut indiquant que le cluster est en cours de création. Ce message d’état
passe en revue plusieurs Etats. Ce processus prend plusieurs minutes.

Configurez le réseau.



a. Désélectionnez 'option Plage d’adresses IP.

b. Entrez <<var clustermgmt_ ip>> Dans le champ adresse IP de gestion du cluster,
<<var clustermgmt mask>> Dans le champ masque réseau, et

<<var clustermgmt gateway>> Dans le champ passerelle. Utilisez le ... Sélecteur dans le champ

Port pour sélectionner eOM du noeud A.

C. L'IP de gestion des noeuds du nceud A est déja renseignée. Entrez <<var nodeA mgmt ip>> Pour
le nceud B.

d. Entrez <<var domain_ name>> Dans le champ Nom de domaine DNS. Entrez
<<var dns_server ip>> Dans le champ adresse IP du serveur DNS.

@ Vous pouvez entrer plusieurs adresses IP de serveur DNS.
€. Entrez 10.63.172.162 Dans le champ serveur NTP principal.

@ Vous pouvez également entrer un autre serveur NTP. L'adresse IP 10.63.172.162 de
<<var_ ntp server ip>> EstI'IP de gestion Nexus.

8. Configuration des informations de support.

a. Si votre environnement requiert un proxy pour accéder a AutoSupport, entrez 'URL dans 'URL du
proxy.

b. Entrez 'héte de messagerie SMTP et 'adresse électronique pour les notifications d’événements.

@ Vous devez au moins configurer la méthode de notification d’événement avant de
pouvoir continuer. Vous pouvez sélectionner n’importe quelle méthode.
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NetApp OnCommand System Manager

| =5 Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your ciuster:

Cluster Metwork Support Surmmary

@ Autosupport @

& Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Metify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with 3

COMMA...

SNMP Trap Host

[] snmP
Syslog Server

[ | syslog

Lorsque le systeme indique que la configuration du cluster est terminée, cliquez sur gérer le cluster pour
configurer le stockage.



Suite de la configuration du cluster de stockage

Une fois la configuration des nceuds de stockage et du cluster de base terminée, vous pouvez poursuivre la
configuration du cluster de stockage.

Zéro de tous les disques de spare

Pour mettre zéro tous les disques de spare du cluster, exécutez la commande suivante :

disk zerospares

Définissez la personnalité des ports UTA2 intégrés

1. Vérifiez le mode actuel et le type actuel des ports en exécutant le ucadmin show commande.

AFF C190::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF C190 A Oc cna target = = online
AFF C190 A 0d cna target - - online
AFF C190 A Oe cna target = = online
AFF C190 A 0f cna target = = online
AFF C190 B Oc cna target - - online
AFF C190 B 0d cna target = = online
AFF C190 B Oe cna target = = online
AFF C190 B 0f cna target - - online

8 entries were displayed.

2. Veérifiez que le mode actuel des ports en cours d’utilisation est cna et que le type actuel est défini sur cible.
Si ce n’est pas le cas, modifiez la personnalité du port a l'aide de la commande suivante :

ucadmin modify -—-node <home node of the port> -adapter <port name> -mode

cna -—-type target

(D Les ports doivent étre hors ligne pour exécuter la commande précédente. Pour mettre un
port hors ligne, exécutez la commande suivante :

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

@ Si vous avez modifié la personnalité du port, vous devez redémarrer chaque nceud pour que
le changement prenne effet.
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Renommez les interfaces logiques de gestion

Pour renommer les interfaces logiques de gestion (LIF), effectuez la procédure suivante :

1. Affiche les noms des LIF de gestion actuelles.
network interface show -vserver <<clustername>>
2. Renommer la LIF de gestion de cluster.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. Renommez la LIF de gestion du nceud B.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF C190 B 1 -newname AFF C190-02 mgmtl

Définissez le rétablissement automatique sur la gestion du cluster

Définissez le parameétre de restauration automatique sur l'interface de gestion du cluster.

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-
revert true

Configurez I'interface réseau du processeur de service

Pour attribuer une adresse IPv4 statique au processeur de service sur chaque nceud, exécutez les
commandes suivantes :

system service-processor network modify —-node <<var nodeA>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

@ Les adresses IP du processeur de service doivent se trouver dans le méme sous-réseau que
les adresses IP de gestion du noeud.

Activez le basculement du stockage dans ONTAP

Pour vérifier que le basculement du stockage est activé, exécutez les commandes suivantes dans une paire
de basculement :
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1. Vérification de I'état du basculement du stockage

storage failover show

(D Les deux <<var_ nodeA>> et <<var_ nodeB>> doit pouvoir effectuer un basculement.
Accédez a I'étape 3 si les nceuds peuvent effectuer un basculement.

2. Activez le basculement sur I'un des deux nceuds.
storage failover modify -node <<var nodeA>> -enabled true
(D L’activation du basculement sur un nceud l'active pour les deux nceuds.

3. Vérifiez I'état de la HA du cluster a deux noeuds.

(D Cette étape ne s’applique pas aux clusters comptant plus de deux noeuds.

cluster ha show

4. Passez a I'étape 6 si la haute disponibilité est configurée. Si la haute disponibilité est configurée, le
message suivant s’affiche lors de 'émission de la commande :

High Availability Configured: true

5. Activez le mode HA uniquement pour le cluster a deux nceuds.

@ N’exécutez pas cette commande pour les clusters avec plus de deux nceuds, car cela
entraine des problémes de basculement.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. Vérifiez que I'assistance matérielle est correctement configurée et modifiez, si nécessaire, I'adresse IP du
partenaire.

storage failover hwassist show

Le message Keep Alive Status: Error: indique que I'un des contréleurs n’a pas regu
@ d’alertes de maintien en service hwassist de la part de son partenaire, ce qui indique que
I'assistance matérielle n’est pas configurée. Exécutez les commandes suivantes pour

configurer I'assistance matérielle.
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storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

Créez un domaine de diffusion MTU de trames Jumbo dans ONTAP

Pour créer un domaine de diffusion de données avec un MTU de 9 9000, exécutez les commandes suivantes :

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Ne supprime pas le port de données du broadcast domain par défaut

Les ports de données 10 GbE sont utilisés pour le trafic iISCSI/NFS. Ces ports doivent étre supprimés du
domaine par défaut. Les ports eOe et e0f ne sont pas utilisés et doivent également étre supprimés du domaine
par défaut.

Pour supprimer les ports du broadcast domain, lancer la commande suivante :

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,
<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

Désactiver le controle de flux sur les ports UTA2

Il est recommandeé par NetApp de désactiver le contréle de flux sur tous les ports UTA2 connectés a des
périphériques externes. Pour désactiver le controle de flux, lancer la commande suivante :
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

Configurer le groupe d’interface LACP dans ONTAP

Ce type de groupe d’interface nécessite au moins deux interfaces Ethernet et un switch qui prend en charge
LACP. assurez-vous qu'il est configuré en fonction des étapes décrites dans ce guide a la section 5.1.

Dans l'invite de cluster, effectuez la procédure suivante :
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

Configurer les trames Jumbo dans ONTAP

Pour configurer un port réseau ONTAP afin d’utiliser des trames jumbo (généralement avec un MTU de 9
9,000 octets), exécutez les commandes suivantes depuis le shell du cluster :

AFF C190::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF C190::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

Créez des VLAN dans ONTAP

Pour créer des VLAN dans ONTAP, procédez comme suit :

1. Créez des ports VLAN NFS et ajoutez-les au domaine de broadcast de données.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. Créez des ports VLAN iSCSI et ajoutez-les au domaine de diffusion de données.
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var iscsi vlan A id>>,<<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var iscsi vlan B id>>,<<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. Créez des ports MGMT-VLAN.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<mgmt_ vlan id>>

Créez des agrégats de données dans ONTAP

Un agrégat contenant le volume root est créé lors du processus de setup ONTAP. Pour créer des agrégats
supplémentaires, déterminez le nom de 'agrégat, le nceud sur lequel il doit étre créé, ainsi que le nombre de
disques qu’il contient.

Pour créer des agrégats, lancer les commandes suivantes :

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount

<<var_ num disks>>

Conservez au moins un disque (sélectionnez le plus grand disque) dans la configuration comme
@ disque de rechange. Il est recommandé d’avoir au moins une unité de rechange pour chaque
type et taille de disque.

@ Commencez par cing disques ; vous pouvez ajouter des disques a un agrégat lorsque du
stockage supplémentaire est requis.
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L’agrégat ne peut pas étre créé tant que la remise a zéro du disque n’est pas terminée.
Exécutez le aggr show commande permettant d’afficher I'état de création de I'agrégat. Ne pas
continuer tant que aggr1_NODEA n’est pas en ligne.

Configurer le fuseau horaire dans ONTAP

Pour configurer la synchronisation de I'heure et pour définir le fuseau horaire sur le cluster, exécutez la
commande suivante :

timezone <<var timezone>>

Par exemple, dans I'est des Etats-Unis, le fuseau horaire est America/New_York. Aprés avoir
commenceé a saisir le nom du fuseau horaire, appuyez sur la touche Tab pour afficher les
options disponibles.

Configurez SNMP dans ONTAP

Pour configurer le SNMP, procédez comme suit :
1. Configurer les informations de base SNMP, telles que 'emplacement et le contact. Lorsqu’elle est

interrogée, cette information est visible comme syslLocation et sysContact Variables dans SNMP.

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. Configurez les interruptions SNMP pour envoyer aux hotes distants.

snmp traphost add <<var snmp server fgdn>>

Configurez SNMPv1 dans ONTAP

Pour configurer SNMPv1, définissez le mot de passe secret partagé en texte brut appelé communauté.

snmp community add ro <<var snmp community>>

Utilisez le snmp community delete all commande avec précaution. Si des chaines de
communauté sont utilisées pour d’autres produits de surveillance, cette commande les
supprime.

Configurez SNMPv3 dans ONTAP

SNMPv3 requiert la définition et la configuration d’un utilisateur pour I'authentification. Pour configurer
SNMPv3, effectuez les étapes suivantes :
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1. Exécutez le security snmpusers Commande permettant d’afficher I'lD du moteur.

2. Créez un utilisateur appelé snmpv3user.

security login create -username snmpv3user -—-authmethod usm -application
snmp

3. Entrez I'ID du moteur de I'entité faisant autorité et sélectionnez md5 comme protocole d’authentification.

4. Lorsque vous y étes invité, entrez un mot de passe de huit caractéres minimum pour le protocole
d’authentification.

5. Sélectionnez des comme protocole de confidentialité.

6. Entrez un mot de passe de huit caractéres minimum pour le protocole de confidentialité lorsque vous y
étes invité.

Configurez AutoSupport HTTPS dans ONTAP

L'outil NetApp AutoSupport envoie a NetApp des informations de résumé du support via HTTPS. Pour
configurer AutoSupport, lancer la commande suivante :

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

Créez un serveur virtuel de stockage

Pour créer une infrastructure de SVM (Storage Virtual machine), procédez comme suit :

1. Exécutez le vserver create commande.

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. Ajoutez I'agrégat de données a la liste INFRA-SVM pour NetApp VSC.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. Retirer les protocoles de stockage inutilisés du SVM, tout en conservant les protocoles NFS et iSCSI.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. Activer et exécuter le protocole NFS dans le SVM infra-SVM.
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nfs create -vserver Infra-SVM -udp disabled

5. Allumez le SVM vstorage Paramétre du plug-in NetApp NFS VAAL. Ensuite, vérifiez que NFS a été
configuré.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

(D Les commandes sont préfaites par vserver En ligne de commande, car les SVM étaient
auparavant appelés vServers.

Configurez NFSv3 dans ONTAP

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail
Hote ESXi D’Une adresse IP NFS <<var_esxi_hostA_nfs_ip>>
Adresse IP NFS de I'héte ESXi B <<var_esxi_hostB_nfs_ip>>

Pour configurer NFS sur le SVM, lancer les commandes suivantes :

1. Créez une regle pour chaque héte ESXi dans la stratégie d’exportation par défaut.

2. Pour chaque héte ESXi créé, attribuez une régle. Chaque héte a son propre index de régles. Votre premier
héte ESXi dispose de I'index de régles 1, votre second héte ESXi dispose de l'index de régles 2, etc.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —-allow-suid false

vserver export-policy rule show

3. Assigner la export policy au volume root du SVM d’infrastructure.

volume modify -vserver Infra-SVM -volume rootvol -policy default

NetApp VSC gére automatiquement les regles d’exportation si vous choisissez de I'installer
@ une fois vSphere configuré. Si vous ne l'installez pas, vous devez créer des regles d’export
policy lorsque des serveurs Cisco UCS C-Series supplémentaires sont ajoutés.
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Créez le service iSCSI dans ONTAP

Pour créer le service iSCSI sur le SVM, exécutez la commande suivante. Cette commande démarre
également le service iSCSI et définit I'lQN iSCSI pour la SVM. Vérifiez que le protocole iSCSI a été configure.

iscsi create -vserver Infra-SVM
iscsi show

Créer un miroir de partage de charge du volume racine du SVM dans ONTAP

Pour créer un miroir de partage de charge du volume root du SVM dans ONTAP, effectuez les opérations
suivantes :

1. Créer un volume pour étre le miroir de partage de charge du volume root du SVM d'’infrastructure sur

chaque nceud.

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB —-type DP
volume create -vserver Infra Vserver —-volume rootvol m02 —-aggregate
aggrl nodeB -size 1GB -type DP

2. Créer un programme de travail pour mettre a jour les relations de miroir de volume racine toutes les 15
minutes.

job schedule interval create -name 15min -minutes 15

3. Créer les relations de mise en miroir.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. Initialisez la relation de mise en miroir et vérifiez qu’elle a été créée.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol
snapmirror show

Configurez I'accés HTTPS dans ONTAP

Pour configurer un acces sécurisé au contréleur de stockage, procédez comme suit :

1. Augmentez le niveau de privilege pour accéder aux commandes de certificat.
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set -privilege diag
Do you want to continue? {yln}: vy

2. En général, un certificat auto-signé est déja en place. Vérifiez le certificat en exécutant la commande

suivante :

security certificate show

3. Pour chaque SVM affiché, le nom commun du certificat doit correspondre au FQDN DNS du SVM. Les

quatre certificats par défaut doivent étre supprimés et remplacés par des certificats auto-signés ou des
certificats d’'une autorité de certification.

La suppression de certificats expirés avant de créer des certificats est une bonne pratique.

(D Exécutez le security certificate delete commande permettant de supprimer les
certificats expirés. Dans la commande suivante, utilisez L'option D’achévement PAR
ONGLET pour sélectionner et supprimer chaque certificat par défaut.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4. Pour générer et installer des certificats auto-signés, exécutez les commandes suivantes en tant que

commandes a durée unique. Générer un certificat de serveur pour I'infra-SVM et le SVM de cluster. La
encore, utilisez la saisie AUTOMATIQUE PAR TABULATION pour vous aider a compléter ces commandes.

security certificate create [TAB]

Example: security certificate create —-common-name infra-svm.netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 3650 -protocol SSL -hash-function SHA256

-vserver Infra-SVM

5. Pour obtenir les valeurs des parametres requis a I'étape suivante, exécutez la commande Security

Certificate show.

6. Activez chaque certificat qui vient d’étre cré¢ a I'aide de ~server-enabled true et -client-enabled
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false parametres. Utilisez de nouveau la saisie AUTOMATIQUE PAR TABULATION.

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com



7. Configurez et activez 'accés SSL et HTTPS, et désactivez I'accés HTTP.

system services web modify -external true -sslv3-enabled true

Warning: Modifying the cluster configuration will cause pending web

service requests to be interrupted as the web servers are restarted.

Do you want to continue {yln}: vy

system services firewall policy delete -policy mgmt -service http

—-vserver <<var clustername>>

@ Il est normal que certaines de ces commandes renvoient un message d’erreur indiquant que

'entrée n’existe pas.

8. Ne rétablit pas le niveau de privilege admin et crée l'installation pour permettre a la SVM d’étre disponible

par le web.

set -privilege admin

vserver services web modify —-name spi -vserver * -enabled true

Créez un volume NetApp FlexVol dans ONTAP

Pour créer un volume NetApp FlexVol®, entrez le nom, la taille et 'agrégat sur lequel il existe. Créer deux
volumes de datastore VMware et un volume de démarrage de serveur.

volume create -vserver Infra-SVM -volume infra datastore -aggregate

aggrl nodeB -size 500GB -state online -policy default -junction-path

/infra_datastore -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA

-size 100GB -state online -policy default -junction-path /infra swap

-space—-guarantee none -percent-snapshot-space 0 -snapshot-policy none

-efficiency-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA

-size 100GB -state online -policy default -space-guarantee none -percent

-snapshot-space 0

Créer des LUN dans ONTAP

Pour créer deux LUN de démarrage, exécutez les commandes suivantes :

lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
-space-reserve disabled
Infra-SVvM -volume esxi boot -lun VM-Host-Infra-B -size
—-space-reserve disabled
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@ Lorsque vous ajoutez un serveur Cisco UCS C-Series supplémentaire, vous devez créer un
LUN de démarrage supplémentaire.

Création des LIFs iSCSI dans ONTAP

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail

Nceud de stockage AiSCSI LIFO1A <<var_NODEA iscsi_lif01a_ip>>
Masque de réseau LIFO1AiSCSI du nceud de <<var_NODEA iscsi_lif01a_masque>>
stockage

Nceud de stockage AiSCSI LIFO1B <<var_NODEA _iscsi_lif01b_ip>>
Masque de réseau LIFO1B iSCSI sur le nceud de <<var_NODEA iscsi_lif01b_mask>>
stockage

Nceud de stockage B iSCSI LIFO1A <<var_NodeB _iscsi_lif01a_ip>>
Masque de réseau du nceud de stockage B iSCSI <<var_NodeB iscsi_lif01a_masque>>
LIFO1A

Nceud de stockage B iSCSI LIFO1B <<var_NodeB_iscsi_lif01b_ip>>
Masque de réseau du nceud de stockage B iSCSI <<var_NodeB iscsi_lif01b_mask>>
LIFO1B

Création de quatre LIF iSCSI, deux sur chaque nceud
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up -failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var_ iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up -failover-policy disabled
—-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status—-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface show

Création des LIFs NFS dans ONTAP

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail

Nceud de stockage ANFS LIF 01 IP <<var_NODEA nfs_lif 01 _ip>>
Neceud de stockage A masque réseau NFS LIF 01 <<var_NODEA_nfs_lif 01_mask>>
Nceud de stockage B NFS LIF 02 IP <<var_NodeB_nfs_lif 02_ip>>
Masque de réseau LIF 02 du nceud de stockage B <<var_NodeB nfs_lif 02 _mask>>
NFS

Creer une LIF NFS.
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<
var nodeA nfs 1if 01 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVvM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

Ajoutez un administrateur SVM d’infrastructure

Le tableau suivant répertorie les informations nécessaires pour ajouter un administrateur SVM.

Détails Valeur de détail

IP de Vsmgmt <<var_svm_mgmt_ip>>
Masque de réseau Vsmgmt <<var_svm_mgmt_mask>>
Passerelle par défaut de Vsmgmt <<var_svm_mgmt_gateway>>

Pour ajouter 'administrateur du SVM d’infrastructure et I'interface logique d’administration du SVM au réseau
de gestion, effectuez les opérations suivantes :

1. Exécutez la commande suivante :

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

@ L'IP de gestion SVM devrait ici se trouver dans le méme sous-réseau que I'lP de gestion du
cluster de stockage.

2. Créer une route par défaut pour permettre a l'interface de gestion du SVM d’atteindre le monde extérieur.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. Définir un mot de passe pour l'utilisateur SVM vsadmin et déverrouiller I'utilisateur
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"Ensuite, déployez le serveur rack Cisco UCS C-Series."

Déployez un serveur en rack Cisco UCS C-Series

Cette section décrit la procédure détaillée de configuration d’'un serveur en rack
autonome Cisco UCS C-Series a utiliser dans la configuration FlexPod Express.
Procédez a la configuration initiale du serveur autonome Cisco UCS C-Series pour CIMC

Suivez ces étapes pour la configuration initiale de I'interface CIMC pour les serveurs autonomes Cisco UCS C-
Series.

Le tableau suivant répertorie les informations nécessaires a la configuration de CIMC pour chaque serveur
autonome Cisco UCS C-Series.

Détails Valeur de détail

Adresse IP de CIMC <<cimc_ip>>

Masque de sous-réseau CIMC \<<masque de réseau cimc
Passerelle par défaut CIMC <<cimc_gateway>>

@ La version CIMC utilisée dans cette validation est CIMC 4.0.(4).

Tous les serveurs

1. Reliez le dongle (KVM) du clavier, de la vidéo et de la souris Cisco (fourni avec le serveur) au port KVM
situé a l'avant du serveur. Branchez un moniteur VGA et un clavier USB sur les ports de dongle KVM
appropriés.

Mettez le serveur sous tension et appuyez sur F8 lorsque vous étes invité a entrer dans la configuration
CIMC.
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ching to AHCI mode.

2. Dans l'utilitaire de configuration de CIMC, définissez les options suivantes :
a. Mode carte d'interface réseau (NIC) :
Ressource dédiée [X]
b. IP (de base) :
IPV4 : [x]
DHCP activé : [ ]
CIMC IP : <<cimc_ip>>
Préfixe/sous-réseau : <<cimc_ netmask>>
Passerelle : <<cimc gateway>>
c. VLAN (avance) : laissez désactivé pour désactiver le marquage VLAN.
Redondance des cartes réseau

Aucune : [X]
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on Utili

NIC Propertie
NIC redundancy

Smart Ac

iditional

3. Appuyez sur F1 pour afficher les réglages supplémentaires :

a. Propriétés communes :
Nom d’héte : <<esxi host name>>
DNS dynamique : [ ]
Parametres par défaut : laisser effacé.

b. Utilisateur par défaut (de base) :
Mot de passe par défaut : <<admin password>>
Saisissez a nouveau le mot de passe : <<admin password>>
Propriétés du port : utilisez les valeurs par défaut.

Profils de port : laisser désactivé.

4. Appuyez sur F10 pour enregistrer la configuration de I'interface CIMC.

5. Une fois la configuration enregistrée, appuyez sur Echap pour quitter.
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Configuration du démarrage iSCSI des serveurs Cisco UCS C-Series

Dans cette configuration FlexPod Express, le VIC11457 est utilisé pour le démarrage iSCSI.

Le tableau suivant répertorie les informations nécessaires a la configuration du démarrage iSCSI.

@ Une police en italique indique les variables uniques pour chaque héte ESXi.

Détails

Initiateur hote VMware ESXi a name

Hote ESXi iSCSI-A IP

Masque de réseau iISCSI-A de I'héte ESXi
Hoéte ESXi iSCSI : passerelle par défaut
Nom de I'initiateur B de I'h6te ESXi
Adresse IP iSCSI-B de 'héte ESXi
Masque de réseau iSCSI-B de I'hote ESXi
Passerelle iSCSI-B de I'hote ESXi
Adresse IP iscsi_lif01a

Adresse IP iscsi_lif02a

Adresse IP iscsi_lif01b

Adresse IP iscsi_lif02b

IQN de l'infra_SVM

Configuration de I'ordre de démarrage

Valeur de détail
<<var_ucs_initiator_name_A>>
<<var_esxi_Host_iscsiA_ip>>
<<var_esxi_host_iscsiA_mask>>
<<var_esxi_Host iscsiA_Gateway>>
<<var_ucs_initiator_name_B>>
<<var_esxi_Host iscsiB_ip>>
<<var_esxi_host_iscsiB_mask>>
<<var_esxi_Host_iscsiB_Gateway>>
<<var_iscsi_lif01a>>
<<var_iscsi_lif02a>>
<<var_iscsi_lif01b>>
<<var_iscsi_lif02b>>

<<var_SVM_IQN>>

Pour définir la configuration de I'ordre de démarrage, procédez comme suit :

1. Dans la fenétre du navigateur de l'interface CIMC, cliquez sur I'onglet calcul et sélectionnez BIOS.

2. Cliquez sur configurer I'ordre de démarrage, puis sur OK.
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= el Cisco Integrated Management Controller

A / Compute / BIOS

BIOS Remote Management Troubleshooting Power Paolicies PID Catalog

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings | Restore Defaults

Configure BIOS Configure Boot Order Configure BIOS Profile
BIOS Properties

Running Version  C220M5.4.0.49.0.0712130011
UEFI Secure Boot ||

Actual Boot Mode  Uefi
Configured Boot Mode v
Last Configured Boot Order Source  BIOS

Configured One time boot device v

Save Changes

w Configured Boot Devices Actual Boot Devices

Basic UEFI: Built-in EFI Shell (NonPolicyTarget)

» 04 Advanced UEFI: FXE IP4 Intel(R) Ethernet Controller X550 (MonPolicyTargef)

UEFI: PXE IP4 Intel(R) Ethernet Controller X550 (NonPolicyTarget)

Configure Boot Order

3. Configurez les périphériques suivants en cliquant sur le périphérique sous Ajouter un périphérique de
démarrage et en accédant a 'onglet Avancé :

a. Ajouter des supports virtuels :
NOM : KVM-CD-DVD
SOUS-TYPE : DVD MAPPE KVM
Etat : activé
Ordre : 1

b. Ajouter démarrage iSCSI :

Nom : iSCSI-A
Etat : activé

Ordre : 2

57



Slot: MLOM
Port : 1
c. Cliquez sur Ajouter un démarrage iSCSI :
Nom : iSCSI-B
Etat : activé
Ordre: 3
Slot: MLOM
Port : 3

4. Cliquez sur Ajouter un périphérique.

5. Cliquez sur Enregistrer les modifications, puis sur Fermer.

Configured Boot Level:  Advanced

Basic Advanced
Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add PXE Boot

Add SAN Boot Name Type Order State

: KM-MAPPED-DVD “MEDIA 1 Enabled
Add USE [ iscska ] 2 Enabled
Add Virtual Media _

[ iscers ISCal 3 Enabled

Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYME

Add Local COD

Reset Values Close

6. Redémarrez le serveur pour démarrer avec votre nouvel ordre de démarrage.

Désactiver le controleur RAID (le cas échéant)

Procédez comme suit si votre serveur C-Series contient un contréleur RAID. Aucun controleur RAID n’est
nécessaire dans 'amorgage a partir de la configuration SAN. Vous pouvez également retirer physiquement le
contréleur RAID du serveur.

1. Sous l'onglet calcul, cliquez sur BIOS dans le volet de navigation de gauche de CIMC.

2. Sélectionnez configurer le BIOS.
3. Faites défiler vers le bas jusqu’a PCle Slot:HBA option ROM.

4. Sila valeur n’est pas déja désactivée, définissez-la sur Désactivé.
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BIOS Remote Management

[lie} Server Management Security

Troubleshooting

Power Policies

Processor Memory

Hote: Defaultvalues are shown in hald

Rehoot Host Immediately:

Intel VT for directed 10:
Intel WTD ATS support:
LOM Port 1 OptionRom:
Pcie Slot 1 OptionRom:
MLOM OptionRom:

Front NVME 1 OptionBom:
MRAID Link Speed:

PCle Slot 1 Link Speed:
Front NVME 1 Link Speed:
VGA Priority:

P-SATA OptionROM:

USB Port Rear:

USB Port Internal:

IPV6 PXE Support:

Enabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
Onboard
LSI 5 RAID
Enabled
Enabled

Disabled

Configurer Cisco VIC11457 pour le démarrage iSCSI

PID Catalog

Fower/Perfarmance
- Legacy USB Support:
v Intel VTD coherency support:
¥ All Onboard LOM Ports:
¥ LOM Port 2 OptionRom:
- Pcie Slot 2 OptionRom:
v MRAID OptionRom:
¥ Front NVME 2 OptionRom:
- MLOM Link Speed:
v PCle Slot 2 Link Speed:
¥ Front NVME 2 Link Speed:
v .2 SATA OptionROM:
- USB Port Front:
¥ USB Port KVM:
¥ USB Port:M.2 Storage:

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled

Les étapes de configuration suivantes concernent le Cisco VIC 1457 pour 'amorgage iSCSI.

Le port par défaut entre les ports 0, 1, 2 et 3 doit étre désactivé avant que les quatre ports
@ individuels puissent étre configurés. Si le canal de port n’est pas désactive, seuls deux ports
apparaissent pour le VIC 1457. Pour activer le canal de port sur le CIMC, procédez comme suit

1. Sous l'onglet réseau, cliquez sur la carte d’adaptateur MLOM.

2. Sous l'onglet général, décochez le canal de port.

3. Enregistrez les modifications et redémarrez le CIMC.
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/... [ Adapter Card MLOM / General

Chassis " General External Ethernet Interfaces vNICs vHBAs
COTTEDU{@ Export vNIC | Import vNIC | Reset | Reset To Defaults
Networking - v Adapter Card Properties

PCl-Slot: M

Adapter Card MLOM SE SR

Vendor:  Cisco Systems Inc

SIOH}QG » Product Name:  UCS VIC 1457
ProductID:  UCSC-MLOM-C25Q-04

Admin » Serial Number: ~ FCH223974Q1

Version ID: V01
Hardware Revision: 4
Cisco IMC Management Enabled: no

Configuration Pending:  yes

+ Firmware

Running Version: 5 0(3c) Bootloader Version:

Backup Version:  5.0(2b) Status:

Startup Version:  50(3c)

External Ethernet Interfaces

Créez des VNIC iSCSI

Pour créer des vNIC iSCSI, procédez comme suit :

1. Sous l'onglet réseau, cliquez sur carte d’adaptateur MLOM.
2. Cliquez sur Ajouter vNIC pour créer une vNIC.

3. Dans la section Ajouter vNIC, entrez les parametres suivants :

o Nom : eth1
o Nom CDN : iSCSI-vNIC-A
o MTU : 9000

° VLAN par défaut : <<var iscsi vlan_ a>>
o Mode VLAN : TRUNK
o Activer le démarrage PXE : vérifier
4. Cliquez sur Ajouter vNIC, puis sur OK.
5. Répétez le processus pour ajouter un second vNIC :
> Nommez le vNIC eth3.
> Nom CDN : iSCSI-vNIC-B
° Entrez <<var iscsi vlan b>>Comme le VLAN.

o Définissez le port de liaison montante sur 3.
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ISCSI Boot Capable:
CDN Capable:

usNIC Capable:

Port Channel Capable:
Description:

Enable FIP Mode:
Enable LLDP:

Enable VNTAG Mode:
Port Channel:

5.0(2a)

Fwupdate never issued

True
True
True

True



+ General

Name:

CDN: | VIC-SCSI-A |

MTU: | 9000

| (1500 - 9000)

Uplink Port: | 1

v]

MAC Address: O Auto

@ | D4C9:3CT06CCD |

Class of Service: | 0

Trust Host CoS: E|

PCl Order: | 1

Default VLAN: () None

® | 3439

6. Sélectionnez vNIC eth1 sur la gauche.

External Ethernet Interfaces vNICs

vHBAs

General
¥ VNICs » vNIC Properties
ethd
eth1 v iSCS| Boot Properties
eth2
» General
ethd
» |nitiator

Name: | iqn.1992-01.com.ciscoiucsA-01

IP Address: | 17221.183. 110

Subnet Mask: | 2552552550

Gateway: | 17221183 1

Primary DNS: |

:‘ » Primary Target

» Secondary Target

Unconfigure iSCSI Boot

o
|
|
|
|

0 - 222) chars
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7. Sous Propriétés de démarrage iSCSI, entrez les détails de l'initiateur :

Subnet Mask: | 255.255.255.0 TCP Timeout: | 15 (0-255)
Gateway: | 172.21.183.1 CHAP Name: (0 - 49) chars
Primary DNS: CHAP Secret: (0 - 49) chars
+» Primary Target
Name: | ign.1992-08 com.netapp:sn.e42fabb2d2: | (0 -222) chars BootLUN: | 0 (0 - 65535)
IP Address: | 172.21.183.105 CHAP Name: (0 - 49) chars
TCPPort 3260 CHAP Secret: (0 - 49) chars
» Secondary Target
Name: | iqn.1992-08.com.netapp:sn.e42fabb2d2: | (0 - 222) chars BootLUN: | 0 (0 - 65535)
IP Address: | 172.21.183.106 CHAP Name: (0 - 49) chars
TCPPort 3250 CHAP Secret: (0 - 49) chars
8. Saisissez les détails de la cible principale :
o Nom : numéro IQN de l'infra-SVM
o Adresse IP : adresse IP de iscsi_lif01a
o LUN de démarrage : 0
9. Saisissez les détails de la cible secondaire :
o Nom : numéro IQN de l'infra-SVM
o Adresse IP : adresse IP de iscsi_lif02a
o LUN de démarrage : 0
@ Vous pouvez obtenir le numéro IQN de stockage en exécutant le vserver iscsi
show commande.
Assurez-vous d’enregistrer les noms IQN pour chaque vNIC. Vous en avez besoin pour une
étape ultérieure. De plus, les noms IQN des initiateurs doivent étre uniques pour chaque
serveur et pour le vNIC iSCSI.
10. Cliquez sur Save Changes.
11. Sélectionnez le vNIC eth3 et cliquez sur le bouton iISCSI Boot situé en haut de la section Host Ethernet
interfaces.
12. Répétez le processus pour configurer eth3.
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° Nom:<<var ucsa_ initiator name a>>

° Adresse IP : <<var esxi hostA iscsiA ip>>

° Masque de sous-réseau : <<var esxi hostA iscsiA mask>>

° Passerelle : <<var esxi hostA iscsiA gateway>>

« vNICs » VNIC Properties
etho
oth1 ~ iSCSI Boot Properties

sth2

» General
ethd

v Initiator

Name: | ign.1992-01.com cisco'ucsA-01 (0 -222) chars

IP Address: | 172.21.183.110

Initiator Priority:

Secondary DNS:

primary



13. Entrer les détails de l'initiateur :

° Nom:<<var ucsa_ initiator name b>>

° Adresse IP : <<var esxi hostb iscsib ip>>

° Masque de sous-réseau : <<var esxi hostb iscsib mask>>

° Passerelle : <<var esxi hostb iscsib gateway>>

A/ ../ Adapter Card MLOM / vNICs

ost Power | Launch KVM | Ping | CIMC Reboot
General External Ethernet Interfaces vNICs vHBAs
w wNICs » vNIC Properties
etho
thi w iSCSI Boot Properties
eth2
= » General
v Initiator
Name: | ign.1992-01.com.cisco:ucsA-02 (0 -222) chars. Initiator Priority: | primary
IP Address: | 172.21.184.110 Secondary DNS:
Subnet Mask: | 255.255255.0 TCP Timeout: | 15 (0 -255)
Gateway: | 172.21.184.1 CHAP Name: (0 - 49) chars.
Primary DNS: CHAP Secret: (0-49) chars
v Primary Target
Name: | ign.1992-08.com netapp:sn.ed2fabb2d2i (0 -222) chars BootLUN: | 0 (0 -65535)
IP Address: | 172.21.184.105 CHAP Name: (0 - 49) chars
TCPPort 3260 CHAP Secret: (0 - 49) chars.
» Secondary Target
Name: | ign.1992-08.com.netapp:sn.e42fa6b2d2: | (0 - 222) chars Boot LUN: | 0 (0-65535)
IP Address: | 172.21.164.106 CHAP Name: (0 - 49) chars
TCPPort 3280 CHAP Secret: (0 - 49) chars.
14. Saisissez les détails de la cible principale :
o Nom : numéro IQN de l'infra-SVM
o Adresse IP : adresse IP de iscsi_Iif01b
o LUN de démarrage : 0
15. Saisissez les détails de la cible secondaire :
o Nom : numéro IQN de l'infra-SVM
o Adresse IP : adresse IP de iscsi_lif02b
o LUN de démarrage : 0
@ Vous pouvez obtenir le numéro IQN de stockage en utilisant le vserver iscsi show
commande.
@ Assurez-vous d’enregistrer les noms IQN pour chaque vNIC. Vous en avez besoin pour une
étape ultérieure.

16. Cliquez sur Save Changes.

17. Répétez ce processus pour configurer l'initialisation iISCSI pour le serveur Cisco UCS B.

Configurer vNIC pour ESXi

Pour configurer vNIC pour ESXi, procédez comme suit :

Locator

LEl
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1. Dans la fenétre du navigateur de l'interface CIMC, cliquez sur Inventaire, puis sur cartes Cisco VIC dans le
volet droit.

o > 0D

sl Cisco Integrated Management Controller

Sélectionnez ethO, puis cliquez sur Propriéteés.

Définissez la MTU sur 9000. Cliquez sur Save Changes.
Définissez le VLAN sur le VLAN natif 2.

Sous mise en réseau > carte d’adaptateur MLOM, sélectionnez I'onglet vNIC, puis les vNIC en dessous.

General

w» vNICs
eth0
ethi

eth2

ethd

| Adapter Card MLOM [ vNICs

External Ethernet Interfaces

vNICs

v VNIC Properties

v

General

vHBAs

Name:
CDN:

MTU:
Uplink Port:

MAC Address:

Class of Service:
Trust Host CoS:
PCI Order:
Default VLAN:

VIC-MLOM-eth0

9000

® Of»-

=1

® O =]l

Auto

F8:0F:6F :89:26:.CE

None

(1500 - 9000)

(0-6)

0-7)

6. Répétez les étapes 3 et 4 pour eth1, en vérifiant que le port uplink est défini sur 1 pour eth1.

Cisco Integrate

gement Controller

admin@10.61.184 82

CIMC- Warriars 02 £

0l
cisco

General

¥ WNICs
eth0
ethl
eth2
ethd

®

"Suivant : procédure de déploiement du stockage NetApp AFF (2e partie)."
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| Adapter Card MLOM / vNICs

External Ethemet Interfaces

Host Ethernet Interfaces

Add vNIC

vNICs

CDN

VIC-MLO.
VIC-iSCS
VIC-MLO.
VIC4SCS

vHBAS

MAC Address

F8.0F 6F 89:26:CE
F8.0F 6F 89-26.CF
F8:0F-6F 89:26:D0
F8.0F6F 89°26:D1

MTU

9000

9000

9000
9000

usNIC  Uplink Port
0 0
0 1
0 2
0 3

CoS

VLAN VLAN Mode
2 TRUNK
3439 TRUNK
2 TRUNK
3440 TRUNK

iSCSI Boot

disabled

enabled

disabled

enabled

PXE Boot

enabled

enabled

enabled

anabled

Channel

NA

NA

NA

NiA

Port Profile

NiA

N/A

NA

NiA

0| @a

Selected 0 /Totald ¥ »

Uplink Failover
N/A
NA
NIA

NIA

Cette procédure doit étre répétée pour chaque nceud de serveur Cisco UCS initial et chaque

nceud de serveur Cisco UCS supplémentaire ajouté a I'environnement.



Procédure de déploiement du stockage NetApp AFF (2e partie)
Configuration du stockage de démarrage SAN ONTAP
Création des igroups iSCSI

@ Pour cette étape, vous avez besoin des IQN de I'initiateur iISCSI de la configuration du serveur.

Pour créer des igroups, exécutez les commandes suivantes depuis la connexion SSH du nceud de gestion du
cluster. Pour afficher les trois groupes initiateurs créés au cours de cette étape, exécutez la igroup show
commande.

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware -initiator <<var vm host infra a iSCSI-
A vNIC IQN>>,<<var vm host infra a iSCSI-B vNIC IQN>>
igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -initiator <<var vm host infra b iSCSI-
A VvNIC IQN>>,<<var vm host infra b iSCSI-B vNIC IQN>>

(D Cette étape doit étre effectuée lors de I'ajout de serveurs Cisco UCS C-Series supplémentaires.
Mappez les LUN de démarrage sur les igroups

To map boot LUNs to igroups, run the following commands from the cluster
management SSH connection:

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-A -igroup
VM-Host-Infra-A —-lun-id O

lun map —-vserver Infra-SVM -volume esxi boot —lun VM-Host-Infra-B —-igroup
VM-Host-Infra-B —-lun-id 0

@ Cette étape doit étre effectuée lors de I'ajout de serveurs Cisco UCS C-Series supplémentaires.
"Suivant : procédure de déploiement de VMware vSphere 6.7U2."

Procédure de déploiement de VMware vSphere 6.7U2

Cette section décrit les procédures détaillées d’installation de VMware ESXi 6.7U2 dans
une configuration FlexPod Express. Les procédures de déploiement suivantes sont
personnalisées pour inclure les variables d’environnement décrites dans les sections
précédentes.

Il existe plusieurs méthodes pour installer VMware ESXi dans un tel environnement. Cette procédure utilise la
console KVM virtuelle et les fonctions de média virtuel de l'interface CIMC pour les serveurs Cisco UCS C-
Series pour mapper les supports d’installation a distance a chaque serveur.

(D Cette procédure doit étre effectuée pour le serveur Cisco UCS A et le serveur Cisco UCS B.
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@ Cette procédure doit étre effectuée pour tout nceud ajouté au cluster.

Connectez-vous a l'interface CIMC pour les serveurs autonomes Cisco UCS C-Series

La procédure suivante décrit en détail la méthode de connexion a l'interface CIMC pour les serveurs
autonomes Cisco UCS C-Series. Vous devez vous connecter a l'interface CIMC pour exécuter le KVM virtuel,
ce qui permet a 'administrateur de commencer l'installation du systéme d’exploitation par le biais du média
distant.

Tous les hotes

1. Accédez a un navigateur Web et entrez I'adresse IP de l'interface CIMC pour Cisco UCS C-Series. Cette
étape lance I'application IUG de CIMC.

2. Connectez-vous a l'interface utilisateur de CIMC a I'aide du nom d’utilisateur et des informations
d’identification de 'administrateur.

3. Dans le menu principal, sélectionnez 'onglet serveur.

4. Cliquez sur lancer la console KVM.

A / Compute [ BIOS Refresh | Host Power | Launch KM | Ping | CIMC Reboot | Locator LED | @

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. Dans la console KVM virtuelle, sélectionnez I'onglet Média virtuel.
6. Sélectionnez carte CD/DVD.

@ Vous devrez peut-étre d’abord cliquer sur Activer les périphériques virtuels. Sélectionnez
accepter cette session si vous y étes invité.

7. Accédez au fichier image 1ISO du programme d'’installation de VMware ESXi 6.7U2 et cliquez sur Ouuvrir.
Cliquez sur mapper le périphérique.

8. Sélectionnez le menu Marche/Arrét et choisissez systeme de cycle d’alimentation (démarrage a froid).
Cliquez sur Oui.

Installez VMware ESXi

La procédure suivante décrit I'installation de VMware ESXi sur chaque hoéte.

Téléchargez I'image personnalisée CISCO ESXI 6.7U2

1. Accédez au "Page de téléchargement de VMware vSphere" Pour les ISO personnalisées.

2. Cliquez sur Go to Downloads en regard de I'image personnalisée Cisco pour le CD d'installation de
VMware ESXi 6.7U2.

3. Téléchargez I'image personnalisée Cisco pour le CD d’installation de VMware ESXi 6.7U2 (ISO).
4. Lors du démarrage du systeme, la machine détecte la présence du support d’installation VMware ESXi.

5. Sélectionnez le programme d’installation de VMware ESXi dans le menu qui s’affiche. Le programme
d’installation se charge, ce qui peut prendre plusieurs minutes.

6. Une fois le chargement terminé par le programme d’installation, appuyez sur entrée pour poursuivre
l'installation.
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7. Apres avoir lu le contrat de licence de I'utilisateur final, acceptez-le et poursuivez I'installation en appuyant
sur F11.

8. Sélectionnez le LUN NetApp précédemment configuré comme disque d’installation pour ESXi, et appuyez
sur entrée pour poursuivre l'installation.

. HETAFY  LUN C-Mode (o GOHAIFEHSAINRRSGEINY . .. 15 . B0 Gl

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cont fmme

9. Sélectionnez la disposition de clavier appropriée et appuyez sur entrée.
10. Saisissez et confirmez le mot de passe racine, puis appuyez sur entrée.

11. Le programme d’installation vous avertit que les partitions existantes sont supprimées du volume.
Poursuivre linstallation en appuyant sur F11. Le serveur redémarre apres l'installation de ESXi.

Configurer la mise en réseau de gestion d’héte VMware ESXi

La procédure suivante décrit comment ajouter le réseau de gestion pour chaque héte VMware ESXi.

Tous les hotes

1. Une fois le redémarrage du serveur terminé, entrez I'option permettant de personnaliser le systéme en
appuyant sur F2.

2. Connectez-vous avec root en tant que nom de connexion et mot de passe racine entrés précédemment au
cours du processus d’installation.

Sélectionnez I'option configurer le réseau de gestion.
Sélectionnez cartes réseau et appuyez sur entrée.

Sélectionnez les ports souhaités pour vSwitchO. Appuyez sur entrée.

o g &~ w

Sélectionnez les ports qui correspondent a eth0 et eth1 dans CIMC.
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10.

1.
12.
13.
14.

15.
16.

17.
18.

19.
20.
21.
22.
23.
24,

68

Network Adapters

Select the adapters for this host s default management network
connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Mane Harduware Label (MAC Address) 5Status

vnn icl LOM Port 1 (...:5a:b5:8d:6e) Connected
vhnicl LOM Port 2 (...:5a:b5:8d:6f) Disconnected
vnnic? VIC-MLOM-ethO (...:70:6c: Connected (...
vnnic3 VIC-iSCS5I-A (...3c:70:6c: Connected (...
vnn icd YIC-HLOM-ethZ (...:70:6c: Connected (...
vnnicS VIC-iSCS5I-B (...3c:70:6C: Connected (...

«<D> View Details <Space> Toggle Selected <Enter> OK <Esc> Cancel

. Sélectionnez VLAN (facultatif) et appuyez sur entrée.
. Saisissez I'ID du VLAN <<mgmt vlan_id>>. Appuyez sur entrée.

. Dans le menu configurer le réseau de gestion, sélectionnez Configuration IPv4 pour configurer 'adresse IP

de l'interface de gestion. Appuyez sur entrée.

Utilisez les touches fléchées pour mettre en surbrillance définir I'adresse IPv4 statique et utilisez la barre
d’espace pour sélectionner cette option.

Entrez 'adresse IP de gestion de I'h6te VMware ESXi <<esxi host mgmt_ ip>>.

Saisissez le masque de sous-réseau de I'h6te VMware ESXi <<esxi host mgmt netmask>>.
Entrez la passerelle par défaut de I'h6te VMware ESXi <<esxi host mgmt gateway>>.
Appuyez sur entrée pour accepter les modifications apportées a la configuration IP.

Accédez au menu de configuration IPv6.

Utilisez la barre d’espace pour désactiver IPv6 en désélectionnant I'option Activer IPv6 (redémarrage
requis). Appuyez sur entrée.

Accédez au menu pour configurer les parameétres DNS.

Etant donné que l'adresse IP est attribuée manuellement, les informations DNS doivent également étre
saisies manuellement.

Entrez 'adresse IP du serveur DNS principal <<nameserver ip>>.

(Facultatif) Entrez I'adresse IP du serveur DNS secondaire.

Entrez le FQDN du nom d’héte VMware ESXi: <<esxi host fgdn>>.

Appuyez sur entrée pour accepter les modifications apportées a la configuration DNS.
Quittez le sous-menu configurer le réseau de gestion en appuyant sur la touche Echap.

Appuyez sur y pour confirmer les modifications et redémarrer le serveur.



25. Sélectionnez Options de dépannage, puis Activer ESXi Shell et SSH.

@ Ces options de dépannage peuvent étre désactivées apres la validation conformément a la
stratégie de sécurité du client.

26. Appuyez deux fois sur Echap pour revenir a I'écran principal de la console.

27. Cliquez sur Alt-F1 dans le menu déroulant macros statiques > macros statiques > Alt-F en haut de I'écran.

28. Connectez-vous a l'aide des informations d’identification appropriées pour ’héte ESXi.

29. A linvite, entrez la liste suivante des commandes esxcli séquentiellement pour activer la connectivité

réseau.

esxcli network vswitch standard policy failover set -v vSwitchO -a

vmnic2,vmnic4 -1 iphash

Configurer I’héte ESXi

Utilisez les informations du tableau suivant pour configurer chaque hote ESXi.

Détails

Nom d’hote ESXi

IP de gestion d’hote ESXi
Masque de gestion d’héte ESXi

Passerelle de gestion de I'héte ESXi

IP NFS de I'héte ESXi

Masque NFS héte ESXi
Passerelle NFS de I'héte ESXi

IP vMotion héte ESXi

Masque vMotion hote ESXi
Passerelle vMotion de ’hdte ESXi
Hote ESXi iSCSI-A IP

Masque iSCSI-A de 'héte ESXi
Passerelle iISCSI-A de I'hdte ESXi
Adresse IP iSCSI-B de 'héte ESXi
Masque iSCSI-B de I'hbte ESXi
Passerelle iISCSI-B de I'héte ESXi

Connectez-vous a I’hote ESXi

Valeur de détail
<<esxi_host_fqdn>>

<<esxi_host_mgmt_ip>>

<<masque de réseau esxi_host_mgmt_mgmt>>

<<esxi_host_mgmt_gateway>>
<<esxi_host_NFS_ip>>

<<masque de réseau esxi_Host NFS>>
<<esxi_host_NFS_Gateway>>
<<esxi_host_vMotion_ip>>

<<esxi_Host _vMotion_masque de réseau>>
<<esxi_host_vMotion_Gateway>>
<<esxi_host_iSCSI-A_ip>>
\<<esxi_host iSCSI-A_netmask>
<<esxi_host_iSCSI-A_Gateway>>
<<esxi_host_iSCSI-B_ip>>
\<<esxi_host iSCSI-B_netmask>

<<esxi_host SCSI-B_Gateway>>

Pour vous connecter a I'héte ESXi, procédez comme suit :
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1. Ouvrez I'adresse IP de gestion de I'héte dans un navigateur Web.

2. Connectez-vous a I'héte ESXi a I'aide du compte racine et du mot de passe que vous avez spécifié lors du

processus d’installation.

3. Lisez la déclaration relative au Programme d’amélioration de I'expérience client VMware. Apres avoir
sélectionné la bonne réponse, cliquez sur OK.

Configurez le démarrage iSCSI

Pour configurer le démarrage iSCSI, procédez comme suit :

1. Sélectionnez réseau sur la gauche.

2. Sur la droite, sélectionnez I'onglet commutateurs virtuels.

{51 Virtual Machines
H Storage

= vSwitch
B vmk1
B vmk0
More networks...

. Cliquez sur iSciBootvSwitch.

. Sélectionnez Modifier les paramétres.

£ Networking m |

I Navigator [ | Q_ VM-Host-Infra-01 - Networking

~ [g Host Port groups | Virtual switches |
Manage
At = Add standard virtual switch

Mame

vEwitchd

&= iScsiBootvSwitch

3
4
5. Définissez la MTU sur 9000 et cliquez sur Enregistrer.
6. Renommez le port iSCSIBootPG en iSCSIBootPG-A.

Vmnic3 et vmnic5 sont utilisés pour le démarrage iSCSI dans cette configuration. Si vous
disposez de cartes réseau supplémentaires dans votre héte ESXi, vous pourriez avoir

@ différents numéros vmnic. Pour vérifier quelles cartes réseau sont utilisées pour le
démarrage iSCSI, faites correspondre les adresses MAC des cartes vNIC iSCSI dans CIMC
aux adresses vmnics dans ESXi.

oo N

. Dans le volet central, sélectionnez I'onglet VMkernel NIC.

. Sélectionnez Ajouter une carte réseau VMkernel.

a. Spécifiez un nouveau nom de groupe de ports de iScsiBootPG-B.

b. Sélectionnez iSciBootvSwitch pour le commutateur virtuel.

C. Entrez <<iscsib_ vlan_ id>> Pour I'ID VLAN.
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d. Remplacez la MTU par 9000.

e. Développez Paramétres IPv4.

f. Sélectionnez Configuration statique.

9. Entrez <<var_ hosta iscsib_ ip>> Pour adresse.

h. Entrez <<var hosta iscsib_mask>> Pour masque de sous-réseau.

i. Cliquez sur Créer .

@ Définissez la MTU sur 9000 sur iScsiBootPG-A.

9. Pour configurer le basculement, procédez comme suit :

a. Cliquez sur Modifier les parameétres sur iSCSIBootPG-A > Tiering et basculement > ordre de
basculement > vmnic3. Vmnic3 doit étre actif et vmnic5 ne doit pas étre utilisé.

b. Cliquez sur Modifier les paramétres dans iSCSIBootPG-B > agrégation et basculement > ordre de
basculement > vmnic5. Vmnic5 doit étre actif et vmnic3 ne doit pas étre utilisé.

1ScsiBootPG-A - Edit Settings

Properties
Security

Traffic shaping

Teaming and fallover

Load balancing
Metwork failure detection
Motify switches

Failback

Failover order

ﬂ Cverride

Active adapters =
vmnic3

Standby adapters

Unused adapters

v

-

Select active and standby adapters
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Configurez les chemins d’accés multiples iSCSI

Pour configurer les chemins d’acceés multiples iSCSI sur les hétes ESXi, procédez comme suit :

1. Sélectionnez stockage dans le volet de navigation de gauche. Cliquez sur adaptateurs.

2. Sélectionnez la carte logicielle iSCSI et cliquez sur configurer iSCSI.

‘T3 Navigator | B VM-Host-Infra-01 - Storage
Al s Datastores | Adapters | Devices  Persistent Memory
Manage
Manitor E configure i5CS| B Software iSCSI Rescan | (@ Refresh | £} Actions
{51 Virtual Machines E Name
vl #a vmhba0
v£3 Networking [ 1] W vrinbat
v Switchd W viiiba2
- & vmhba3
el #& vmhbad
More networks...
B vmnibatd
#@ vmhbas

n vmhbag4
Model

Driver

3. Sous cibles dynamiques, cliquez sur Ajouter une cible dynamique.
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B3 configure iSCSI - vmhbat4

iSC3I enabled

b Name & alias

» CHAP authentication

b Mutual CHAP authentication

b Advanced seitings

Disabled '® Enabled
ign. 1992-01_com cisco:ucsA-01

Do notuse CHAP

Do not use CHAP

Click to expand

Network port bindings Mo port bindings
Static targets Add static target (@ search
Target v | Address v | Port e
ign.1992-08 com.netapp:sn.e42fatb2d2el11e9a68d00a00887 .  172.21.183.1058 3260
ign.1992-08 com netapp:sn.ed2fabb2d2e011e9a68d00a0987. . 172.21.184.106 3260
ign.1992-08 com.netapp:sn.e42iatb2d2el11e9a68d00a0087. .  172.21.183.106 3260
ign:1992-08.com.netapp:sn.e42fatb2d2e011e9a68d00al081...  172.21.184.105 3260
Dynamic targets g Add dynamic target | Q Search |
Address ~ | Port ~
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
Save configuration | | Cancel

4. Saisissez I'adresse IP iscsi 1if0la.

a. Répétez I'opération avec les adresses IP iscsi 1if01b, iscsi 1if02a, etiscsi 1if02b.

b. Cliquez sur Enregistrer la configuration.

Dynamic targets

3 Add dynamic target

I:Q Search I
Address ~ | Port ~
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
| Save configuration || Cancel
Vous pouvez trouver les adresses IP de LIF iSCSI en exécutant la commande network
@ interface show sur le cluster NetApp ou en consultant 'onglet Network interfaces dans

System Manager.

Configurez I’hote ESXi

Pour configurer le démarrage ESXi, procédez comme suit :

1. Dans le volet de navigation de gauche, sélectionnez réseau.
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2. Sélectionnez vSwitchO.

vmware ESXi ool@17221.181.100 » | Hep ~ | (CEEd

7% Navigator 1 || ez vswitcho
~ [J Host
W & Adduplink 7 Editsettings | (3 Refresh | ¥ Actions
WMenitor . vSwitcho
- | 1 Type Standard vEvitch
& i 1
(31 Virtual Machines B S .
H storage = Uptnks 2
~ &3 Networking [ 1]
W vmko = vSwitch Details ~ vSwitch tapology
Wl vmk1 MTU 9000
MGMT-Network Physical adapters
Ports 5086 (5065 available) Q j LS e
& iScsiBootvSwitch VLAN ID: 3437 ma vmnicd , 10000 Mbps, Ful
e Link discovery Listen / Cisco discovery protocol (COP) + Virtual Machines (3) | W s 000D Kese ok
Attached Vs 3 (3 active) {5 |0meter-Viitesti
VAT Address 0050 55 8 foec
wartiors
Beacon interval 1 -
R : VIAC Adress 00:50:55:86:05:2¢
& iming polic
aeEy B 1ometer-vi
Diokity swatchies e MAC Address 00:50:50:80:22:00
Policy Route based on IP hash

3. Sélectionnez Modifier les paramétres.
4. Remplacez la MTU par 9000.

5. Développez agrégation de cartes réseau et vérifiez que vmnic2 et vmnic4 sont tous deux définis sur actif et
que NIC Teaming and Failover est défini sur routage basé sur le hachage IP.

La méthode de hachage IP d’équilibrage de charge nécessite la configuration correcte du
commutateur physique sous-jacent a I'aide de SRC-DST-IP EtherChannel avec un canal de
port statique (mode- on). Il est possible que la connectivité soit intermittente en raison

@ d’éventuelles erreurs de configuration du commutateur. Si c’est le cas, arrétez
temporairement I'un des deux ports de liaison montante associés sur le commutateur Cisco
pour restaurer la communication vers le port VMware de gestion VMware ESXi lors du
dépannage des parametres du canal de port.

Configurez les groupes de ports et les NIC VMkernel

Pour configurer les groupes de ports et les NIC VMKernel, procédez comme suit :

1. Dans le volet de navigation de gauche, sélectionnez réseau.

2. Cliquez avec le bouton droit de la souris sur 'onglet groupes de ports.

vmware ESXi

“I¥ Navigator ] Qmsmmmw - Networking

~ [g Host | Portgroups | Virtual switches
Manage

| Monitor %3 Add portgroup ' E

51 Virtual Machines o] R =i
H storage Bl | @ vmNetwork (
f Networking | g Management Network 1
== i5csiBootvSwitch €9 iScsiBootPG 1
v SwitchO
More networks...
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3. Cliquez avec le bouton droit de la souris sur réseau VM et sélectionnez Modifier. Définissez I'ID du VLAN
sur <<var vm traffic vlan>>.

4. Cliquez sur Ajouter un groupe de ports.
a. Nommez le groupe de ports MGMT-Network.
b. Entrez <<mgmt_vlan>> Pour I'ID VLAN.
c. Vérifiez que vSwitchO est sélectionné.
d. Cliquez sur enregistrer.

5. Cliquez sur 'onglet VMkernel NIC.

“T& Navigator || £ VM-HostInfra-D1 - Networking
* E Host Port groups Virtual switches Physical NICs | VYMkemel NICs TCP/IP stacks f
Manage
Mowiior #8 Add VMkemnel NIC 7 Editesiings | @ Refresh |
(51 Virtual Machines [—;f Name * | Portgroup ~ | TCPP stack
E storage (__;,, vk Q Management Network == Default TCPAP stack
£ Networking I { i it €3 iScsiBootPG-A == Default TCP/IP stack

6. Sélectionnez Ajouter une carte réseau VMkernel.
a. Sélectionnez Nouveau groupe de ports.
b. Attribuez un nom au groupe de ports NFS-Network.
C. Entrez <<nfs_vlan_id>> Pour I'ID VLAN.
Remplacez la MTU par 9000.

Développez Parameétres IPv4.

-~ ® o

Sélectionnez Configuration statique.

Entrez <<var hosta nfs_ ip>> Pour adresse.

5 @«

Entrez <<var hosta nfs mask>> Pour masque de sous-réseau.
i. Cliquez sur Créer .
7. Répétez ce processus pour créer le port VMkernel vMotion.

8. Sélectionnez Ajouter une carte réseau VMkernel.

a. Sélectionnez Nouveau groupe de ports.

b. Nommez le port group vMotion.

C. Entrez <<vmotion vlan id>> PourI'ID VLAN.
Remplacez la MTU par 9000.

Développez Paramétres IPv4.

-~ ©® o

Sélectionnez Configuration statique.

Entrez <<var hosta_ vmotion ip>> Pour adresse.

5 «

Entrez <<var hosta vmotion mask>> Pour masque de sous-réseau.

75



i. Assurez-vous que la case vMotion est cochée aprés les paramétres IPv4.

8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID | 3441 |
NTU | 9000 |
IF version IPv4 only v
* |Pvd settings
Configuration ' DHCP '® Static
Address 1722118563 |
Subnet mask | 255255 255 0 |
TCPIIP stack Default TCP/P stack v
Sernvices - .
¥ yilation || Provisioning | Faulttolerance logging
L Management U Replication ! NFC replication
| Create || Cancel |

Il existe de nombreuses fagons de configurer la mise en réseau VMware ESXi, y compris en

@ utilisant le commutateur distribué VMware vSphere si votre licence le permet. Les autres
configurations réseau sont prises en charge par FlexPod Express si elles sont requises pour
répondre aux exigences de I'entreprise.

Montez les premiers datastores

Les premiers datastores a étre montés sont les infra datastore Datastore pour les VM et infra swap
Datastore pour les fichiers swap de VM.

1. Cliquez sur stockage dans le volet de navigation de gauche, puis sur Nouveau datastore.
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o
.|- T - _ y - - ] - = )
| % Navigator || 3 uesesxia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{£1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. Sélectionnez Mount NFS datastore.

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastare Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VMFS datastore

Mount NFS datasiore

| Back | Mext | Finish || Cancel

E

3. Entrez les informations suivantes dans la page Détails du montage NFS :

° Nom: infra datastore

> Serveur NFS : <<var nodea nfs 1if>>

° Partager: /infra datastore

o Assurez-vous que NFS 3 est sélectionné.
4. Cliquez sur Terminer. La tache terminée s’affiche dans le volet taches récentes.
3. Répétez cette procédure pour monter le infra swap datastore :

° Nom: infra swap

> Serveur NFS : <<var nodea nfs 1if>>

° Partager: /infra swap
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o Assurez-vous que NFS 3 est sélectionné.

Configurez NTP

Pour configurer le protocole NTP pour un héte ESXi, procédez comme suit :

1. Cliquez sur gérer dans le volet de navigation de gauche. Sélectionnez systéme dans le volet de droite,
puis cliquez sur heure et date.

o > 0D

Cliquez sur Enregistrer.

Sélectionnez utiliser le protocole d’heure du réseau (Activer le client NTP).
Sélectionnez Démarrer et Arréter avec I’hdte comme stratégie de démarrage du service NTP.

Entrez <<var ntp>> En tant que serveur NTP. Vous pouvez définir plusieurs serveurs NTP.

“I¥ Navigator (=W @ VM-Host-Infra-01 - Manage
= Q Host | System Hardware Licensing Faclkages Services Securily & users
Monitor Advanced settings ¢ Editsettings | @ Refresh | £ Actions
B s ee [ 3) | [;Autostan Current date and fime Monday, October 14, 2019, 08:50:27 UTC
= Swap
&
B storage NTP service status Running
= - Time & date
~ &3 Networking E
B vimko NTP servers 1.1054.17.30
2.10.61.184.233
| B vmk1
3.10.61.184.234
=8 vSwitchD
@ iScsiBootvSwitch
I More networks...

Déplacez I'’emplacement du fichier d’échange VM

Cette procédure fournit des détails sur le déplacement de 'emplacement du fichier d’échange VM.

1. Cliquez sur gérer dans le volet de navigation de gauche. Sélectionnez systéme dans le volet de droite,

puis cliquez sur Permuter.

AR

| [J ucsesxia.cie.netapp.com - Manage

~ [ Host

Manitor

{51 Virtual Machines
& storage
~ 3 Networking
2B viwitch
&= iScsiBootv Switch
More networks...
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| System Hardware Licensing Packages Sarvices Securin

Advanced setfings
Autostart

Swap
Time & date

# Editseftings | @ Refresh

Enabled Yes
Datastore Mo
Hostcache Yes
Local swap Yes



2. Cliquez sur Modifier les paramétres. Sélectionnez infra swap Dans les options datastore.

Eg Edit swap configuration

Enabled ® Yes ) No
Datastore infra_swap v
Local swap enabled & Yeos D No
Host cache enabled ) Yac ) Mo

Save || Cancel

3. Cliquez sur Enregistrer.

"Suivant : procédure d’installation de VMware vCenter Server 6.7U2."

Procédure d’installation de VMware vCenter Server 6.7U2

Cette section décrit les procédures détaillées d’installation de VMware vCenter Server
6.7 dans une configuration FlexPod Express.

@ FlexPod Express utilise VMware vCenter Server Appliance (VCSA).

Téléchargez I’'appliance VMware vCenter Server

Pour télécharger VMware vCenter Server Appliance (VCSA), procédez comme suit :

1. Téléchargez le VCSA. Accédez au lien de téléchargement en cliquant sur 'icone obtenir vCenter Server
lors de la gestion de I'hn6te ESXi.

2. Téléchargez le VCSA a partir du site de VMware.

w

Bien que l'installation de Microsoft Windows vCenter Server soit prise en charge, VMware recommande le
VCSA pour les nouveaux déploiements.

Montez 'image 1SO.
Accédez au répertoire vcsa- ui-installer > win32. Double-cliquez sur installer.exe.

Cliquez sur installation.

N o o &

Cliquez sur Suivant sur la page Introduction.
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e

Installer

vm

End user license agreement

w

Install - Stage 1: Deploy appliance

ct deployment typ

Select da

vCenter Server Appliance Installer

End user license agreement

VMWARE END USER LICENSE AGREEMENT -

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN
YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING
THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY:

EVALUATION LICENSE. if

Saftware IS oniv_nDern

L

W

CANCEL ‘ BACK ‘ NEXT

8. Sélectionnez Embedded Platform Services Controller comme type de déploiement.
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3 vCenter Server Appliance Installer |;|E-
Instalier
vm Install - Stage 1: Deploy appliance
e Select deployment type
Select the deployment type you want 1o configure on the appliance
2 End user license agreement
3 Select deployment type F e informa e en es, refe e vsphere 6.7 mentati
4 Appliance deplovment target Embedded Platform Services Controller Appliance
rwith an Embedded Plat Plattorm Services
- " = a e e Controller
S Setup appliance A -
vCenter
Server
Se {e ment size
8 nfigure network settings External Platform Services Controlier Appilance
Platform Services
= Controller
Read mplete stage
= Fla
Appliance
vCenter
Server
@ Si nécessaire, le déploiement de contréleur de services de plateforme externe est
également pris en charge dans le cadre de la solution FlexPod Express.

9. Dans la cible de déploiement de I'appliance, entrez I'adresse IP d’'un héte ESXi que vous avez déployé, le
nom d’utilisateur root et le mot de passe root.
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&3

Installer

vCenter Server Appliance Installer

L= 1o

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

4 Appliance deployment target

5 Set up appliance VM

6 Select deployment size

7 Select datastore

8 Conhgure network settings
9 Rea mplete stage 1

Appliance deployment target

ESXi host or vCenter Server

name
HTTPS port 443
User name root

10. Définissez la machine virtuelle de I'appliance en saisissant VCSA comme nom de machine virtuelle et mot
de passe root que vous souhaitez utiliser pour le VCSA.
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7] VCenter Server Appliance Installer [- =T

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Set up appliance VM

End user license agreemel Spe e
3 Select deployment type VM name FlexPod-VCSA, @
o et targeL Setrootpassword 0 sssssssss
5 Setup appliance VM T

CANCEL ‘ BACK ‘ NEXT

11. Choisissez la taille de déploiement qui correspond le mieux a votre environnement. Cliquez sur Suivant.
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a3

Installer

vCenter Server Appliance Installer [= o

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select deployment size

Select the deployment size for this vCenter Server with an Embedded Platform Services Controller

Deployment size

Storage size Default @

Resources required for different deployment sizes

Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to) VMs (up to)
Tiny 2 10 300 10 100
Small 4 16 340

CANCEL BACK ‘ NEXT

12. Sélectionner infra_datastore datastore. Cliquez sur Suivant.

13. Entrez les informations suivantes sur la page configurer les parameétres réseau et cliquez sur Suivant.

a.
b.

C.
d.
e.

f.

Entrez I'adresse IP a utiliser.

Entrez le serveur DNS.

Sélectionnez MGMT-réseau pour le réseau.

Saisissez le nom de domaine complet ou I'adresse IP a utiliser pour le VCSA.

Entrez le masque de sous-réseau a utiliser.

Saisissez la passerelle par défaut.

14. Sur la page prét a terminer I'étape 1, vérifiez que les paramétres saisis sont corrects. Cliquez sur Terminer.
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3 VCenter Server Appliance Installer [=T=

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Configure network settings
on
g network set t ]
E Se ense agreemer
3 Select deployment type Network MGMT-Network @
4 A ia deployment target IP version 1Pva
5 Setup appliance VM IP assignment static
O SEeclacpioyment sze FQDN FlexPod-VCSA cie netapp.com @
7 Select da a
- IP address 172.21.181.105
onfigure network settin
g gu WOk SSidngs Subnet mask or prefix length 2552552550 @
9 Read & stage
: Default gateway 172.21181.1

DNS servers 10.61.184.251,10.61.184 252‘!

HTTP 80

HTTPS 443

15. Passez en revue les paramétres de I'étape 1 avant de commencer le déploiement de I'appliance.
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B VCenter Server Appliance Installer (-

Installer

vim Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Ready to complete stage 1

Deployment Details

Target ESXi host

T
T
U
}

VM name

Deployment type vCenter Server with an Embedded Platform Services Controller

Deployment size

¥
/1
T
1
=]
i
T
I3
T

Storage size Default

Datastore Detalls

Datastore, Disk mode nfra_swap (1). thin

9 Ready to complete stage 1 Network Details
Network MGMT-Network
IP settings Pva |, static
IP address 17221181105
System name FlexPad-VCSA cie netapp.co
Subnet mask or prefix length
Default gateway 172.21.181%
DNS servers 10.61.184 2511061184 252
HTTP Port

HTTPS Port 4432

Le VCSA s’installe maintenant. Ce processus prend plusieurs minutes.

16. Une fois I'étape 1 terminée, un message s’affiche indiquant qu'il est terminé. Cliquez sur Continuer pour
commencer la configuration de I'étape 2.

17. Sur la page Introduction de I'étape 2, cliquez sur Suivant.
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Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

Introduction Introduction

- N _ vCenter Server Appliance installation overview
ppliance configuration

S50 configuration

Configure CEIP Q

Ready to complete

Set up vCenter Server Appliance

nstalling the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the vCenter Server Appliance

CANCEL NEXT

18. Entrez <<var ntp id>> Pour I'adresse du serveur NTP. Vous pouvez entrer plusieurs adresses IP NTP.

19. Si vous prévoyez d'utiliser la haute disponibilité (HA) de vCenter Server, assurez-vous que I'accés SSH est

activé.

20. Configurez le nom de domaine SSO, le mot de passe et le nom du site. Cliquez sur Suivant.
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Il Installer

vm Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

mocadchen ® Create a new SSO domain
Appliance configuration Single Sign-On domain name vsphere.local

SSO configuration Single Sign-On user name administrator

Configure CEIP Single Sign-On password [r—

I Confirm password
Ready to complete

Join an existing SSO domain

CANCEL | BACK NEXT

@ Notez ces valeurs pour votre référence, en particulier si vous vous écartez du
vsphere.local nom de domaine.

21. Rejoignez le programme VMware Customer Experience si nécessaire. Cliquez sur Suivant.
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Installer

vim Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controlier

Configure CEIP

Join the VMware Customer Experience Improvement Program

Introduction
Appliance configuration

SSO configuration
VMware's Customer Experience Improvement Program (“CEIP") provides
Configure CEIP VMware with information that enables VMware tc improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
Ready 1o complete products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in
association with your organization's VMware license key(s). This information
does not personally identify any individual
Additional information regarding the data collected through CEIP and the

purposes for which it is used by VMware is set forth in the Trust & Assurance

Center at http./www.vmware.com/trustvmware/ceip.html

If you prefer not to participate in VMware's CEIP for this product, you should
uncheck the box below. You may join or leave VMware’s CEIP for this product at

any time

Join the VMware's Customer Experience Improvement Program (CEIP)

22. Affichez le récapitulatif de vos parameétres. Cliquez sur Terminer ou utilisez le bouton Retour pour modifier
les parametres.

23. Un message s’affiche indiquant que vous ne pourrez pas interrompre ou arréter l'installation une fois
qu’elle a démarré. Cliquez sur OK pour continuer.
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Warning

You will not be able 1o pause or stop the install from
completing once its started. Click OK to continue, or Cancel 1o

stop the install

-

La configuration de I'appareil continue. Cette opération prend plusieurs minutes.
Un message s’affiche pour indiquer que la configuration a réussi.
24. Vous pouvez cliquer sur les liens que le programme d’installation fournit pour accéder a vCenter Server.

"Suivant : configuration de la mise en cluster VMware vCenter Server 6.7U2 et vSphere."

Configuration de la mise en cluster VMware vCenter Server 6.7U2 et vSphere

Pour configurer VMware vCenter Server 6.7 et la mise en cluster vSphere, procédez
comme sulit :

1. Accédez a https://<<FQDN or IP of vCenter>>/vsphere-client/.

2. Cliquez sur lancer vSphere client.

3. Connectez-vous a I'aide du nom d'utilisateur Administrator@vsphere.local et du mot de passe SSO que
vous avez saisi lors du processus d’installation de VCSA.

4. Cliquez avec le bouton droit de la souris sur le nom du vCenter et sélectionnez Nouveau centre de
données.
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5. Entrez un nom pour le centre de données et cliquez sur OK.

Créez un cluster vSphere

Pour créer un cluster vSphere, procédez comme suit :

1. Cliquez avec le bouton droit de la souris sur le nouveau centre de données et sélectionnez Nouveau
cluster.

2. Indiquez un nom pour le cluster.

3. Activez la reprise sur incident et vSphere HA en cochant les cases.

4. Cliquez sur OK.

New Cluster FlexPod-Datacenter

Name FlexPod-Cluster

Location B8 FlexPod-Datacenter

DRS ()

vSphere HA o
vSAN ()

will have default settings - these can be changed later in the

Cluster Quickstart workflow

Ajoutez les hétes ESXi au cluster

Pour ajouter les hotes ESXi au cluster, procédez comme suit :

1. Cliquez avec le bouton droit de la souris sur le cluster et sélectionnez Ajouter un héte.
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Add hosts

Add new and existing hosts to your cluster

1 Add hosts New hosts (1)

2 HOSt summary

Read

RARSS

2. Pour ajouter un héte ESXi au cluster, procédez comme suit :
a. Entrez I'lP ou le FQDN de I'héte. Cliquez sur Suivant.
b. Entrez le nom d’utilisateur root et le mot de passe. Cliquez sur Suivant.

c. Cliquez sur Oui pour remplacer le certificat de I'héte par un certificat signé par le serveur de certificats
VMware.

d. Cliquez sur Suivant sur la page Récapitulatif de I'héte.

e. Cliquez sur l'icéne verte + pour ajouter une licence a I’h6te vSphere.
3. Sivous le souhaitez, cette étape peut étre effectuée ultérieurement.

a. Cliquez sur Suivant pour laisser le mode de verrouillage désactivé.

b. Cliquez sur Next (Suivant) sur la page VM location.

c. Consultez la page prét a terminer. Utilisez le bouton Retour pour effectuer des modifications ou
sélectionnez Terminer.

4. Répétez les étapes 1 et 2 pour I'héte Cisco UCS B.

@ Ce processus doit étre effectué pour tout héte supplémentaire ajouté a la configuration
FlexPod Express.

Configurer coredump sur les hotes ESXi

Pour configurer coredump sur les hotes ESXi, procédez comme suit :

1. Connectez-vous a https:// "VCenter" IP:5480/, entrez root pour le nom d’utilisateur et entrez le mot de
passe root.
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https://172.21.181.105:5480/ui/services

2. Cliquez sur services et sélectionnez VMware vSphere ESXI Dump Collector.

3. Démarrez le service VMware vSphere ESXI Dump Collector.

< C A Notsecure | 172.21.181.105:5480/ui/services

vm Appliance Management Mon 10-28-2 06:51 AM UTC

Summary START
Monitor Name L
SAN health Se| e
Access
Mware vSphere Web Clier
Networking
VMware ere Update Manage
Firewall VMware vSphere Profile-Driven Storage Service

Time
VMware vSphere Client
Services
VMware vSphere Authentication Proxy
Update VMware vService Manager
; VMware vSAN Data Protection Service
Administration
VMware vCenter-Services
Syslog
VMware vCenter Server
Backup VMware vCenter High Availability
VMware Topology Service

4. ATaide de SSH, connectez-vous a I'héte IP ESXi de gestion, entrez root pour le nom d'utilisateur et entrez
le mot de passe racine.

5. Exécutez les commandes suivantes :

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

6. Le message Verified the configured netdump server is running s'affiche aprés la saisie de
la commande finale.
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@ Ce processus doit étre effectué pour tout hote supplémentaire ajouté a FlexPod Express.

@ ip address_of core dump collector Cette validation correspond a I'adresse IP de
vCenter.

"Ensuite, les procédures de déploiement de NetApp Virtual Storage Console 9.6."

Procédures de déploiement de NetApp Virtual Storage Console 9.6

Cette section décrit les procédures de déploiement de NetApp Virtual Storage Console
(VSC).

Installez Virtual Storage Console 9.6

Pour installer le logiciel VSC 9.6 a 'aide d’'un déploiement OVF (Open Virtualization format), procédez comme
suit :
1. Accédez a vSphere Web client > Cluster hote > déployer le modéele OVF.

2. Accédez au fichier OVF VSC téléchargé depuis le site de support NetApp.

Deploy OVF Template

1Select an OVF template Select an OVF template

Select an OVF te

1+ [ Desktop +

Move
Organize v New folder Size

Local file
< i Choose Files | No file chosen
~ unified-virtual-appliance-for-vsc-v || 8  Maximize |

r Favorites

= p-sra2-0.6-4200-20190812_0030 (2)... = ”
B Desktop OVA File = A se ect a template to de
8 Downloads B :
% Recent places 4 VMware-Tools-core-10.3.2-0825305

e Z 0 Wasrinre TartRard he

Fll:name:‘umfled-mrtual-apghan:e-!nr-v;:- v‘ [ A Fites |
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3. Entrez le nom de la machine virtuelle et sélectionnez un centre de données ou un dossier dans lequel
déployer. Cliquez sur Suivant.

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

¥4 2 Select a name and folder Specify a unique name and target location

+ 3 Select a compute resource

v 4 Review details Virtual machine name. FlexPod-VSC

5 License agreements

+ 6 Select storage Select a location for the virtual machine.
7 Select networks v [ warriorsvcsa.cie.netapp.com
8 Customize template > [EH FlexPod-Datacenter

4. Sélectionnez le cluster FlexPod-Cluster ESXi et cliquez sur Next (Suivant).

5. Vérifiez les détails et cliquez sur Next (Suivant).

Deploy OVF Template

+ 1Select an OVF template Review details

« 2 Select a name and foider Verify the template details

v 3 Select a compute resource

4 Review details

5 License agresments Publisher No certificate present
6 Select storage : N —— _ R
Product Virtual Appliance - NetApp VSC, VASA Provider and SRA for ONTAP
7 Select networks
8 Customize template Version See appliance for version
9 Ready to complete \iendor NetAps Inc
Description Virtual Appliance - NetApp VSC, VASA Provider, and SRA virtual

appliance for NetApp storage systems. For more information or support
please visit http://www netapp.com/

Download size 10 GB
Size on disk 2.1GB (thin provisioned)

53.0 GB (thick provisioned)

CANCEL BACK NEXT

6. Cliquez sur accepter pour accepter la licence et cliquez sur Suivant.

7. Sélectionnez le format de disque virtuel Thin Provision et I'un des datastores NFS. Cliquez sur Suivant.
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Deploy OVF Template

+ 1 Select an OVF template
+ 2 Select a name and folder
+ 3 Select a compute resource
+ 4 Review details
+ 5 License agreements

7 Select networks

B Customize template

9 Ready to complete

Select storage

Select the storage for the configuration and disk files

Select virtual disk format
VM Storage Policy:

Name
(] infra_datastore
=) infra_datastoret

& infra_swap (1)

Compatibility

Thin Provision

Datastore Default

Capacity Provisioned
75GB 360 KB
475 GB 6399 GB
100 GB 498 GB

Free
75GB
276.86 GB
95.02 GB

Ty
NF =

NF

+ Compatibility checks succeeded

CANCEL BACK NEXT

8. Dans Sélectionner les réseaux, choisissez un réseau de destination et cliquez sur Suivant.




Deploy OVF Template

1 Select an OVF template Select networks

2 Select a name and folder Select a destination network for each source network

< - Source Network ) Destination Network T
4 Review details

5 License agreements nat MGMT-Network : -

v
v
+ 3 Select a compute resource
v
v
v

6 Select storage

7 Select networks

8 Customize template

1items

IP Allocation Settings

9 Ready to complete

IP allocation Static - Manual

IP protocol IPva

9. Dans Customize Template, entrez le mot de passe de I'administrateur VSC, le nom vCenter ou I'adresse
IP, ainsi que d’autres détails de configuration, puis cliquez sur Next.




Deploy OVF Template

1 Select an OVF template
S i vCenter Server Address (")
+ 2 Select a name and folder
+ 3 Select a compute resource Specify the IP address/hostname of an existing vCenter to register to
+ 4 Review details 17221181105
+ 5 License agreements
v 6 Select storage Port (%)
v 7 Select networks

Specify the HTTPS port of an existing vCenter to register to
'd 8 Customize template

9 Ready to complete 443
Username (%)
Specify the username of an existing vCenter to reagister to

administrator@vsphere. lo

Password (%)

Specify the password of an existing vCenter to register to
Password seransane
Confirm Password = wssessses |
- Network Properties 8 settings
Host Name

Specify the hostname for the appliance. (Leave blank if DHCP is desired) X

CANCEL NEXT

10. Vérifiez les détails de configuration saisis et cliquez sur Finish pour terminer le déploiement de la machine
virtuelle NetApp-VSC.

11. Mettez sous tension la machine virtuelle NetApp-VSC et ouvrez la console de VM.

12. Au cours du processus de démarrage des machines virtuelles NetApp-VSC, une invite s’affiche pour vous
inviter a installer VMware Tools. Depuis vCenter, sélectionnez NetApp-VSC VM > Guest OS > Install
VMware Tools.
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Booting VUSC, UASA Provider, and SRA virtual appliance...Please wait...
UMware Tools OUF uvCenter configuration not found.

UMuware Tools OUF uvCenter configuration not found.

Ufware Tools OUF vCenter configuration not found.

UHuare Tools installation

Before you can continue the USC, UASA Prouider, and SRA virtual appliance
installation, you must install the UNware Tools:

1. Select UM > Guest 0OS » Install UMware Tools.

OR

Click on "Install UHware Tools" pop-up box on the uSphere UWeb Client.

Z. Follow the prompts provided by the UNuware Tools wizard.

Once you click on mount, the installation process will automatically continue.

13. Des informations sur la configuration réseau et I'enregistrement vCenter ont été fournies lors de la
personnalisation du modéle OVF. Par conséquent, une fois que la machine virtuelle NetApp-VSC est
exécutée, VSC, vSphere API for Storage Awareness (VASA) et VMware Storage Replication adapter
(SRA) sont enregistrés auprés de vCenter.

14. Déconnectez-vous du client vCenter et reconnectez-vous. Vérifiez que NetApp VSC est installé depuis le
menu Accueil.
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/\\ There are expired or expirin

vmm vSphere Client

= @] Home trl + alt + hor
= $ o -DC ACTIONS v

& Shortcuts

v 7 warriorsvcsa.cienetapp.cc itor Configure Permi
v [ Warriors-DC [J Hosts and Clusters
[T warrior e ar iosts 2
> i Warriors-Clustes @ VMs and Templates brvual Macines: 6
Storage trl + alt + 4  ‘lusters
Jetworks
¥ Networking )atastores 5
& Content Libraries
&5 Global Inventory Lists
[® Policies and Profiles b
ZA Auto Deploy
Ve
<|> Developer Center
(®) vRealize Operations
P Vvirtual Storage Console
& Administration
S Update Manager
] Tasks
Cg Events
= =Ta L= 1 A*trilvgitac .
& Tags & Custom Attributes s Compliance @ Com
Precheck Remediation State () Remu

Téléchargez et installez le plug-in NetApp NFS VAAI

Pour télécharger et installer le plug-in NetApp NFS VAAI, effectuez les opérations suivantes :

1. Téléchargez le plug-in NetApp NFS 1.1.2 pour VMware . vib Fichier de la page de téléchargement du
plug-in NFS et enregistrez-le sur votre ordinateur local ou héte d’administration.
2. Téléchargez le plug-in NetApp NFS pour VMware VAAI :

a. Accédez au "page de téléchargement de logiciels".
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b. Faites défiler I'écran et cliquez sur Plug-in NetApp NFS pour VMware VAAI.
c. Dans I'écran d’accueil du client Web vSphere, sélectionnez Virtual Storage Console.

d. Sous Virtual Storage Console > Paramétres > NFS VAAI Tools, téléchargez le plug-in NFS en
choisissant Sélectionner un fichier et en naviguant jusqu’a 'emplacement ou le plug-in téléchargé est
stockeé.

vm vSphere Client

Virtual Storage Conscle

& Overview Settings vCenter server
§ Storage Systems .
Administrative Settings Unified Appliance Settings NFS VAAI Tools
& Storage Capability Profiles Sl R
B, Storage Mapping NFS Plug-in for VMWare VAAI
The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the ESXi ho!

~ Reports

Datastore Report execute various primitives on files stored on NetApp storage systems. You can install the plug-in on a host using VSC. You can download NFS
site.

Virtual Machine Report

Vol Datastore Report
Existing version: 1.1.2-3 CHANGE

Upload NFS plug-in for VMware VAAI

Vol Virtual Machine Report

Note: Before you install NFS plug-in for V| -
= ¢ Open
1 |BE Desktop » v & | [ Search Desktap 2]
Install on ESXi Hosts prem
Organize +  Newfolder - O @
T :
= ’ ~ ~
Select the compatible hosts an which Ar Favorites =
= OpenOffice 4.1.1 (en-US)
B Desktop ' Installation Files
_— 4 Downloads
2] Recent places NetAppNasPlugin.vib l=:
VIB File I
v 360 KB v
P p——
File name: | NetAppNasPlugin.ib v| [wFie v]

=

3. Cliquez sur Télécharger pour transférer le plug-in vers vCenter.

4. Sélectionnez I'hbte, puis NetApp VSC > Install NFS Plug-in for VMware VAAL.
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v [ warriorsvesa.cie.netapp.com

s Warriors-DC
v Warriors-Clusi
[ 722118118 151 New Virtual Machine..

[ 1722118119

{3 [Ometer-VN

& Iometer-vy &

(3 [Ometer-VN %

[ [Ometer-vN

El Actions - 17221181100

Y3 Deploy OVF Template...

£l p -
il

IJ_;'H WErferiyed Maintenance Mode

(B warriorsVst Connection
Power
Certificates
Storage

£ Add Networking...
Host Profiles

Export System Logs...

W Assign License..
Settings
Move To...
Tags & Custom Attributes
Remoyve from Inventory
Add Perrnission...
Alarms

Lipdate Manager

Recent Tasks Alari I NetApp VSC

Summary Monitor Configure

g Stersde g Virtual

Storage Adaplers

Storage Devices “ Standa
Host Cache Configur. g

Protocol Endpoints

/O Filters

r MNetworking

Viriual switches
Wkernel adapters
Physical adapters
TCP/IP configuration

r Airtual Machines

WM Startup/Shutdo.,
Agent VM Settings
Default VM Compati..f

Swap File Location

r System

Licensing

Host Profile

Time Configuration
Authentication Servi..|
Certificate

Power Management

Advanced Svstem S

Host Monitoring

Install NFS Plug-in for WMware WAl

Update Host and Storage Data

Set Hecommendad Values

Mount Datastores

Frovision Datastore

Utilisez les parameétres de stockage optimaux pour les hotes ESXi

VSC permet de configurer automatiquement les parameétres de stockage pour tous les hétes ESXi connectés
aux contrbleurs de stockage NetApp. Pour utiliser ces parametres, procédez comme suit :
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1. Depuis I'écran d’accueil, sélectionnez vCenter > hétes et clusters. Pour chaque hote ESXi, cliquez avec le
bouton droit de la souris et sélectionnez NetApp VSC > définir les valeurs recommandées.

vm vSphere Client

g8 @ & 17221181100 | acTions~
v [ warriorsvosa cienetapp.com Summary Monitor Configure Permissions

v [Eg Warriors-DC 0
A -Actions - 172 21181100
v Warriors-Cluster s m Distributed Switches

[4 77221181100 | 151 New Virtual Machine...
[& 172.21.181.107
(R Iometer-vM
3 I0meter-VM-tes

3 Deploy OVF Template..
T
MIGMT-MNetwork

&

(8 IOmeter-VM-tes +q
£ [Ometer-VM-tes

& warriorsvcsa Maintenance Mode >
Cp warriorsV/sC Cannection >
Power >
Certificates >
Storagse >

£ Add Networking ..
Host Profiles >

Export System Logs..

Gls Assign License..
Settings

Mowe To,

Tags & Custom Attributes l- Host Monitoring

Remave fram ||".\~,'en[|_-|r}; Install NFS F".Ug—ir‘. for WVMware VAAI

Add Permission Update Host and Storage Data

Alarms 3 Set Recommendad Valles
Update Manager > Mount Datastores
Recent Tasks Alarms | M NetApp VsC . Provision Datastore

2. Vérifiez les paramétres que vous souhaitez appliquer aux hétes vSphere sélectionnés. Cliquez sur OK
pour appliquer les paramétres.
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Set Recommended Values X

HBA/CNA Adapter Settings
Sets the recommended HEA timeout setiings for MetApp storage systems.
MPIO Settings

Configures preferred paths for NetApp storage sysiems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cabie), and sets the

preferred path to one of those paths.
NFS Settings

Sets the recommended NFS Heartheat settings for NetApp storage systems.

Success

The modified ESXI host settings are reflected only after the

subseguent successful storage system discovery,.

3. Redémarrez I'héte ESXI une fois ces paramétres appliqués.

Conclusion

FlexPod Express propose une solution simple et efficace qui repose sur des composants
leaders. Les systémes FlexPod Express peuvent étre personnalisés pour répondre a des
besoins spécifiques. Le FlexPod Express est destiné aux moyennes entreprises, aux
bureaux distants et aux autres entreprises qui ont besoin de solutions dédiées.

Remerciements

Les auteurs souhaitent reconnaitre John George pour son soutien et sa contribution a
cette conception.
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Ou trouver des informations complémentaires

Pour en savoir plus sur les informations fournies dans ce document, consultez ces
documents et/ou sites web :

Documentation produit NetApp

http://docs. "netapp".com

FlexPod Express avec guide

NVA-1139-DESIGN : FlexPod Express avec Cisco UCS C-Series et NetApp AFF C190 Series

"https://www.netapp.com/us/media/nva-1139-design.pdf"

Historique des versions

Version Date Historique des versions du
document
Version 1.0 Novembre 2019 Version initiale.

Guide de design de FlexPod Express avec Cisco UCS C-
Series et AFF A220

NVA-1125-DESIGN : FlexPod Express avec Cisco UCS C-Series et AFF A220

:lll-lllt
CISCO

Savita Kumari, NetApp en partenariat avec :

Les tendances du secteur témoignent d’une vaste transformation des data centers en
infrastructure partagée et cloud computing. Les entreprises ont également besoin d’'une
solution simple et efficace pour leurs succursales et bureaux distants, qui leur apporte la
technologie qu’elles connaissent bien dans leur data Center.

FlexPod Express est une architecture de data Center précongue et conforme aux bonnes pratiques. Elle
repose sur la plateforme Cisco Unified Computing System (Cisco UCS), la gamme de commutateurs Cisco
Nexus et sur NetApp AFF. Les composants de FlexPod Express sont similaires a ceux de leurs homologues
FlexPod Datacenter, ce qui favorise une gestion plus efficace de I'environnement de I'infrastructure
INFORMATIQUE compléte a petite échelle. Les plateformes FlexPod Datacenter et FlexPod Express sont
optimales pour la virtualisation, et pour les systémes d’exploitation sans systéme d’exploitation et les charges
de travail d’entreprise.

"Suivant : résumé du programme."

Récapitulatif du programme
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Le portefeuille de solutions d’infrastructure convergée FlexPod

Les architectures de référence FlexPod sont fournies sous la forme de designs validés par Cisco (CVD) ou
d’architectures vérifiées par NetApp (NVA). Les écarts basés sur les exigences des clients pour une CVD ou
une NVA donnée sont autorisés si des variations n’entrainent pas le déploiement de configurations non prises
en charge.

Comme illustré dans la figure ci-dessous, la gamme FlexPod comprend trois solutions : les serveurs FlexPod
Express, FlexPod Datacenter et FlexPod Select :

* FlexPod Express. offre une solution d’entrée de gamme composée de technologies Cisco et NetApp.

* FlexPod Datacenter. offre une base polyvalente optimale pour diverses charges de travail et applications.

* FlexPod Select. integre les meilleurs aspects de FlexPod Datacenter et adapte l'infrastructure a une
application donnée.

Expanded portfolio of platforms

FlexPod® Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote, and Tgrggt: En‘terprise)’seruice pro\,.rider Tar‘get: Speciﬁc application
departmental deployments | | deployments in the enterprise
o O
G Z i
L I . (=
Q 31 File System
> > —
3 g
= =
@ oy
9 2
5 £
g g —
Entry-level: Cisco UCS, Cisco Nexus Cisco UCS, Cisco Nexus Cisco UCS , Cisco Nexus.
FAS and AFF FAS and AFF FAS and AFF

Programme d’architecture vérifiée NetApp

Le programme NVA propose une architecture vérifiée pour les solutions NetApp. Une architecture NVA assure
les qualités suivantes avec la solution NetApp :

 Testée en profondeur

* Normative par nature

* Réduction des risques de déploiement

* Optimisée pour accélérer la mise en service
Ce guide détaille la conception de FlexPod Express avec VMware vSphere. Cette conception tire également

parti du tout nouveau systeme AFF A220, qui exécute le logiciel NetApp ONTAP 9.4, des commutateurs Cisco
Nexus 3172P et des serveurs Cisco UCS C220 M5 comme nceuds d’hyperviseur.

Bien que ce document soit validé pour AFF A220, cette solution prend également en charge les baies
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FAS2700.

"Ensuite : présentation de la solution."

Présentation de la solution

FlexPod Express est congu pour exécuter des charges de travail de virtualisation mixtes.
Elle est destinée aux bureaux distants, aux succursales et aux moyennes entreprises.
convient également aux grandes entreprises qui souhaitent mettre en ceuvre une solution
dédiée. Cette nouvelle solution pour FlexPod Express inclut de nouvelles technologies
telles que NetApp ONTAP 9.4, NetApp AFF A220 et VMware vSphere 6.7.

La figure suivante présente les composants matériels inclus dans la solution FlexPod Express.

FlexPod Express Solution

AFF AB00

. [ ; ' | AFF A700s
NetApp AFF family L E e AFF A700

AFF A300

AFF A200

Cisco Nexus switch A R A o ¢ Cisco Nexus 9000
family e N R W v ¢ Cisco Nexus 3000

Cisco Unified ) o
Computing system — T AE e Cisco UCS C-Series C220 M5
family Rack Servers
Public visé

Ce document est destiné a ceux qui souhaitent tirer parti d’une infrastructure congue pour optimiser I'efficacité
IT et favoriser I'innovation IT. Le public cible de ce document inclut, sans s’y limiter, les ingénieurs
commerciaux, les consultants sur le terrain, le personnel des services professionnels, les responsables
INFORMATIQUES, les ingénieurs partenaires et les clients.

Technologie de la solution

Cette solution tire parti des dernieres technologies de NetApp, Cisco et VMware. Cette solution présente le
nouveau systeme NetApp AFF A220, qui exécute le logiciel ONTAP 9.4, deux commutateurs Cisco Nexus
3172P et des serveurs en rack Cisco UCS C220 M5 exécutant VMware vSphere 6.7. Cette solution validée
utilise une technologie 10 Gigabit Ethernet (10GbE). La figure suivante présente une vue d’ensemble. Des
conseils sont également fournis sur la maniere d’évoluer en ajoutant deux noeuds d’hyperviseur a la fois afin
que l'architecture FlexPod Express puisse s’adapter aux besoins commerciaux en constante évolution de
I'entreprise.
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FlexPod Express

Cisco Nexus 3172 P Switches

Cisco UCS C220 M5 C-Series
(Standalone servers)
vSphere 6.7 U1

NetApp AFF A220 Storage
Controller Mgmt

10GbE
Data

CIMC

40GbE
Data

@ L'Ethernet 40 GbE n’est pas validé, mais il s’agit d’'une infrastructure prise en charge.

"Ensuite, les exigences technologiques."

Exigences technologiques

FlexPod Express requiert une combinaison de composants matériels et logiciels qui
dépend de I'hyperviseur et de la vitesse réseau sélectionnés. En outre, FlexPod Express
dispose des composants matériels requis pour ajouter des nceuds d’hyperviseur au
systéme par unités deux.

Configuration matérielle requise

Quel que soit I'hyperviseur choisi, toutes les configurations FlexPod Express utilisent le méme matériel. Par
conséquent, méme si les exigences de I'entreprise évoluent, les deux hyperviseurs peuvent s’exécuter sur le
méme matériel FlexPod Express.

Le tableau suivant répertorie les composants matériels requis pour toutes les configurations FlexPod Express
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et pour implémenter la solution. lls peuvent varier selon la mise en ceuvre de la solution et les besoins du
client.
Sous-jacent Quantité
Cluster a deux nceuds AFF A220 1
Serveur Cisco UCS C220 M5 2
Commutateur Cisco Nexus 3172P 2
2

Carte Cisco UCS Virtual interface Card (VIC) 1387
pour serveur en rack Cisco UCS C220 M5

Adaptateur Cisco CVR-QSFP-SFP10G 4

Configuration logicielle requise

Les tableaux suivants répertorient les composants logiciels requis pour I'implémentation des architectures de
la solution FlexPod Express.

Le tableau suivant répertorie la configuration logicielle requise pour 'implémentation FlexPod Express de
base.

Logiciel Version Détails

Controleur de gestion intégrée 3.1.3 Pour serveurs en rack C220 M5

Cisco (CIMC)

Cisco NX-OS nxos.7.0.3.17.5.bin Pour commutateurs Cisco Nexus
3172P

NetApp ONTAP 9.4 Pour les contréleurs AFF A220

Le tableau suivant répertorie les logiciels requis pour toutes les implémentations VMware vSphere sur FlexPod
Express.

Logiciel Version
Appliance VMware vCenter Server 6.7
VMware vSphere ESXi 6.7
Plug-in NetApp VAAI pour ESXi 1.1.2

"Suivant : choix de conception."

Choix de conception

Les technologies suivantes ont été choisies lors du processus de conception de
I'architecture. Chaque technologie répond a un usage spécifique de la solution
d’infrastructure FlexPod Express.

AFF A220 Series NetApp avec ONTAP 9.4

Cette solution tire parti de deux des derniers produits NetApp : les logiciels NetApp AFF A220 et ONTAP 9.4,
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Systéme AFF A220

Pour plus d’informations sur le systéme matériel AFF A220, consultez le "Page d’accueil de AFF A-Series".

Le logiciel ONTAP 9.4

Les systemes AFF A220 de NetApp utilisent le nouveau logiciel ONTAP 9.4. ONTAP 9.4 est le logiciel de
gestion des données d’entreprise leader du secteur. |l allie une simplicité et une flexibilité inédites a de
puissantes fonctionnalités de gestion des données, d’efficacité du stockage et d’intégration cloud.

ONTAP 9.4 propose plusieurs fonctionnalités particulierement adaptées a la solution FlexPod Express.
L’engagement de NetApp en faveur de I'efficacité du stockage est avant tout primordial, ce qui peut constituer
'une des fonctionnalités les plus importantes pour les déploiements de petite taille. ONTAP 9.4 propose
aujourd’hui les fonctionnalités d’efficacité du stockage, telles que la déduplication, la compression et le
provisionnement fin, avec un nouvel ajout de compaction. Etant donné que le systéme WAFL de NetApp écrit
toujours des blocs de 4 Ko, la compaction combine plusieurs blocs dans un bloc de 4 Ko lorsque I'espace
alloué des blocs de 4 Ko n’est pas utilisé. La figure suivante illustre ce processus.

~
4KB

logical
block

Data

> Compacts multiple logical blocks into

one physical 4KB block on media  4KBphysical biogk

A S

De plus, le partitionnement données-racines peut étre utilisé sur le systeme AFF A220. Ce partitionnement
permet de répartit 'agrégat racine et deux agrégats de données sur les disques du systéme. Par conséquent,
les deux contréleurs d’un cluster AFF A220 a deux noeuds peuvent tirer parti des performances de tous les
disques de I'agrégat. Voir la figure suivante.
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< Root Partition

<= Controller 1 Partition

Il s’agit de quelques fonctionnalités clés qui complétent la solution FlexPod Express. Pour plus de détails sur
les fonctions et fonctionnalités supplémentaires de ONTAP 9.4, consultez le "Fiche technique sur le logiciel de
gestion des données ONTAP 9". Voir aussi NetApp "Centre de documentation ONTAP 9", qui a été mis a jour
pour inclure ONTAP 9.4.

< Controller 2 Partition

Cisco Nexus 3000 Series

Le Cisco Nexus 3172P est un commutateur robuste et économique qui offre une commutation 1/10/40/100
Gbit/s. Le commutateur Cisco Nexus 3172PQ, appartenant a la gamme Unified Fabric, est un commutateur
compact a 1 rack (1RU) pour des déploiements en Top des data centers. (Voir la figure suivante.) Il offre
jusqu’a soixante-douze ports 1/10GbE par incrément de 1RU ou quarante-huit ports 1/10GbE plus six ports 40
GbE par incrément de 1RU. Et pour une flexibilité maximale de couche physique, il prend également en
charge 1/10/40 Gbit/s.

Comme tous les différents modéles de la gamme Cisco Nexus exécutent le méme systéme d’exploitation
sous-jacent, NX-OS prend en charge plusieurs modéles Cisco Nexus dans les solutions FlexPod Express et
FlexPod Datacenter.

Les spécifications de performances comprennent :

» Débit de trafic a débit de ligne (couches 2 et 3) sur tous les ports

» Unités de transmission maximales configurables (MTU) jusqu’a 9216 octets (trames jumbo)
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Pour en savoir plus sur les commutateurs Cisco Nexus 3172, consultez le "Fiche technique des commutateurs
Cisco Nexus 3172PQ, 3172TQ, 3172TQ-32T, 3172PQ-XL et 3172TQ-XL".

Cisco UCS C-Series

Le serveur en rack Cisco UCS C-Series a été choisi pour FlexPod Express, car ses nombreuses options de
configuration le permettent d’étre personnalisé pour des exigences spécifiques dans un déploiement FlexPod
Express.

Les serveurs en rack Cisco UCS C-Series offrent une solution informatique unifiée dans un format standard
afin de réduire le co(t total de possession et d’accroitre I'agilité.

Les serveurs en rack Cisco UCS C-Series offrent les avantages suivants :

* Un point d’entrée indépendant des formats dans Cisco UCS
* Un déploiement simplifié et rapide des applications
» Extension des innovations et avantages de l'informatique unifiée aux serveurs rack

» Un plus grand choix pour les clients avec des avantages uniques dans un pack rack familier

Le serveur en rack Cisco UCS C220 M5 (figure précédente) est 'une des infrastructures d’entreprise et des
serveurs applicatifs polyvalents les plus polyvalents du marché. Il s’agit d’'un serveur en rack a deux sockets
haute densité qui offre des performances et une efficacité de pointe pour une large gamme de charges de
travail, notamment pour la virtualisation, la collaboration et les applications sans systeme d’exploitation. Les
serveurs rack Cisco UCS C-Series peuvent étre déployés en tant que serveurs autonomes ou en tant que
partie intégrante de Cisco UCS pour tirer parti des innovations de Cisco en matiere d’informatique unifiée, qui
permettent de réduire le colt total de possession des clients et d’'augmenter leur souplesse commerciale.

Pour plus d’informations sur les serveurs C220 M5, reportez-vous au "Fiche technique du serveur rack Cisco
UCS C220 M5".

Options de connectivité pour les serveurs en rack C220 M5
Les options de connectivité des serveurs en rack C220 M5 sont les suivantes :
» Cisco UCS VIC 1387

Le systeme Cisco UCS VIC 1387 (dans la figure suivante) offre des ports QSFP+ 40 GbE et FC over
Ethernet (FCoE) améliorés a deux ports dans un format modulaire mLOM (LAN-on-board). Le slot mLOM
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peut étre utilisé pour installer un VIC Cisco sans utiliser de logement PCle (Peripheral Component
Interconnect Express), ce qui permet une meilleure extensibilité des E/S.

Pour plus d’informations sur 'adaptateur Cisco UCS VIC 1387, consultez la "Carte d’interface virtuelle Cisco
UCS 1387" feuille de données.

+ ADAPTATEUR CVR-QSFP-SFP10G

Le module Cisco QSA convertit un port QSFP en port SFP ou SFP+. Grace a cet adaptateur, les clients
peuvent utiliser n’importe quel module SFP+ ou SFP ou cable pour se connecter a un port a faible vitesse
a l'autre extrémité du réseau. Cette flexibilité permet une transition économique vers 40 GbE en
maximisant 'utilisation des plateformes QSFP haute densité 40 GbE. Cet adaptateur prend en charge
toutes les cables et tous les cables SFP+ et prend en charge plusieurs modules SFP 1 GbE. Comme ce
projet a été validé par une connectivité 10GbE et que le VIC 1387 utilisé est 40 GbE, I'adaptateur CVR-
QSFP-SFP10G (dans la figure suivante) est utilisé pour la conversion.

VMware vSphere 6.7

VMware vSphere 6.7 est une option d’hyperviseur unique a utiliser avec FlexPod Express. VMware vSphere
permet aux entreprises de réduire leur empreinte électrique et de climatisation tout en bénéficiant de la pleine
capacité de calcul achetée. De plus, VMware vSphere permet une protection contre les défaillances
matérielles (VMware High Availability ou VMware HA), ainsi qu’un équilibrage de la charge des ressources de
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calcul sur un cluster d’hétes vSphere (VMware Distributed Resource Scheduler ou VMware DRS).

Comme il ne redémarre que le noyau, VMware vSphere 6.7 permet aux clients de « démarrer rapidement » ou
il charge vSphere ESXi sans redémarrer le matériel. Cette fonctionnalité est disponible uniquement avec les
plates-formes et les pilotes qui sont sur la liste blanche de démarrage rapide. VSphere 6.7 étend les
fonctionnalités du client vSphere, soit environ 90 % de la capacité du client Web vSphere.

Dans vSphere 6.7, VMware a étendu cette fonctionnalité pour permettre aux clients de définir la compatibilité
EVC (Enhanced vMotion Compatibility) par machine virtuelle (VM) plutot que par héte. Dans vSphere 6.7,
VMware a également révélé les API pouvant étre utilisées pour créer des clones instantanés.

Voici quelques-unes des fonctionnalités de vSphere 6.7 U1 :

* Client vSphere basé sur le Web HTMLS5 et doté d’une fonction trés compléte

* VVMotion pour les machines virtuelles NVIDIA GRID vGPU. Prise en charge du FPGA Intel.

» VCenter Server converge Tool pour passer d’un PSC externe a un PCS interne.

« Améliorations pour VSAN (mises a jour HCI).

* Bibliothéque de contenu améliorée.
Pour plus d’informations sur vSphere 6.7 U1, consultez "Nouveautés de vCenter Server 6.7 mise a jour 1".
Bien que cette solution ait été validée avec vSphere 6.7, elle prend en charge toutes les versions de vSphere

compatibles avec les autres composants par I'outil de matrice d’interopérabilité NetApp. NetApp recommande
de déployer vSphere 6.7U1 pour obtenir ses correctifs et ses fonctionnalités améliorées.

Architecture de démarrage

Les options prises en charge pour I'architecture de démarrage FlexPod Express sont les suivantes :

 LUN SAN iSCSI
» Carte SD Cisco FlexFlash

 Disque local

Comme FlexPod Datacenter démarre a partir de LUN iSCSI, la gestion de la solution est améliorée grace au
démarrage iSCSI pour FlexPod Express.

"Ensuite, vérification de la solution."

Vérification de la solution

Cisco et NetApp ont concgu et développé FlexPod Express comme une plateforme
d’infrastructure de premier plan pour leurs clients. Son design avec des composants de
pointe leur permet aux clients de faire confiance a FlexPod Express pour leur
infrastructure. Conformément aux principes fondamentaux du portefeuille FlexPod,
I'architecture FlexPod Express a été testée en profondeur par les ingénieurs et
architectes de data centers Cisco et NetApp. De la redondance et la disponibilité a
chaque fonctionnalité individuelle, I'architecture FlexPod Express est validée pour
inculquer une confiance a nos clients et établir une confiance dans le processus de
conception.

VMware vSphere 6.7 a été veérifié sur les composants de I'infrastructure FlexPod Express. Cette validation
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incluait des options de connectivité uplink 10 GbE pour I'hyperviseur.

"Suivant: Conclusion."

Conclusion

FlexPod Express propose une solution simple et efficace qui repose sur des composants
de pointe. FlexPod Express peut étre adapté a des besoins spécifiques en faisant
évoluer et en proposant des options de plateforme d’hyperviseur. FlexPod Express a été
congu pour repondre aux besoins des moyennes entreprises, des bureaux distants, des
succursales et d’autres entreprises qui ont besoin de solutions dédiées.

"Suivant : ou trouver des informations supplémentaires ?"

Ou trouver des informations complémentaires

Pour en savoir plus sur les informations données dans ce document, consultez ces
documents et sites web :

* Documentation NetApp
"https://docs.netapp.com”
* Guide de déploiement de FlexPod Express avec VMware vSphere 6.7 et NetApp AFF A220

"https://www.netapp.com/us/media/nva-1123-deploy.pdf"

Guide de déploiement de FlexPod Express avec Cisco UCS
C-Series et AFF A220

NVA-1123-DEPLOY : guide de déploiement de FlexPod Express avec VMware
vSphere 6.7 et NetApp AFF A220

Savita Kumari, NetApp

Nl
CISCO

Les tendances du secteur témoignent d’une vaste transformation des data centers en
infrastructure partagée et cloud computing. Elles recherchent par ailleurs une solution
simple et efficace pour les succursales et les bureaux distants, exploitant la technologie
gu’elles connaissent bien dans leur data Center.

En partenariat avec :

FlexPod Express est une architecture de data Center précongue et conforme aux bonnes pratiques. Elle
repose sur la plateforme Cisco Unified Computing System (Cisco UCS), la gamme de commutateurs Cisco
Nexus et les technologies de stockage NetApp. Ce sont les composants d’'un systéme FlexPod Express qui
ressemble a ceux de leurs homologues FlexPod Datacenter, ce qui favorise une synergie de gestion dans
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'ensemble de I'environnement d’infrastructure IT a plus petite échelle. Les plateformes FlexPod Datacenter et
FlexPod Express sont optimales pour la virtualisation, et pour les systémes d’exploitation sans systeme
d’exploitation et les charges de travail d’entreprise.

Les solutions FlexPod Datacenter et FlexPod Express proposent une configuration de base et peuvent étre
dimensionnées et optimisées pour prendre en charge de nombreux cas d’utilisation et besoins. Les clients
FlexPod Datacenter existants peuvent gérer leur systeme FlexPod Express avec les outils auxquels ils sont
habitués. Les nouveaux clients FlexPod Express peuvent facilement s’adapter a la gestion d’FlexPod
Datacenter a mesure que leur environnement se développe.

FlexPod Express constitue une infrastructure idéale pour les bureaux distants, les succursales et les
moyennes entreprises. |l s’agit également d’'une solution idéale pour les clients qui souhaitent mettre en place
une infrastructure pour une charge de travail dédiée.

FlexPod Express offre une infrastructure facile a gérer qui convient a quasiment tous les workloads.

Présentation de la solution

Cette solution FlexPod Express fait partie du programme d’infrastructure convergée
FlexPod.

Programme FlexPod d’infrastructure convergée

Les architectures de référence FlexPod sont fournies sous la forme de conceptions validées par Cisco (CVD)
ou d’architectures vérifiées NetApp (NVA). Les écarts en fonction des exigences du client par rapport a un
CVD ou a une NVA donné sont autorisés si ces variations ne créent pas de configuration non prise en charge.

Comme le montre la figure ci-dessous, le programme FlexPod se compose de trois solutions : les Express
FlexPod, le data Center FlexPod et FlexPod Select :

* FlexPod Express. offre aux clients une solution d’entrée de gamme dotée de technologies Cisco et
NetApp.
* FlexPod Datacenter. offre une base polyvalente optimale pour diverses charges de travail et applications.

* FlexPod Select. integre les meilleurs aspects de FlexPod Datacenter et adapte l'infrastructure a une
application donnée.
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Programme d’architecture vérifiée NetApp

Le programme d’architecture vérifiée NetApp propose une architecture validée pour les solutions NetApp Une
architecture vérifiee NetApp fournit une architecture de solution NetApp qui apporte les qualités suivantes :

» Testée en profondeur

* Normative par nature

* Réduction des risques de déploiement

» Optimisée pour accélérer la mise en service
Ce guide détaille la conception de FlexPod Express avec VMware vSphere. Cette conception utilise également

le tout nouveau systeme AFF A220, qui exécute NetApp ONTAP 9.4, Cisco Nexus 3172P et des serveurs
Cisco UCS C-Series C220 M5 comme nceuds d’hyperviseur.

Technologie de la solution

Cette solution tire parti des derniéres technologies de NetApp, Cisco et VMware. Cette solution comprend le
nouveau NetApp AFF A220 exécutant ONTAP 9.4, deux commutateurs Cisco Nexus 3172P et des serveurs en
rack Cisco UCS C220 M5 exécutant VMware vSphere 6.7. Cette solution validée utilise une technologie
10GbE. Des recommandations sont également fournies quant a la maniere de faire évoluer les capacités de
calcul en ajoutant deux nceuds d’hyperviseur a la fois afin que I'architecture FlexPod Express puisse s’adapter
aux besoins métier en constante évolution de I'entreprise.

La figure suivante montre FlexPod Express avec VMware vSphere 10GbE.
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FlexPod Express

Cisco Nexus 3172 P Switches

Cisco UCS C220 M5 C-Series
(Standalone servers)
vSphere 6.7 U1

NetApp AFF A220 Storage
Controller

10GbE

Data

CIMC

40GbE

@ Cette validation utilise une connectivité 10GbE et un Cisco UCS VIC 1387, soit 40 GbE. Pour

obtenir une connectivité 10GbE, 'adaptateur CVR-QSFP-SFP10G est utilisé.

Récapitulatif du cas d’utilisation

La solution FlexPod Express peut étre appliquée a plusieurs cas d’utilisation, notamment :

» Bureaux distants ou succursales
* Moyennes entreprises

* Les environnements qui nécessitent une solution dédiée et économique

FlexPod Express est parfaitement adapté aux charges de travail virtualisées et mixtes.

Bien que cette solution ait été validée avec vSphere 6.7, elle prend en charge toutes les

Data

@ versions de vSphere compatibles avec les autres composants par I'outil de matrice

d’interopérabilité NetApp. NetApp recommande de déployer vSphere 6.7U1 pour obtenir ses

correctifs et ses fonctionnalités améliorées.
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Voici quelques-unes des fonctionnalités de vSphere 6.7 U1 :

 Client vSphere basé sur le Web HTML5 offrant une fonctionnalité compléte

* VVMotion pour les machines virtuelles NVIDIA GRID vGPU. Prise en charge du FPGA Intel
» VCenter Server converge Tool pour passer d’'un PSC externe a un PCS interne

* Améliorations pour VSAN (mises a jour HCI)

* Bibliotheque de contenu améliorée

Pour plus d’informations sur vSphere 6.7 U1, consultez "Nouveautes de vCenter Server 6.7 mise a jour 1",

Exigences technologiques

Un systeme FlexPod Express nécessite une combinaison de composants matériels et
logiciels. FlexPod Express décrit également les composants matériels requis pour ajouter
des nceuds d’hyperviseur au systéme par unités de deux.

Configuration matérielle requise

Quel que soit I'hnyperviseur choisi, toutes les configurations FlexPod Express utilisent le méme matériel. Par
conséquent, méme si les exigences de I'entreprise évoluent, les deux hyperviseurs peuvent s’exécuter sur le
méme matériel FlexPod Express.

Le tableau suivant répertorie les composants matériels requis pour toutes les configurations FlexPod Express.

Sous-jacent Quantité
PAIRE HAUTE DISPONIBILITE AFF A220 1
Serveur Cisco C220 M5 2
Commutateur Cisco Nexus 3172P 2

Carte d’interface virtuelle Cisco UCS (VIC) 1387 pour 2
serveur C220 M5

ADAPTATEUR CVR-QSFP-SFP10G 4

Le tableau suivant répertorie le matériel requis en plus de la configuration de base pour I'implémentation de la
solution 10GbE.

Sous-jacent Quantiteé
Serveur Cisco UCS C220 M5 2
Cisco VIC 1387 2
ADAPTATEUR CVR-QSFP-SFP10G 4

Configuration logicielle requise

Les composants logiciels requis pour implémenter les architectures des solutions FlexPod Express sont
répertoriés dans le tableau suivant.
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Logiciel Version
Contréleur de gestion intégrée 3.1(39)

Cisco (CIMC)

Pilote nenic Cisco 1.0.25.0

Cisco NX-OS nxo0s.7.0.3.17.5.bin
NetApp ONTAP 9.4

Détails

Pour les serveurs en rack Cisco
UCS C220 M5

Pour les cartes d’interface VIC
1387

Pour commutateurs Cisco Nexus
3172P

Pour les controleurs AFF A220

Le tableau suivant répertorie les logiciels requis pour toutes les implémentations VMware vSphere sur FlexPod

Express.

Logiciel

Appliance de serveur VMware vCenter
Hyperviseur VMware vSphere ESXi
Plug-in NetApp VAAI pour ESXi

Version
6.7

6.7
1.1.2

Informations sur le cablage FlexPod Express

La figure suivante montre le cablage de validation de référence.

Cisco Nexus
3172P A

Cisco Nexus
3172PB

Cisco UCS
C220 M5 A

|.! '
. ?sd.‘ .,

Cisco UCS
C220M5 B

AFF220 A
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Le tableau suivant présente les informations de cablage du commutateur Cisco Nexus 3172P A.

Périphérique local Port local

Commutateur Cisco Eth1/1
Nexus 3172P A
Eth1/2
Eth1/3
Eth1/4
Eth1/25
Eth1/26

Eth1/33

Eth1/34

Périphérique distant

Controleur de stockage A
AFF A220 NetApp

Controleur de stockage B
AFF A220 NetApp

Serveur autonome Cisco
UCS C220 C-Series A

Serveur autonome Cisco
UCS C220 C-Series B

Commutateur Cisco
Nexus 3172P B

Commutateur Cisco
Nexus 3172P B

Controleur de stockage A
AFF A220 NetApp

Serveur autonome Cisco
UCS C220 C-Series A

Port distant

elc
elc
MLOM1 avec adaptateur

CVR-QSFP-SFP10G
MLOM1 avec adaptateur

CVR-QSFP-SFP10G
Eth1/25
Eth1/26

EOM

CIMC

Le tableau suivant présente les informations de cablage du commutateur Cisco Nexus 3172P B.

Périphérique local Port local

Commutateur Cisco Eth1/1
Nexus 3172P B
Eth1/2
Eth1/3
Eth1/4
Eth1/25
Eth1/26

Eth1/33

Eth1/34

Périphérique distant

Controleur de stockage A
AFF A220 NetApp

Controleur de stockage B
AFF A220 NetApp

Serveur autonome Cisco
UCS C220 C-Series A

Serveur autonome Cisco
UCS C220 C-Series B

Commutateur Cisco
Nexus 3172P A

Commutateur Cisco
Nexus 3172P A

Controleur de stockage B
AFF A220 NetApp

Serveur autonome Cisco
UCS C220 C-Series B

Port distant
eOd

e0d
MLOM2 avec adaptateur

CVR-QSFP-SFP10G
MLOM2 avec adaptateur

CVR-QSFP-SFP10G
Eth1/25
Eth1/26

EOM

CIMC

Le tableau suivant présente les informations de cablage pour le contréleur de stockage NetApp AFF A220 A.
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Périphérique local Port local Périphérique distant Port distant

Contréleur de stockage A eOa Contréleur de stockage B  eOa
AFF A220 NetApp AFF A220 NetApp
e0b Controleur de stockage B eOb

AFF A220 NetApp

elc Commutateur Cisco Eth1/1
Nexus 3172P A

eOd Commutateur Cisco Eth1/1
Nexus 3172P B
EOM Commutateur Cisco Eth1/33

Nexus 3172P A

Le tableau suivant présente les informations de cablage pour le contrleur de stockage AFF A220 B.

Périphérique local Port local Périphérique distant Port distant
Contréleur de stockage B eOa Contréleur de stockage A  eOa
AFF A220 NetApp AFF A220 NetApp

eOb Controleur de stockage A  eOb

AFF A220 NetApp

elc Commutateur Cisco Eth1/2
Nexus 3172P A

eOd Commutateur Cisco Eth1/2
Nexus 3172P B
EOM Commutateur Cisco Eth1/33

Nexus 3172P B

Procédures de déploiement

Ce document décrit en détail la configuration d’'un systeme FlexPod Express entiérement
redondant et hautement disponible. Pour refléter cette redondance, les composants
configurés a chaque étape sont appelés composant A ou composant B. Par exemple, les
contréleurs A et B identifient les deux contrdleurs de stockage NetApp provisionnés dans
ce document. Les commutateurs A et B identifient une paire de commutateurs Cisco
Nexus.

Ce document décrit également les étapes de provisionnement de plusieurs hétes Cisco UCS, identifiés de
maniére séquentielle en tant que serveur A, serveur B, etc.

Pour indiquer que vous devez inclure dans une étape des informations concernant votre environnement,
<<text>> s’affiche dans le cadre de la structure de commande. Reportez-vous a I'exemple suivant pour le
vlan create commande :

Controller(Ol>vlan create vif(O <<mgmt vlan id>>
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Ce document vous permet de configurer entierement I'environnement FlexPod Express. Dans ce processus,
plusieurs étapes nécessitent l'insertion de conventions d’appellation spécifiques au client, d’adresses IP et de
schémas de réseau local virtuel (VLAN). Le tableau ci-dessous décrit les réseaux VLAN requis pour le
déploiement, comme indiqué dans ce guide. Ce tableau peut étre complété en fonction des variables
spécifiques du site et utilisé pour mettre en ceuvre les étapes de configuration du document.

@ Si vous utilisez des VLAN de gestion intrabande et hors bande distincts, vous devez créer une
route de couche 3 entre eux. Pour cette validation, un VLAN de gestion commun a été utilisé.

UN nom Objectif VLAN ID utilisé pour valider ce
document
VLAN de gestion VLAN pour les interfaces de 3437
gestion
VLAN natif VLAN auquel des trames non 2
marquées sont attribuées
VLAN NFS VLAN pour le trafic NFS 3438
VLAN VMware vMotion VLAN désigné pour le déplacement 3441

de machines virtuelles d’'un hote
physique vers un autre

VLAN trafic des machines virtuelles VLAN pour le trafic des applications 3442
des ordinateurs virtuels

ISCSI-A-VLAN VLAN pour le trafic iSCSI sur la 3439
structure A
ISCSI-B-VLAN VLAN pour le trafic iSCSI sur la 3440

structure B

Les numéros de VLAN sont nécessaires dans toute la configuration de FlexPod Express. Les VLAN sont
appelés <<var xxxx_vlan>>, ou xxxx Utilise le VLAN (par exemple iSCSI-A).

Le tableau ci-dessous répertorie les machines virtuelles VMware créées.

Description de la machine virtuelle Nom d’hote

Serveur VMware vCenter

Procédure de déploiement Cisco Nexus 3172P

La section suivante décrit la configuration du commutateur Cisco Nexus 3172P utilisée
dans un environnement FlexPod Express.

Configuration initiale du commutateur Cisco Nexus 3172P

Les procédures suivantes décrivent la configuration des switchs Cisco Nexus utilisés dans un environnement
de base FlexPod Express.

@ Cette procédure suppose que vous utilisez un Cisco Nexus 3172P exécutant la version
7.0(3)I7(5) du logiciel NX-OS.
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1. Au démarrage initial et a la connexion au port de console du commutateur, le setup Cisco NX-OS démarre
automatiquement. Cette configuration initiale traite des paramétres de base, tels que le nom du
commutateur, la configuration de I'interface mgmt0 et 'installation de Secure Shell (SSH).

2. Le réseau de gestion FlexPod Express peut étre configuré de plusieurs fagons. Les interfaces mgmtO des
commutateurs 3172P peuvent étre connectées a un réseau de gestion existant ou les interfaces mgmt0
des commutateurs 3172P peuvent étre connectées dans une configuration dos a dos. Cependant, ce lien
ne peut pas étre utilisé pour 'accés a une gestion externe, tel que le trafic SSH.

Dans ce guide de déploiement, les commutateurs FlexPod Express Cisco Nexus 3172P sont connectés a
un réseau de gestion existant.

3. Pour configurer les commutateurs Cisco Nexus 3172P, mettez le commutateur sous tension et suivez les
invites a I'’écran, comme illustré ici pour la configuration initiale des deux commutateurs, en remplacant les
valeurs appropriées pour les informations spécifiques au commutateur.

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration wvalues.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmt0O) management configuration? (yes/no)
[yl: vy
MgmtO IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]l: y
Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>
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4. Vous voyez alors un résumé de votre configuration et vous étes invité a le modifier. Si votre configuration
est correcte, entrez n.

Would you like to edit the configuration? (yes/no) [n]: n

5. 1l vous est ensuite demandé si vous souhaitez utiliser cette configuration et I'enregistrer. Si c’est le cas,
entrez y.

Use this configuration and save it? (yes/no) [y]: Enter

6. Répétez cette procédure pour le commutateur Cisco Nexus B.

Activer les fonctionnalités avancées

Certaines fonctionnalités avancées doivent étre activées dans Cisco NX-OS pour fournir des options de
configuration supplémentaires.

Le interface-vlan la fonction n’est nécessaire que si vous utilisez la fonction dos a dos
(D mgmt 0 option décrite dans ce document. Cette fonction vous permet d’attribuer une adresse IP

au VLAN de linterface (interface virtuelle du commutateur), ce qui permet d’établir des

communications de gestion intrabande avec le commutateur (par exemple via SSH).

1. Pour activer les fonctionnalités appropriées sur le commutateur Cisco Nexus A et le commutateur B,
passez en mode configuration a I'aide de la commande (config t) et exécutez les commandes
suivantes :

feature interface-vlan
feature lacp
feature vpc

Le hachage d’équilibrage de charge par défaut du canal de port utilise les adresses IP source et de
destination pour déterminer I'algorithme d’équilibrage de charge sur les interfaces du canal de port. Vous
pouvez optimiser la distribution entre les membres du canal de port en fournissant davantage d’entrées a
I'algorithme de hachage au-dela des adresses IP source et de destination. C’est la méme raison que
NetApp recommande fortement d’ajouter les ports TCP source et de destination a I'algorithme de hachage.

2. A partir du mode de configuration (config t), entrez les commandes suivantes pour définir la
configuration d’équilibrage de charge du canal de port global sur les commutateurs Cisco Nexus Aet B :

port-channel load-balance src-dst ip-l4port

Effectuer une configuration globale Spanning Tree

La plateforme Cisco Nexus utilise une nouvelle fonctionnalité de protection appelée Bridge assurance. La
fonctionnalité Bridge assurance protege les données contre une liaison unidirectionnelle ou toute autre
défaillance logicielle avec un périphérique qui continue a transférer le trafic de données lorsqu’il n’exécute plus
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I'algorithme Spanning Tree. Les ports peuvent étre placés dans I'un des différents Etats, y compris le réseau
ou la périphérie, selon la plate-forme.

NetApp recommande de définir la fonctionnalité Bridge assurance de sorte que tous les ports soient
considérés comme des ports réseau par défaut. Ce parametre oblige 'administrateur réseau a vérifier la
configuration de chaque port. Il révéle également les erreurs de configuration les plus courantes, telles que les
ports de périphérie non identifiés ou un voisin dont la fonction d’assurance de pont n’est pas activée. En outre,
il est plus sar d’avoir le bloc Spanning Tree de nombreux ports plutdt que trop peu, ce qui permet a I'état de
port par défaut d’améliorer la stabilité globale du réseau.

Portez une attention particuliére a I'état du Spanning Tree lors de I'ajout de serveurs, de stockage et de
commutateurs uplink, surtout s’ils ne prennent pas en charge la garantie des ponts. Dans ce cas, vous devrez
peut-étre modifier le type de port pour que les ports soient actifs.

La protection BPDU (Bridge Protocol Data Unit) est activée par défaut sur les ports de périphérie comme une
autre couche de protection. Pour éviter les boucles du réseau, cette fonction arréte le port si des BPDU
provenant d’un autre commutateur sont visibles sur cette interface.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour configurer les options
par défaut de I'arborescence de Spanning Tree, y compris le type de port par défaut et la protection BPDU, sur
le commutateur Cisco Nexus A et le commutateur B :

spanning-tree port type network default
spanning-tree port type edge bpduguard default

Définir les VLAN

Avant de configurer des ports individuels avec des VLAN différents, les VLAN de couche 2 doivent étre définis
sur le switch. Il est également recommandé de nommer les réseaux VLAN pour faciliter le dépannage a
avenir.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour définir et décrire les
VLAN de couche 2 sur le commutateur Cisco Nexus A et le commutateur B :

126



vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1SCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Configurez les descriptions des ports d’accés et de gestion

Comme c’est le cas avec l'attribution de noms aux VLAN de couche 2, la définition de descriptions pour toutes
les interfaces peut aider a la fois pour le provisionnement et le dépannage.

A partir du mode de configuration (config t) Dans chacun des commutateurs, entrez les descriptions de port
suivantes pour la grande configuration de FlexPod Express :

Commutateur Cisco Nexus A

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF A220-A eOc

AFF A220-B eOc

UCS-Server—-A: MLOM port O

UCS-Server-B: MLOM port 0

vPC peer-link 3172P-B 1/25

vPC peer-1link 3172P-B 1/26

AFF A220-A eOM

UCS Server A: CIMC
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Commutateur Cisco Nexus B

int ethl/1

description AFF A220-A e0d
int ethl/2

description AFF A220-B e0d
int ethl/3

description UCS-Server-A: MLOM port 1
int ethl/4

description UCS-Server-B: MLOM port 1
int ethl/25

description vPC peer-link 3172P-A 1/25
int ethl/26

description vPC peer-link 3172P-A 1/26
int ethl/33

description AFF A220-B eOM
int ethl/34

description UCS Server B: CIMC

Configuration des interfaces de gestion des serveurs et du stockage

Les interfaces de gestion pour le serveur et le stockage n’utilisent généralement qu’un seul VLAN. Configurez
donc les ports de l'interface de gestion en tant que ports d’accés. Définissez le VLAN de gestion pour chaque
commutateur et définissez le type de port de I'arborescence sur aréte.

A partir du mode de configuration (config t), entrez les commandes suivantes pour configurer les
parametres de port pour les interfaces de gestion des serveurs et du stockage :

Commutateur Cisco Nexus A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Commutateur Cisco Nexus B
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int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Effectuez la configuration globale du canal de port virtuel

Un canal de port virtuel (VPC) permet d’afficher comme un canal de port unique vers un troisieme périphérique
des liaisons physiquement connectées a deux commutateurs Cisco Nexus différents. Le troisieme périphérique
peut étre un commutateur, un serveur ou tout autre périphérique réseau. Un VPC peut fournir des chemins
d’acces multiples de couche 2, ce qui vous permet de créer une redondance en augmentant la bande
passante, en activant plusieurs chemins paralléles entre les nceuds et en équilibrant la charge du trafic lorsque
d’autres chemins existent.

Un VPC offre les avantages suivants :

« Activation d’'un périphérique unique pour utiliser un canal de port sur deux périphériques en amont

* Suppression des ports bloqués par le protocole Spanning Tree

+ Topologie sans boucle

« Utilisation de toute la bande passante disponible de la liaison montante

» Assurer une convergence rapide en cas de défaillance de la liaison ou d’'un périphérique

» Résilience au niveau de la liaison

» Contribuer a la haute disponibilité
La fonctionnalité VPC nécessite une configuration initiale entre les deux commutateurs Cisco Nexus afin de
fonctionner correctement. Si vous utilisez la configuration back-to-back mgt0, utilisez les adresses définies sur

les interfaces et vérifiez qu’elles peuvent communiquer a l'aide de la commande ping
[switch A/B mgmt0 ip addr]vrf commande de gestion.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour configurer la
configuration globale VPC pour les deux commutateurs :

Commutateur Cisco Nexus A
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vpc domain 1

role priority 10

peer—-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int PolO

description vPC peer-1link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Commutateur Cisco Nexus B
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Configurer les canaux du port de stockage

Les controleurs de stockage NetApp permettent une connexion active/active au réseau via le protocole LACP
(Link Aggregation Control Protocol). L'utilisation de LACP est recommandée, car elle ajoute a la fois la
négociation et la journalisation entre les switchs. Du fait que le réseau est configuré pour VPC, cette approche
vous permet de disposer de connexions actives-actives du stockage a des commutateurs physiques distincts.
Chaque contréleur dispose de deux liaisons vers chacun des commutateurs. Cependant, les quatre liaisons
font partie du méme VPC et du méme groupe d’interface (IFGRP).

A partir du mode de configuration (config t), exécutez les commandes suivantes sur chacun des
commutateurs pour configurer les interfaces individuelles et la configuration de canal de port résultante pour

les ports connectés au contréleur AFF NetApp.

1. Exécutez les commandes suivantes sur les commutateurs A et B pour configurer les canaux de port du
contrdleur de stockage A :
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. Exécutez les commandes suivantes sur le commutateur A et le commutateur B pour configurer les canaux
de port du contréleur de stockage B.

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<i1iS8CSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

Une MTU de 9 9000 a été utilisée pour la validation de cette solution. Toutefois, en fonction
des exigences de I'application, vous pouvez configurer une valeur MTU appropriée. Il est

(D important de définir la méme valeur MTU sur 'ensemble de la solution FlexPod. Des
configurations MTU incorrectes entre les composants entrainent la perte de paquets et la
mise en paquets.

Configurez les connexions du serveur

Les serveurs Cisco UCS disposent d’une carte d’interface virtuelle a deux ports, VIC11387, utilisée pour le
trafic de données et le démarrage du systeme d’exploitation ESXi via iISCSI. Ces interfaces sont configurées
pour basculer les unes sur les autres, assurant ainsi une redondance supplémentaire au-dela d’une liaison

132



unique. La diffusion de ces liaisons sur plusieurs commutateurs permet au serveur de survivre méme a une
défaillance compléte du commutateur.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour configurer les
parametres de port des interfaces connectées a chaque serveur.

Commutateur Cisco Nexus A : configuration Cisco UCS Server-A et Cisco UCS Server-B

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<i8CSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

copy run start

Commutateur Cisco Nexus B : configuration Cisco UCS Server-A et Cisco UCS Server-B

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Une MTU de 9 9000 a été utilisée pour la validation de cette solution. Toutefois, en fonction des exigences de
I'application, vous pouvez configurer une valeur MTU appropriée. Il est important de définir la méme valeur
MTU sur 'ensemble de la solution FlexPod. Des configurations MTU incorrectes entre les composants
entrainent la perte de paquets et leur transmission devra étre de nouveau effectuée. Cela aura un impact sur
les performances globales de la solution.

Pour faire évoluer la solution en ajoutant des serveurs Cisco UCS, exécutez les commandes précédentes avec
les ports de commutation que les nouveaux serveurs ont été branchés aux commutateurs A et B.

Uplink dans l'infrastructure réseau existante

En fonction de l'infrastructure réseau disponible, il est possible d’utiliser plusieurs méthodes et fonctionnalités
pour faire passer I'environnement FlexPod par liaison ascendante. Si vous disposez déja d’'un environnement
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Cisco Nexus, NetApp recommande d'utiliser des VPC pour uplink les commutateurs Cisco Nexus 3172P inclus
dans I'environnement FlexPod dans l'infrastructure. Les liaisons montantes peuvent étre des liaisons
montantes 10 GbE pour une solution d’infrastructure 10GbE ou des liaisons 1GbE pour une solution
d’infrastructure 1GDbE si nécessaire. Les procédures décrites précédemment peuvent étre utilisées pour créer
une liaison montante VPC vers I'environnement existant. Assurez-vous de lancer la copie en cours pour
enregistrer la configuration sur chaque commutateur une fois la configuration terminée.

"Suivant : procédure de déploiement du stockage NetApp (partie 1)"

Procédure de déploiement du stockage NetApp (partie 1)

Cette section décrit la procédure de déploiement du stockage NetApp AFF.

Installation des contréleurs de stockage NetApp AFF2xx

NetApp Hardware Universe

L'application NetApp Hardware Universe (HWU) offre des composants matériels et logiciels pris en charge
pour toute version ONTAP spécifique. Il fournit des informations de configuration pour toutes les appliances de
stockage NetApp actuellement prises en charge par le logiciel ONTAP. Il fournit également un tableau des
compatibilités de composants.

Vérifiez que les composants matériels et logiciels que vous souhaitez utiliser sont pris en charge avec la
version de ONTAP que vous prévoyez d’'installer :

1. Accédez au "HWU" application pour afficher les guides de configuration du systéme. Cliquez sur I'onglet
contrdleurs pour afficher la compatibilité entre différentes versions du logiciel ONTAP et les appliances de
stockage NetApp avec les spécifications souhaitées.

2. Vous pouvez également comparer les composants par appliance de stockage en cliquant sur Comparer
les systémes de stockage.

Conditions préalables pour le controleur AFF2XX Series

Pour planifier l'emplacement physique des systemes de stockage, consultez le Hardware Universe NetApp.
Consultez les sections suivantes : exigences électriques, cordons d’alimentation pris en charge, ports et
céables intégrés.

Contréleurs de stockage
Suivez les procédures d’installation physique des contrbleurs dans "Documentation AFF A220".

NetApp ONTAP 9.4

Fiche de configuration

Avant d’exécuter le script d’installation, complétez la fiche de configuration du manuel du produit. La fiche de
configuration est disponible dans le "Guide de configuration du logiciel ONTAP 9.4".

@ Ce systéme est configuré en cluster a 2 noeuds sans commutateur.

Le tableau suivant présente des informations sur l'installation et la configuration de ONTAP 9.4.
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Détail du cluster

Adresse IP du nceud de cluster A
Masque de réseau du nceud de cluster A
Passerelle de nceud de cluster A

Nom du nceud de cluster A

Adresse IP du nceud B du cluster
Masque de réseau du nceud B du cluster
Passerelle de nceud B du cluster

Nom du nceud B du cluster

URL ONTAP 9.4

Nom du cluster

Adresse IP de gestion du cluster
Passerelle du cluster B

Masque de réseau du cluster B.

Nom de domaine

IP du serveur DNS (vous pouvez entrer plusieurs
adresses)

IP de serveur NTP (vous pouvez entrer plusieurs
adresses)

Configurez le noceud A

Pour configurer le nceud A, procédez comme suit :

Valeur des détails du cluster
<<var_NODEA_mgmt_ip>>
<<var_NODEA_mgmt_mask>>
<<var_NODEA_mgmt_Gateway>>
<<var_NODEA>>
<<var_NodeB_mgmt_ip>>
<<var_NodeB_mgmt_mask>>
<<var_NodeB_mgmt_Gateway>>
<<var_NodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
\<<var_clustermgmt_mask>
<<nom_domaine_var>>

<<var_dns_server_ip>>

<<var_ntp_server_ip>>

1. Effectue la connexion au port console du systeme de stockage. Une invite chargeur-A s’affiche.
Cependant, si le systéme de stockage est dans une boucle de redémarrage, appuyez sur Ctrl-C pour
quitter la boucle AUTOBOOT lorsque le message suivant s’affiche :

Starting AUTOBOOT press Ctrl-C to abort..

2. Laissez le systéeme démarrer.

autoboot

3. Appuyez sur Ctrl-C pour accéder au menu de démarrage.

Si ONTAP 9.4 n’est pas la version du logiciel en cours de démarrage, procédez comme suit pour installer

le nouveau logiciel. Si ONTAP 9.4 est la version en cours de démarrage, sélectionnez les options 8 ety
pour redémarrer le nceud. Ensuite, passez a I'étape 14.

4. Pour installer un nouveau logiciel, sélectionnez option 7.
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Entrez y pour effectuer une mise a niveau.
Sélectionnez 0M pour le port réseau que vous souhaitez utiliser pour le téléchargement.
Entrez y pour redémarrer maintenant.

Entrez I'adresse IP, le masque de réseau et la passerelle par défaut de eOM a leurs emplacements
respectifs.

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

Entrez 'URL de I'emplacement du logiciel.

@ Ce serveur Web doit étre accessible.

<<var_ url boot software>>

Appuyez sur entrée pour le nom d’utilisateur, indiquant aucun nom d’utilisateur.

Entrez v pour définir le nouveau logiciel installé comme logiciel par défaut a utiliser pour les redémarrages
suivants.

Entrez y pour redémarrer le nceud.

Lors de l'installation d’'un nouveau logiciel, le systeme peut effectuer des mises a niveau du micrologiciel
vers le BIOS et les cartes d’adaptateur, ce qui entraine des redémarrages et des arréts possibles a l'invite
du chargeur-A. Si ces actions se produisent, le systéme peut différer de cette procédure.

Appuyez sur Ctrl-C pour accéder au menu de démarrage.
Sélectionnez option 4 Pour une configuration propre et une initialisation de tous les disques.
Entrez vy pour zéro disque, réinitialisez la configuration et installez un nouveau systéme de fichiers.

Entrez y pour effacer toutes les données sur les disques.

Linitialisation et la création de I'agrégat root peuvent prendre au moins 90 minutes, selon le nombre et le
type de disques connectés. Une fois l'initialisation terminée, le systéeme de stockage redémarre. Notez que
linitialisation des disques SSD prend beaucoup moins de temps. Vous pouvez continuer a utiliser la
configuration du noeud B pendant que les disques du noeud A sont a zéro.

Lorsque le nceud A est en cours d'initialisation, commencez a configurer le nceud B.

Configurer le nceud B

Pour configurer le nceud B, procédez comme suit :

1.
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Effectue la connexion au port console du systeme de stockage. Une invite chargeur-A s’affiche.
Cependant, si le systéme de stockage est dans une boucle de redémarrage, appuyez sur Ctrl-C pour
quitter la boucle AUTOBOOT lorsque le message suivant s’affiche :

Starting AUTOBOOT press Ctrl-C to abort..
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. Appuyez sur Ctrl-C pour accéder au menu de démarrage.

autoboot

. Appuyez sur Ctrl-C lorsque vous y étes invité.

Si ONTAP 9.4 n’est pas la version du logiciel en cours de démarrage, procédez comme suit pour installer
le nouveau logiciel. Si ONTAP 9.4 est la version en cours de démarrage, sélectionnez les options 8 ety
pour redémarrer le nceud. Ensuite, passez a I'étape 14.

. Pour installer un nouveau logiciel, sélectionnez I'option 7.

. Entrez y pour effectuer une mise a niveau.

. Sélectionnez e0M pour le port réseau que vous souhaitez utiliser pour le téléchargement.
. Entrez y pour redémarrer maintenant.

. Entrez I'adresse IP, le masque de réseau et la passerelle par défaut de eOM a leurs emplacements

respectifs.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

. Entrez 'URL de I'emplacement du logiciel.

@ Ce serveur Web doit étre accessible.

<<var_ url boot software>>

Appuyez sur entrée pour le nom d’utilisateur, indiquant aucun nom d’utilisateur.

Entrez y pour définir le nouveau logiciel installé comme logiciel par défaut a utiliser pour les redémarrages
suivants.

Entrez y pour redémarrer le nceud.

Lors de I'installation d’'un nouveau logiciel, le systeme peut effectuer des mises a niveau du micrologiciel
vers le BIOS et les cartes d’adaptateur, ce qui entraine des redémarrages et des arréts possibles a l'invite
du chargeur-A. Si ces actions se produisent, le systéme peut différer de cette procédure.

Appuyez sur Ctrl-C pour accéder au menu de démarrage.

Sélectionnez I'option 4 pour nettoyer la configuration et initialiser tous les disques.

Entrez y pour zéro disque, réinitialisez la configuration et installez un nouveau systéeme de fichiers.
Entrez y pour effacer toutes les données sur les disques.

Linitialisation et la création de I'agrégat root peuvent prendre au moins 90 minutes, selon le nombre et le

type de disques connectés. Une fois I'initialisation terminée, le systéme de stockage redémarre. Notez que
linitialisation des disques SSD prend beaucoup moins de temps.
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Suite de la configuration du nceud A et de la configuration du cluster

A partir d’'un programme de port de console connecté au port de console Du contréleur de stockage A (nceud
A), exécutez le script de configuration du nceud. Ce script apparait lors du premier démarrage de ONTAP 9.4
sur le nceud.

La procédure de configuration du nceud et du cluster a été légérement modifiée dans ONTAP

@ 9.4. L'assistant d’installation du cluster permet de configurer le premier noceud d’un cluster et

System Manager sert a configurer le cluster.

1. Suivez les invites pour configurer le nceud A.

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:

2. Accédez a I'adresse IP de l'interface de gestion du noeud.
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La configuration du cluster peut également étre effectuée au moyen de I'interface de ligne de commandes.
Ce document décrit la configuration du cluster a 'aide de la configuration assistée de NetApp System
Manager.



3. Cliquez sur installation assistée pour configurer le cluster.

4. Entrez <<var_ clustername>> pour les noms de cluster et <<var nodeA>> et <<var nodeB>> pour
chacun des nceuds que vous configurez. Saisissez le mot de passe que vous souhaitez utiliser pour le
systéeme de stockage. Sélectionnez Switchless Cluster pour le type de cluster. Indiquez la licence de base
du cluster.

MNetApp OnCommand System Manager

= Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlod meation requa ed befow Lo configus e your (hester
Clusrer Meatwrk Suppor Srimidy
Cluster Name |
Modes

ﬂ Naot sure all nodes have been discovered? Refrash

FhIzEm RSO0 FhIzES RSO0
[RE SN ]
Clester Configuration: Switched Cluster Switchless Cluster

& Ussmame admin

Fassword | |

Canfirm Password | |

Cluster Base Licanse (Opsanal) | |

ﬂ For any gueries related to licenses, contact mysupport.netapp.com

Feature Licenzes [Dpronal)

ﬂ Chuster Base License s mandatory to 3dd Feature Licenses

5. Vous pouvez également entrer des licences de fonctions pour Cluster, NFS et iSCSI.

6. Vous voyez un message de statut indiquant que le cluster est en cours de création. Ce message d’état
passe en revue plusieurs Etats. Ce processus prend plusieurs minutes.

7. Configurez le réseau.

a. Désélectionnez 'option Plage d’adresses IP.
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. Entrez <<var clustermgmt ip>> Dans le champ adresse IP de gestion du cluster,

<<var clustermgmt mask>> Dans le champ masque réseau, et
<<var clustermgmt gateway>> Dans le champ passerelle. Utilisez le ... Sélecteur dans le champ
Port pour sélectionner eOM du noeud A.

- L'IP de gestion des nceuds du noeud A est déja renseignée. Entrez <<var nodeA mgmt_ ip>> Pour

le nceud B.

. Entrez <<var domain name>> Dans le champ Nom de domaine DNS. Entrez

<<var dns_server ip>> Dans le champ adresse IP du serveur DNS.

Vous pouvez entrer plusieurs adresses IP de serveur DNS.

. Entrez <<var ntp server ip>> Dans le champ serveur NTP principal.

Vous pouvez également entrer un autre serveur NTP.

8. Configuration des informations de support.
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a. Si votre environnement requiert un proxy pour accéder a AutoSupport, entrez 'URL dans 'URL du

Proxy.

b. Entrez 'héte de messagerie SMTP et I'adresse électronique pour les notifications d’événements.

Vous devez au moins configurer la méthode de notification d’événement avant de pouvoir continuer.
Vous pouvez sélectionner n’importe quelle méthode.



NetApp OnCommand System Manager

‘ == Getting Started ‘

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emnaill Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. Lorsque la configuration du cluster est terminée, cliquez sur gérer le cluster pour configurer le stockage.
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Suite de la configuration du cluster de stockage

Une fois la configuration des nceuds de stockage et du cluster de base terminée, vous pouvez poursuivre la
configuration du cluster de stockage.

Zéro de tous les disques de spare

Pour mettre zéro tous les disques de spare du cluster, exécutez la commande suivante :

disk zerospares

Définissez I'option de personnalisation des ports UTA2 intégrés

1. Vérifiez le mode actuel et le type actuel des ports en exécutant le ucadmin show commande.

AFF A220::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF A220 A Oc fc target = = online
AFF A220 A 0d fc target - - online
AFF A220 A Oe fc target = = online
AFF A220 A 0f fc target = = online
AFF A220 B Oc fc target - - online
AFF A220 B 0d fc target = = online
AFF A220 B Oe fc target = = online
AFF A220 B 0f fc target - - online

8 entries were displayed.

2. Vérifiez que le mode actuel des ports en cours d'utilisation est cna et que le type actuel est défini sur
target. Si ce n'est pas le cas, modifiez la personnalité du port a I'aide de la commande suivante :

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -—-type target

Les ports doivent étre hors ligne pour exécuter la commande précédente. Pour mettre un port hors ligne,
exécutez la commande suivante :

‘network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down’

@ Si vous avez modifié la personnalité du port, vous devez redémarrer chaque nceud pour que
le changement prenne effet.
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Renommage des interfaces logiques de gestion

Pour renommer les LIFs de management, effectuez la procédure suivante :

1. Affiche les noms des LIF de gestion actuelles.
network interface show -vserver <<clustername>>
2. Renommer la LIF de gestion de cluster.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. Renommez la LIF de gestion du nceud B.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

Définissez le rétablissement automatique sur la gestion du cluster

Réglez le auto-revert parametre de l'interface de gestion du cluster.

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-
revert true

Configurez I'interface réseau du processeur de service

Pour attribuer une adresse IPv4 statique au processeur de service sur chaque nceud, exécutez les
commandes suivantes :

system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify -node <<var nodeB>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

@ Les adresses IP du processeur de service doivent se trouver dans le méme sous-réseau que
les adresses IP de gestion du noeud.

Activez le basculement du stockage dans ONTAP

Pour vérifier que le basculement du stockage est activé, exécutez les commandes suivantes dans une paire
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de basculement :

1.
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Vérification de I'état du basculement du stockage

storage failover show

Les deux <<var nodeA>> et <<var_ nodeB>> doit pouvoir effectuer un basculement. Accédez a I'étape
3 si les nceuds peuvent effectuer un basculement.

Activez le basculement sur I'un des deux nceuds.

storage failover modify -node <<var nodeA>> -enabled true

L’activation du basculement sur un nceud I'active pour les deux nceuds.
Vérifiez I'état de la HA du cluster a deux nceuds.

Cette étape ne s’applique pas aux clusters comptant plus de deux nceuds.

cluster ha show

Passez a I'étape 6 si la haute disponibilité est configurée. Si la haute disponibilité est configurée, le
message suivant s’affiche lors de 'émission de la commande :

High Availability Configured: true

Activez le mode HA uniquement pour le cluster a deux nceuds.

@ N’exécutez pas cette commande pour les clusters avec plus de deux nceuds, car cela
entraine des problémes de basculement.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

Vérifiez que I'assistance matérielle est correctement configurée et modifiez, si nécessaire, I'adresse IP du
partenaire.

storage failover hwassist show

Le message Keep Alive Status : Error: did not receive hwassist keep alive alerts
from partner indique que I'assistance matérielle n’est pas configurée. Exécutez les commandes
suivantes pour configurer I'assistance matérielle.



storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

Créez un domaine de diffusion MTU de trames Jumbo dans ONTAP

Pour créer un domaine de diffusion de données avec un MTU de 9 9000, exécutez les commandes suivantes :

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Supprime les ports de données du broadcast domain par défaut

Les ports de données 10 GbE sont utilisés pour le trafic iSCSI/NFS. Ces ports doivent étre supprimés du
domaine par défaut. Les ports eOe et e0f ne sont pas utilisés et doivent également étre supprimés du domaine
par défaut.

Pour supprimer les ports du broadcast domain, lancer la commande suivante :

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:el0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,

<<var nodeA>>:ele, <<var nodeA>>:e0f

Désactiver le contréle de flux sur les ports UTA2

Il est recommandé par NetApp de désactiver le contréle de flux sur tous les ports UTA2 connectés a des
périphériques externes. Pour désactiver le contrble de flux, lancer la commande suivante :
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

Configurez le protocole LACP IFGRP dans ONTAP

Ce type de groupe d’interface nécessite au moins deux interfaces Ethernet et un switch qui prend en charge
LACP. S’assurer que le commutateur est correctement configuré.

Dans l'invite de cluster, effectuez la procédure suivante.
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ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp
ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp

<<var nodeA>> -ifgrp ala -distr-func port -mode

add-port -node
add-port -node
<< var nodeB>>

add-port -node
add-port -node

<<var nodeA>> -ifgrp ala -port eOc
<<var nodeA>> -ifgrp ala -port e0d
-ifgrp ala -distr-func port -mode

<<var nodeB>> -ifgrp ala -port eOc
<<var nodeB>> -ifgrp ala -port e0d

Configuration des trames Jumbo dans NetApp ONTAP

Pour configurer un port réseau ONTAP afin d’utiliser des trames Jumbo (qui possédent généralement un MTU
de 1 9,000 octets), exécutez les commandes suivantes depuis le shell du cluster :

AFF A220::> network port modify -node node A -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {yl|n}:

y

AFF A220::> network port modify -node node B -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {y|n}:

Créez des VLAN dans ONTAP

Yy

Pour créer des VLAN dans ONTAP, procédez comme suit :

1. Créez des ports VLAN NFS et ajoutez-les au domaine de broadcast de données.

network port vlan create —node <<var nodeA>> -vlan-name aOa-

<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-

<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports

<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-

<<var nfs vlan id>>

2. Créez des ports VLAN iSCSI et ajoutez-les au domaine de diffusion de données.

147



network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. Créez des ports MGMT-VLAN.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<mgmt_ vlan id>>

Créez des agrégats dans ONTAP

Un agrégat contenant le volume root est créé lors du processus de setup ONTAP. Pour créer des agrégats
supplémentaires, déterminez le nom de 'agrégat, le noeud sur lequel il doit étre créé, ainsi que le nombre de
disques qu’il contient.

Pour créer des agrégats, lancer les commandes suivantes :

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var_ num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

Conservez au moins un disque (sélectionnez le plus grand disque) dans la configuration comme disque de
rechange. Il est recommandé d’avoir au moins une unité de rechange pour chaque type et taille de disque.

Commencez par cing disques ; vous pouvez ajouter des disques a un agrégat lorsque du stockage
supplémentaire est requis.

L'agrégat ne peut pas étre créé tant que la remise a zéro du disque n’est pas terminée. Exécutez le aggr

show commande permettant d’afficher I'état de création de I'agrégat. Ne pas continuer avant aggrl® “nodea
est en ligne.

148



Configurer le fuseau horaire dans ONTAP

Pour configurer la synchronisation de I'heure et pour définir le fuseau horaire sur le cluster, exécutez la
commande suivante :

timezone <<var timezone>>

Par exemple, dans I'est des Etats-Unis, le fuseau horaire est America/New York. Aprés avoir
commenceé a saisir le nom du fuseau horaire, appuyez sur la touche Tab pour afficher les
options disponibles.

Configurez SNMP dans ONTAP

Pour configurer le SNMP, procédez comme suit :
1. Configurer les informations de base SNMP, telles que 'emplacement et le contact. Lorsqu’elle est

interrogée, cette information est visible comme syslLocation et sysContact Variables dans SNMP.

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on

2. Configurez les interruptions SNMP pour envoyer aux hbtes distants.

snmp traphost add <<var snmp server fgdn>>

Configurez SNMPv1 dans ONTAP

Pour configurer SNMPv1, définissez le mot de passe secret partagé en texte brut appelé communauté.

snmp community add ro <<var snmp community>>

Utilisez le snmp community delete all commande avec précaution. Si des chaines de
communauté sont utilisées pour d’autres produits de surveillance, cette commande les
supprime.

Configurez SNMPv3 dans ONTAP

SNMPv3 requiert la définition et la configuration d’un utilisateur pour I'authentification. Pour configurer
SNMPv3, effectuez les étapes suivantes :

1. Exécutez le security snmpusers Commande permettant d’afficher I'lD du moteur.

2. Créez un utilisateur appelé snmpv3user.
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security login create -username snmpv3user -authmethod usm -application

snmp

Entrez I'ID moteur de I'entité faisant autorité et sélectionnez md5 en tant que protocole d’authentification.

Lorsque vous y étes invité, entrez un mot de passe de huit caractéres minimum pour le protocole
d’authentification.

Sélectionnez des comme protocole de confidentialité.

Entrez un mot de passe de huit caracteres minimum pour le protocole de confidentialité lorsque vous y
étes invité.

Configurez AutoSupport HTTPS dans ONTAP

L'outil NetApp AutoSupport envoie a NetApp des informations de résumé du support via HTTPS. Pour
configurer AutoSupport, lancer la commande suivante :

system node autosupport modify -node * -state enable -mail-hosts

<<var mailhost>> -transport https -support enable -noteto

<<var_ storage admin email>>

Créez un serveur virtuel de stockage

Pour créer une infrastructure de SVM (Storage Virtual machine), procédez comme suit :

1.

2.

3.

4.

5.
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Exécutez le vserver create commande.

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

Ajoutez I'agrégat de données a la liste INFRA-SVM pour NetApp VSC.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

Retirer les protocoles de stockage inutilisés du SVM, tout en conservant les protocoles NFS et iSCSI.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

Activer et exécuter le protocole NFS dans le SVM infra-SVM.

‘nfs create -vserver Infra-SVM -udp disabled®

Allumez le SVM vstorage Paramétre du plug-in NetApp NFS VAAI. Ensuite, vérifiez que NFS a été



configuré.

‘vserver nfs modify -vserver Infra-SVM -vstorage enabled’
"vserver nfs show

(D Les commandes sont préfaites par vserver dans la ligne de commande, car les
ordinateurs virtuels de stockage étaient auparavant appelés serveurs.

Configurez NFSv3 dans ONTAP

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail
Hote ESXi D’Une adresse IP NFS <<var_esxi_hostA_nfs_ip>>
Adresse IP NFS de I'héte ESXi B <<var_esxi_hostB_nfs_ip>>

Pour configurer NFS sur le SVM, lancer les commandes suivantes :

1. Créez une régle pour chaque héte ESXi dans la stratégie d’exportation par défaut.

2. Pour chaque hote ESXi créé, attribuez une regle. Chaque héte a son propre index de régles. Votre premier
héte ESXi dispose de I'index de régles 1, votre second héte ESXi dispose de I'index de régles 2, etc.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. Assigner la export policy au volume root du SVM d’infrastructure.

volume modify -vserver Infra-SVM -volume rootvol -policy default

NetApp VSC gere automatiquement les regles d’exportation si vous choisissez de l'installer
@ une fois vSphere configuré. Si vous ne l'installez pas, vous devez créer des regles d’export
policy lorsque des serveurs Cisco UCS C-Series supplémentaires sont ajoutés.

Créez le service iSCSI dans ONTAP

Pour créer le service iSCSI, procédez comme suit :

1. Créer le service iSCSI sur la SVM. Cette commande démarre également le service iSCSI et définit 'IQN
iISCSI pour la SVM. Vérifiez que le protocole iSCSI a été configuré.
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iscsi create -vserver Infra-SVM

iscsi show

Créer un miroir de partage de charge du volume racine du SVM dans ONTAP

1. Créer un volume pour étre le miroir de partage de charge du volume root du SVM d'’infrastructure sur
chaque nceud.

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —volume rootvol m02 —aggregate

aggrl nodeB -size 1GB -type DP

2. Créer un programme de travail pour mettre a jour les relations de miroir de volume racine toutes les 15
minutes.

job schedule interval create -name 15min -minutes 15

3. Créer les relations de mise en miroir.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. Initialisez la relation de mise en miroir et vérifiez qu’elle a été créée.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

Configurez I'accés HTTPS dans ONTAP

Pour configurer un acces sécurisé au contréleur de stockage, procédez comme suit :

1. Augmentez le niveau de privilége pour accéder aux commandes de certificat.

set -privilege diag
Do you want to continue? {yln}: vy

2. En général, un certificat auto-signé est déja en place. Vérifiez le certificat en exécutant la commande
suivante :
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security certificate show

3. Pour chaque SVM affiché, le nom commun du certificat doit correspondre au FQDN DNS du SVM. Les
quatre certificats par défaut doivent étre supprimés et remplacés par des certificats auto-signés ou des
certificats d’'une autorité de certification.

La suppression de certificats expirés avant de créer des certificats est une bonne pratique. Exécutez le
security certificate delete commande permettant de supprimer les certificats expirés. Dans la
commande suivante, utilisez L'option D’achévement PAR ONGLET pour sélectionner et supprimer chaque
certificat par défaut.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4. Pour générer et installer des certificats auto-signés, exécutez les commandes suivantes en tant que
commandes a durée unique. Générer un certificat de serveur pour l'infra-SVM et le SVM de cluster. La
encore, utilisez la saisie AUTOMATIQUE PAR TABULATION pour vous aider a compléter ces commandes.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abc@netapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

5. Pour obtenir les valeurs des paramétres requis a I'étape suivante, exécutez la security certificate
show commande.

6. Activez chaque certificat qui vient d’étre cré¢ a I'aide de ~server-enabled true et -client-enabled
false parametres. Utilisez de nouveau la saisie AUTOMATIQUE PAR TABULATION.

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com

7. Configurez et activez 'accés SSL et HTTPS, et désactivez I'acces HTTP.
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system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y
system services firewall policy delete -policy mgmt -service http

-vserver <<var clustername>>

@ Il est normal que certaines de ces commandes renvoient un message d’erreur indiquant que
'entrée n’existe pas.

8. Ne rétablit pas le niveau de privilege admin et crée l'installation pour permettre la disponibilité de la SVM
par le web.

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -—-enabled
true

Créez un volume NetApp FlexVol dans ONTAP

Pour créer un volume NetApp FlexVol, entrez le nom, la taille et 'agrégat sur lequel il existe. Créer deux
volumes de datastore VMware et un volume de démarrage de serveur.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

Activez la déduplication dans ONTAP

Pour activer la déduplication sur les volumes appropriés, exécutez les commandes suivantes :

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot

Créer des LUN dans ONTAP

Pour créer deux LUN de démarrage, exécutez les commandes suivantes :
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lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size

15GB -ostype vmware -space-reserve disabled

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size

15GB -ostype vmware -space-reserve disabled

(D Lorsque vous ajoutez un serveur Cisco UCS C-Series supplémentaire, vous devez créer un

LUN de démarrage supplémentaire.

Création des LIFs iSCSI dans ONTAP

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails
Nceud de stockage AiSCSI LIFO1A

Masque de réseau LIFO1A iSCSI du nceud de
stockage

Noeud de stockage AiSCSI LIFO1B

Masque de réseau LIFO1B iSCSI sur le nceud de
stockage

Nceud de stockage B iSCSI LIFO1A

Masque de réseau du nceud de stockage B iSCSI
LIFO1A

Nceud de stockage B iSCSI LIFO1B

Masque de réseau du nceud de stockage B iSCSI
LIFO1B

Valeur de détail
<<var_NODEA iscsi_lif01a_ip>>

<<var_NODEA iscsi_lif01a_masque>>

<<var_NODEA iscsi_lif01b_ip>>
<<var_NODEA iscsi_lif01b_mask>>

<<var_NodeB iscsi_lif01a_ip>>

<<var_NodeB iscsi_lif01a_masque>>

<<var_NodeB_iscsi_lif01b_ip>>

<<var_NodeB_iscsi_lif01b_mask>>

1. Création de quatre LIF iSCSI, deux sur chaque nceud
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0Olb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

Création des LIFs NFS dans ONTAP

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail

Nceud de stockage ANFS LIF 01 IP <<var_NODEA nfs_lif 01_ip>>
Nceud de stockage A masque réseau NFS LIF 01 <<var_NODEA nfs_lif 01_mask>>
Nceud de stockage B NFS LIF 02 IP <<var_NodeB_nfs_lif 02_ip>>
Masque de réseau LIF 02 du nceud de stockage B <<var_NodeB_nfs_lif 02_mask>>
NFS

1. Créer une LIF NFS.
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
—-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<
var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

Ajoutez un administrateur SVM d’infrastructure

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail

IP de Vsmgmt <<var_svm_mgmt_ip>>
Masque de réseau Vsmgmt <<var_svm_mgmt_mask>>
Passerelle par défaut de Vsmgmt <<var_svm_mgmt_gateway>>

Pour ajouter 'administrateur du SVM d’infrastructure et I'interface logique d’administration du SVM au réseau
de gestion, effectuez les opérations suivantes :

1. Exécutez la commande suivante :

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

@ L'IP de gestion SVM devrait ici se trouver dans le méme sous-réseau que I'lP de gestion du
cluster de stockage.

2. Créer une route par défaut pour permettre a l'interface de gestion du SVM d’atteindre le monde extérieur.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>>

network route show

3. Définir un mot de passe pour l'utilisateur SVM vsadmin et déverrouiller I'utilisateur
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"Suivant : procédure de déploiement du serveur en rack Cisco UCS C-Series"

Procédure de déploiement des serveurs en rack Cisco UCS C-Series

La section suivante fournit une procédure détaillée de configuration d’'un serveur en rack
autonome Cisco UCS C-Series a utiliser dans la configuration FlexPod Express.
Configurez le serveur autonome Cisco UCS C-Series initial pour le serveur de gestion intégré Cisco

Suivez ces étapes pour la configuration initiale de I'interface CIMC pour les serveurs autonomes Cisco UCS C-
Series.

Le tableau suivant répertorie les informations nécessaires a la configuration de CIMC pour chaque serveur
autonome Cisco UCS C-Series.

Détails Valeur de détail

Adresse IP de CIMC <<cimc_ip>>

Masque de sous-réseau CIMC <<masque de réseau_cimc>>
Passerelle par défaut CIMC <<cimc_gateway>>

@ La version CIMC utilisée dans cette validation est CIMC 3.1.3(g).

Tous les serveurs

1. Reliez le dongle (KVM) du clavier, de la vidéo et de la souris Cisco (fourni avec le serveur) au port KVM
situé a l'avant du serveur. Branchez un moniteur VGA et un clavier USB sur les ports de dongle KVM
appropriés.

2. Mettez le serveur sous tension et appuyez sur F8 lorsque vous étes invité a entrer dans la configuration
CIMC.
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

to AHCT mode.

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)

3. Dans I'utilitaire de configuration de CIMC, définissez les options suivantes :
o Mode carte d’interface réseau (NIC) :
» Dédié [X]
o IP (de base) :
= IPV4 : [X]
= DHCP activé : []
CIMC IP : <<cimc_ip>>

= Préfixe/sous-réseau : <<cimc_masque de réseau>>
= Passerelle : <<cimc_Gateway>>

o VLAN (avancé) : laissez désactivé pour désactiver le marquage VLAN.
= Redondance des cartes réseau

= Aucune : [X]

159



Smart Ac

4. Appuyez sur F1 pour afficher d’autres parameétres.

o Propriétés communes :
= Nom d’héte : <<nom_hote_esxi>>
= DNS dynamique : []
= Parametres par défaut : laisser effacé.

o Utilisateur par défaut (de base) :
= Mot de passe par défaut : <<admin_password>>
= Saisissez a nouveau le mot de passe : \<<admin_password>
= Propriétés du port : utilisez les valeurs par défaut.

= Profils de port : laisser désactivé.
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FactorybDefaults

Detault User(

Port Properties

T T T T T T T P T Tt M T

Admin Mode Operation Mode
AUTE K]
111 .

0 O e o O o A O Ok

exEnablesDisable § E sh ESCrExit

5. Appuyez sur F10 pour enregistrer la configuration de I'interface CIMC.

6. Une fois la configuration enregistrée, appuyez sur Echap pour quitter.

Configuration du démarrage iSCSI des serveurs Cisco UCS C-Series

Dans cette configuration FlexPod Express, le VIC11387 est utilisé pour le démarrage iSCSI.

Le tableau suivant répertorie les informations nécessaires a la configuration du démarrage iSCSI.

@ La police en italique indique les variables uniques pour chaque hbéte ESXi.

Détails

Initiateur héte VMware ESXi a name

Hote ESXi iSCSI-A IP

Masque de réseau iISCSI-A de I'héte ESXi
Hoéte ESXi iSCSI : passerelle par défaut
Nom de l'initiateur B de I'héte ESXi
Adresse IP iSCSI-B de I'héte ESXi
Masque de réseau iSCSI-B de I'hote ESXi
Passerelle iISCSI-B de I'héte ESXi

Valeur de détail
<<var_ucs_initiator_name_A>>
<<var_esxi_Host_iscsiA_ip>>
<<var_esxi_host_iscsiA_mask>>
<<var_esxi_Host iscsiA_Gateway>>
<<var_ucs_initiator_name_B>>
<<var_esxi_Host_iscsiB_ip>>
<<var_esxi_host_iscsiB_mask>>

<<var_esxi_Host_iscsiB_Gateway>>
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Détails Valeur de détail
Adresse IP iscsi_lif01a

Adresse IP iscsi_lif02a

Adresse IP iscsi_lif01b

Adresse IP iscsi_lif02b

IQN de linfra_SVM

Configuration de I'ordre de démarrage
Pour définir la configuration de I'ordre de démarrage, procédez comme suit :

1. Dans la fenétre du navigateur de l'interface CIMC, cliquez sur I'onglet serveur et sélectionnez BIOS.

2. Cliquez sur configurer I'ordre de démarrage, puis sur OK.

B= ~

i / Compute / BIOS

Chassis = BICS Remote Management Troubleshoating Power Policies PID Catalog
Summary - . .
Erter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings | Restore Defaults
Inventory .
Configure BIOS Configure Boot Crder Configure BICS Profile
Sensors

BIOS Properties
Power Management
Running Version  C22015.3.1.3d.0.0613181103
Faults and Logs R
UEFI Secure Boot |_|

Actual Boot Mode  LUefi

Compute
Configured Boot Mode v

NEI\NOFKWQ > Last Configured Boot Order Source  BIOS

Configured One time boot device L4
Storage > -

i} | Save Changes
Admin »
¥ Configured Boot Devices Actual Boot Devices
Basic LEFI; Built-in EFI Shell (NonPolicyTarget)

Advanced UEFI: PXE IP4 InteliR) Ethernet Contraller X550 (NonPalicyTarget)

UEFI: PXE IP4 Intel(R) Ethermet Contraller ®550 (MonPalicyTarget)

LIEFI: Cizco vEMM-Mapped vDWD .24 iNonPolicyTarget)

3. Configurez les périphériques suivants en cliquant sur le périphérique sous Ajouter un périphérique de
démarrage et en accédant a 'onglet Avance.

o Ajouter un média virtuel
= NOM : KVM-CD-DVD
» SOUS-TYPE : DVD MAPPE KVM
« Etat : activé
= Ordre : 1
o Ajouter un démarrage iSCSI.
= Nom :iSCSI-A
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= Etat : activé
= Ordre : 2
Slot: MLOM
= Port: 0
o Cliquez sur Ajouter un démarrage iSCSI.
= Nom : iSCSI-B
= Etat : activé
= Ordre: 3
= Slot: MLOM
= Port : 1

4. Cliquez sur Ajouter un périphérique.

5. Cliquez sur Enregistrer les modifications, puis sur Fermer.

Configured Boot Level:  Advanced

Basic Advanced

Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add PXE Boot

Add SAM Boaot Name Type Order State

K'h-MAPPED-DWD WIEDIA 1 Enabled

<]

Add USE
Add Virtual Media
Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE

Add Local COD

ISCSEA ISCSI 2 Enabled

ISCS-B ISCSI 3 Enabled

Reset Values Close

6. Redémarrez le serveur pour démarrer avec votre nouvel ordre de démarrage.

Désactiver le contréleur RAID (le cas échéant)

Procédez comme suit si votre serveur C-Series contient un contréleur RAID. Aucun contréleur RAID n’est
nécessaire dans 'amorgage a partir de la configuration SAN. Vous pouvez également retirer physiquement le
contréleur RAID du serveur.

1. Cliquez sur BIOS dans le volet de navigation de gauche de CIMC.

2. Sélectionnez configurer le BIOS.

3. Faites défiler vers le bas jusqu’a PCle Slot:HBA option ROM.

4. Sila valeur n'est pas déja désactivée, définissez-la sur Désactivé.
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BIOS Remote Management

[lie} Server Management Security

Troubleshooting

Power Policies PID Catalog

Hote: Defaultvalues are shown in hald

Rehoot Host Immediately:

Intel VT for directed 10:
Intel WTD ATS support:
LOM Port 1 OptionRom:
Pcie Slot 1 OptionRom:
MLOM OptionRom:

Front NVME 1 OptionBom:
MRAID Link Speed:

PCle Slot 1 Link Speed:
Front NVME 1 Link Speed:
VGA Priority:

P-SATA OptionROM:

USB Port Rear:

USB Port Internal:

IPV6 PXE Support:

Processor Memory PoweriPerformance
Enabled L
Enabled L
Enabled r
Disabled r
Enabled L
Enabled L
Auto r
Auto -
Auto L
Onboard r
LSI 5 RAID r
Enabled L
Enabled L
Disabled r

Configurer Cisco VIC11387 pour le démarrage iSCSI

Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled

Les étapes de configuration suivantes concernent le Cisco VIC 1387 pour 'amorgage iSCSI.

Créez des VNIC iSCSI

1. Cliquez sur Ajouter pour créer un vNIC.

2. Dans la section Ajouter VNIC, entrez les paramétres suivants :

o Nom : iSCSI-vNIC-A
o MTU : 9000

° VLAN par défaut : <<var iscsi vlan a>>

> Mode VLAN : TRUNK

o Activer le démarrage PXE : vérifier

¥ vNIC Properties

v General

Name:

CDN: | WIC-MLOM-ISCSlwMIC-A

MTU: | 9000 {1500 - 5000)
Uplink Port: | O v
MAC Address: (O Auto
® | 0BG 54 O 95 ED
Class of Service: O (0-B)
Trust Host CoS:
PCl Order: | 4 0-5
Default VLAN: O Mone
@ | 3439 (7]
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VLAN Mode: | Trunk

Rate Limit:

Channel Number:

PCI Link:

L)L) e

Enable NVGRE:
Enable YXLAN:
Advanced Filter:

Port Profile:

<

Enable PXE Boot:
Enable VhQ:
Enable aRFS:

Enable Uplink Failover:

Failback Timeout:

OFF

2]
(1- 1000
o-1

(0 - 600)



3. Cliquez sur Ajouter vNIC, puis sur OK.

4. Répétez le processus pour ajouter un second vNIC.
a. Nommez le vNIC iSCSI-vNIC-B.
b. Entrez <<var iscsi vlan b>>Comme le VLAN.
C. Définissez le port de liaison montante sur 1.

5. Sélectionnez le vNIC iSCSI-vNIC-A surla gauche.

|l'| { [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces YT S vHEAS
¥ vMICs * vNIC Properties
ethi
Eth ] * iSCSIBootProperties
ST MIC-A
> General
iISCS-YMIC-B
* Initiator

* Primary Target

+ Secondary Target

F usnNIC

6. Sous Propriétés de démarrage iSCSI, entrez les détails de l'initiateur :
o Nom : <<var_ucsa_initiator name_a>>
o Adresse IP : <<var_esxi_hostA _iscsiA_ip>>
o Masque de sous-réseau : <<var_esxi_hostA_iscsiA_mask>>

o Passerelle : <<var_esxi_hostA_iscsiA_Gateway>>
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

7. Entrez les détails de la cible principale.
o Nom : numéro IQN de l'infra-SVM
° Adresse IP : adresse IPde iscsi 1if0la
o LUN de démarrage : 0

8. Entrez les détails de la cible secondaire.

> Nom : numeéro IQN de l'infra-SVM
° Adresse IP : adresse IP de iscsi 1if02a

o LUN de démarrage : 0

Vous pouvez obtenir le numéro IQN de stockage en exécutant le vserver iscsi show commande.

@ Assurez-vous d’enregistrer les noms IQN pour chaque vNIC. Vous en avez besoin pour
une étape ultérieure.
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h/. .. ,’Adapter Card Refrash | Host Power

MLOM f vNICs
General External Ethernet Interfaces wiNICs vHBAS
- VNS * Initiator

etho .
¥ Primary Target
eth1

iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars

i80Sy IP Address: | 172.21.246.16

TCP Port 3260
v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars
IP Address: | 172.21.246.18

TCP Port 3260

Unconfigure iSCSI Boot

9. Cliquez sur configurer iSCSI.

Launch KM | Ping | CIMC Reboot | Locator LED | &g

Boot LUN: | O
CHAP Name:

CHAP Secret:

Boot LUN: | O
CHAP Name:

CHAP Secret:

10. Sélectionnez le vNIC isCST-vNIC- B Et cliquez sur le bouton iSCSI Boot situé en haut de la section

Host Ethernet interfaces.
11. Répétez le processus a configurer 1SCSI-vNIC-B.
12. Indiquez les détails de linitiateur.
° Nom:<<var ucsa initiator name b>>

° Adresse IP : <<var esxi hostb iscsib ip>>

° Masque de sous-réseau : <<var esxi hostb iscsib mask>>

° Passerelle : <<var esxi hostb iscsib gateway>>
13. Entrez les détails de la cible principale.

> Nom : numéro IQN de l'infra-SVM

° Adresse IP : adresse IP de iscsi 1if01b

o LUN de démarrage : 0

14. Entrez les détails de la cible secondaire.

> Nom : numéro IQN de l'infra-SVM
° Adresse IP : adresse IP de iscsi 1if02b

o LUN de démarrage : 0

Vous pouvez obtenir le numéro IQN de stockage en utilisant le vserver iscsi show commande.

@ Assurez-vous d’enregistrer les noms IQN pour chaque vNIC. Vous en avez besoin pour une

étape ultérieure.

15. Cliquez sur configurer ISCSI.
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16. Répétez ce processus pour configurer l'initialisation iISCSI pour le serveur Cisco UCS B.

Configurer vNIC pour ESXi

1. Dans la fenétre du navigateur de l'interface CIMC, cliquez sur Inventaire, puis sur cartes Cisco VIC dans le
volet droit.

2. Sous cartes d’adaptateur, sélectionnez Cisco UCS VIC 1387, puis les VNIC en dessous.

h/.. ."{Adapter Card Refresh | Host Pawer | Launch KM | Fing | CIMC Rebaot | Locat
MLOM [/ vNICs
General External Ethernet Interfaces WIS wHBAS
¥ VNICS Host Ethernet Interfaces Selected 0,
=0 Add ¥NIC
ethl
iSCSLy Name CDH MAC Address MTU usNIC  Uplink Port  CoS  VLAN VLAN Mode
ISCSly [] ethd WIC-MLO.. 7O0:ES:5A CO:55:45 1500 0O o o NOME TRUNK
[] etht WIC-MLO. 70:69:5A:C0:95:4A 1500 0 1 0 MOME TRUNK
[ i8C8kv.  WIC-MLO..  7O0:ES:EACO9E4D 000 0 o o 3439 TRUMK,
[ i8CSkv..  WIC-MLO.. 70:69:5ACOS95 4E 3000 0 1 0 3440 TRUNK

3. Sélectionnez ethO0, puis cliquez sur Propriétés.

4. Définissez la MTU sur 9000. Cliquez sur Save Changes.
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Y/ [ Adapter Card

MLOM [ vNICs

General External Ethernet Interfaces

¥ wMNICS
ethd
eth1
ISCEly
IS5y

Refresh

Host Power | Launch Ky

wMNICs vHEAS
Name:
CDH: | WIC-MLOM-ethD
MTU: | 9000
Uplink Port: | D

MAC Address: () Auto

(@) | F0:E2:5A:C0:958:49

Class of Service: | 0

Trust Host CoS: ||

PCl Order: | O

Default VLAN: ® Nane

@)

| {1500 - 9000

2]

5. Répétez les étapes 3 et 4 pour eth1, en vérifiant que le port de liaison montante est défini sur 1 pour eth1.

Iﬁ [ | Adapter Card MLOM [ vNICs

Host Ethernet Interfaces

Seneral External Ethernet Interfaces
¥ WMICs
ethi
Add vNIC
eth
ISCShIC-A Hame
ISCSlvNIC-B [ ] ethd
[ etht
[ ] iSCSkv..
[ ] iSCSlv..

wiICs

CDN

WIC-MLO.
WIC-MLO.
WIC-WLD, .
WIC-WLD

vHBAS

MAC Address

FOBS:5A CO:HE: 49
FOBE5A CO:BE: 44
FOERSA COEE4D0
70954 CO954E

MTU

8000
8000
S000
2000

usNIC

Uplink Port

@ Cette procédure doit étre répétée pour chaque nceud initial Cisco UCS Server et chaque
nceud Cisco UCS Server ajouté a I'environnement.
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"Suivant : procédure de déploiement du stockage NetApp AFF (2e partie)"

Procédure de déploiement du stockage NetApp AFF (2e partie)
Configuration du stockage de démarrage SAN ONTAP

Création des igroups iSCSI

Pour créer des igroups, effectuez I'étape suivante :
Pour cette étape, vous avez besoin des IQN de l'initiateur iISCSI de la configuration du serveur.

1. Depuis la connexion SSH du nceud de gestion du cluster, exécutez les commandes suivantes. Pour
afficher les trois groupes initiateurs créés lors de cette étape, exécutez la commande igroup show.

igroup create -vserver Infra-SVM —-igroup VM-Host-Infra-A -protocol iscsi
—ostype vmware —-initiator <<var vm host infra a iSCSI-A vNIC IQON>>,
<<var_ vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-B -protocol iscsi
—ostype vmware -initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var_ vm host infra b iSCSI-B vNIC IQN>>

@ Cette étape doit étre effectuée lors de I'ajout de serveurs Cisco UCS C- Series
supplémentaires.

Mappez les LUN de démarrage sur les igroups

Pour mapper les LUN de démarrage sur les igroups, exécutez les commandes suivantes depuis la connexion
SSH de gestion du cluster :

lun map —-vserver Infra-SVM -volume esxi boot —lun VM-Host-Infra- A -igroup
VM-Host-Infra- A —-lun-id 0
lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- B -igroup
VM-Host-Infra- B —-lun-id O

(D Cette étape doit étre effectuée lors de I'ajout de serveurs Cisco UCS C-Series supplémentaires.
"Suivant : procédure de déploiement de VMware vSphere 6.7."

Procédure de déploiement de VMware vSphere 6.7

Cette section décrit les procédures d’installation de VMware ESXi 6.7 dans une
configuration FlexPod Express. Les procédures de déploiement suivantes sont
personnalisées pour inclure les variables d’environnement décrites dans les sections
précédentes.

Il existe plusieurs méthodes pour installer VMware ESXi dans un tel environnement. Cette procédure utilise la
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console KVM virtuelle et les fonctions de média virtuel de l'interface CIMC pour les serveurs Cisco UCS C-
Series pour mapper les supports d’installation a distance a chaque serveur.

@ Cette procédure doit étre effectuée pour le serveur Cisco UCS A et le serveur Cisco UCS B.

Cette procédure doit étre effectuée pour tout nceud ajouté au cluster.

Connectez-vous a I'interface CIMC pour les serveurs autonomes Cisco UCS C-Series

La procédure suivante décrit en détail la méthode de connexion a l'interface CIMC pour les serveurs
autonomes Cisco UCS C-Series. Vous devez vous connecter a l'interface CIMC pour exécuter le KVM virtuel,
ce qui permet a 'administrateur de commencer l'installation du systéme d’exploitation par le biais du média
distant.

Tous les hotes

1. Accédez a un navigateur Web et entrez I'adresse IP de l'interface CIMC pour Cisco UCS C-Series. Cette
étape lance I'application IUG de CIMC.

2. Connectez-vous a l'interface utilisateur de CIMC a I'aide du nom d’utilisateur et des informations
d’identification de 'administrateur.

3. Dans le menu principal, sélectionnez I'onglet serveur.

4. Cliquez sur lancer la console KVM.

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. Dans la console KVM virtuelle, sélectionnez I'onglet Média virtuel.
6. Sélectionnez carte CD/DVD.

@ Vous devrez peut-étre d’abord cliquer sur Activer les périphériques virtuels. Sélectionnez
accepter cette session si vous y étes invité.

7. Accédez au fichier image ISO du programme d’installation de VMware ESXi 6.7 et cliquez sur Ouvrir.
Cliquez sur mapper le périphérique.

8. Sélectionnez le menu Marche/Arrét et choisissez systeme de cycle d’alimentation (démarrage a froid).
Cliquez sur Oui.

Installez VMware ESXi

La procédure suivante décrit I'installation de VMware ESXi sur chaque hoéte.

Téléchargez I'image personnalisée DE VMWARE ESXI 6.7 Cisco

1. Accédez au "Page de téléchargement de VMware vSphere" Pour les ISO personnalisées.
2. Cliquez sur Go to Downloads en regard du CD d’installation de Cisco Custom image for ESXi 6.7 GA.
3. Téléchargez le CD d’installation Cisco Custom image for ESXi 6.7 GA (1ISO).
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Tous les hotes

1. Lors du démarrage du systéme, la machine détecte la présence du support d’installation VMware ESXi.

2. Sélectionnez le programme d’installation de VMware ESXi dans le menu qui s’affiche.
Le programme d’installation se charge. Cette opération prend plusieurs minutes.
3. Une fois le chargement terminé par le programme d’installation, appuyez sur entrée pour poursuivre

I'installation.

4. Apres avoir lu le contrat de licence de I'utilisateur final, acceptez-le et poursuivez l'installation en appuyant
sur F11.

5. Sélectionnez le LUN NetApp précédemment configuré comme disque d’installation pour ESXi, et appuyez
sur entrée pour poursuivre l'installation.

. HETAFP LUK C-Pode (nan  GHHAIFEEHIEINAEGS6ET0Y . . ) 15 B0 GIH

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

6. Sélectionnez la disposition de clavier appropriée et appuyez sur entrée.
7. Saisissez et confirmez le mot de passe racine, puis appuyez sur entrée.

8. Le programme d'’installation vous avertit que les partitions existantes sont supprimées du volume.
Poursuivre l'installation en appuyant sur F11. Le serveur redémarre apres l'installation de ESXi.

Configurer la mise en réseau de gestion d’h6te VMware ESXi

La procédure suivante décrit comment ajouter le réseau de gestion pour chaque héte VMware ESXi.

Tous les hotes

1. Une fois le redémarrage du serveur terminé, entrez I'option permettant de personnaliser le systéme en
appuyant sur F2.

2. Connectez-vous avec root en tant que nom de connexion et mot de passe racine entrés précédemment au
cours du processus d’installation.

3. Sélectionnez I'option configurer le réseau de gestion.
4. Sélectionnez cartes réseau et appuyez sur entrée.

5. Sélectionnez les ports souhaités pour vSwitchO. Appuyez sur entrée.

@ Sélectionnez les ports qui correspondent a eth0 et eth1 dans CIMC.
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Network Adopters

Device Mame Harduare Label (MAC Address) Status
[X]1 vnnich SlotID:HLON. ., .. .d@:da:
[¥1 vmnicl (...d0:da:2d)
‘SlotID:MLOM... (...d@:da:30)
[ 1 wwnic3 SlotID:MLON, ., €, .d8:da:31) Connected

D> View Detalls <Space> Toggle Selected sEnter? Ok <Esc» Cancel

. Sélectionnez VLAN (facultatif) et appuyez sur entrée.

7. Saisissez I'ID du VLAN <<mgmt_vlan_ id>>.Appuyez sur entrée.

10.
1.
12.

13.
14.
15.

16.
17.

18.
19.
20.
21.
22.
23.
24,

. Dans le menu configurer le réseau de gestion, sélectionnez Configuration IPv4 pour configurer 'adresse IP

de l'interface de gestion. Appuyez sur entrée.

. Utilisez les touches fléchées pour mettre en surbrillance définir 'adresse IPv4 statique et utilisez la barre

d’espace pour sélectionner cette option.

Entrez I'adresse IP de gestion de I'h6te VMware ESXi <<esxi host mgmt ip>>.

Saisissez le masque de sous-réseau de I'h6te VMware ESXi <<esxi host mgmt netmask>>.
Entrez la passerelle par défaut de 'héte VMware ESXi <<esxi host mgmt gateway>>.
Appuyez sur entrée pour accepter les modifications apportées a la configuration IP.

Accédez au menu de configuration IPv6.

Utilisez la barre d’espace pour désactiver IPv6 en désélectionnant I'option Activer IPv6 (redémarrage
requis). Appuyez sur entrée.

Accédez au menu pour configurer les parametres DNS.

Etant donné que I'adresse IP est attribuée manuellement, les informations DNS doivent également étre
saisies manuellement.

Entrez I'adresse IP du serveur DNS principal[nameserver _ip].

(Facultatif) Entrez I'adresse IP du serveur DNS secondaire.

Entrez le FQDN du nom d’héte VMware ESXi :[esxi_host_fqdn].

Appuyez sur entrée pour accepter les modifications apportées a la configuration DNS.
Quittez le sous-menu configurer le réseau de gestion en appuyant sur la touche Echap.
Appuyez sur y pour confirmer les modifications et redémarrer le serveur.

Déconnectez-vous de la console VMware en appuyant sur la touche Echap.

Configurer I’hote ESXi

Vous avez besoin des informations du tableau suivant pour configurer chaque héte ESXi.

173



Détails Valeur
Nom d’héte ESXi

IP de gestion d’h6te ESXi

Masque de gestion d’héte ESXi
Passerelle de gestion de I'hbte ESXi
IP NFS de I'héte ESXi

Masque NFS héte ESXi

Passerelle NFS de I'héte ESXi

IP vMotion héte ESXi

Masque vMotion hote ESXi
Passerelle vMotion de 'hdte ESXi
Hoéte ESXi iSCSI-A IP

Masque iSCSI-A de I'héte ESXi
Passerelle iISCSI-A de 'hdte ESXi
Adresse IP iSCSI-B de 'héte ESXi
Masque iSCSI-B de I'héte ESXi
Passerelle iISCSI-B de I'héte ESXi

Connectez-vous a I’hote ESXi

1. Ouvrez I'adresse IP de gestion de I'héte dans un navigateur Web.

2. Connectez-vous a I'héte ESXi a I'aide du compte racine et du mot de passe que vous avez spécifié lors du
processus d’installation.

3. Lisez la déclaration relative au Programme d’amélioration de I'expérience client VMware. Apres avoir
sélectionné la bonne réponse, cliquez sur OK.

Configurez le démarrage iSCSI

1. Sélectionnez réseau sur la gauche.

2. Sur la droite, sélectionnez 'onglet commutateurs virtuels.
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‘I Navigator

€3 icesesbcnetanncom - Networking

* [g Host

Manage

Manitor

FPart groups | Virtual switches f

B= Add standard virtual switch

Enra nodarmrk o

=1 irtual Machines | 0 Name
EH storage LE == vSwitchl
_ =8 iScsiBootvSwitch
- = vSwitch0
& iScsiBooty Switch

. Cliquez sur iSciBootvSwitch.

. Sélectionnez Modifier les paramétres.

. Cliquez sur réseau dans le volet de navigation de gauche pour revenir a I'onglet commutateurs virtuels.

. Cliquez sur Ajouter un commutateur virtuel standard.

. Indiquez le nom

3
4
5. Définissez la MTU sur 9000 et cliquez sur Enregistrer.
6
7
8

iScsiBootvSwitch-B Pour le nom du vSwitch.

o Définissez la MTU sur 9000.

o Sélectionnez vmnic3 dans les options Uplink 1.

o Cliquez sur Ajouter.

®

Vmnic2 et vmnic3 sont utilisés pour le démarrage iSCSI dans cette configuration. Si
vous disposez de cartes réseau supplémentaires dans votre héte ESXi, vous pourriez
avoir différents numéros vmnic. Pour vérifier quelles cartes réseau sont utilisées pour le
démarrage iSCSI, faites correspondre les adresses MAC des cartes vNIC iSCSI dans
CIMC aux adresses vmnics dans ESXi.

9. Dans le volet central, sélectionnez 'onglet VMkernel NIC.

10. Sélectionnez Ajouter une carte réseau VMkernel.

° Spécifiez un nouveau nom de groupe de ports de i ScsiBootPG-B.

o Sélectionnez iSssiBootvSwitch-B pour le commutateur virtuel.

° Entrez <<iscsib_vlan_id>> Pour I'ID VLAN.

o Remplacez

o Développez

la MTU par 9000.

Paramétres IPv4.

o Sélectionnez Configuration statique.

° Entrez <<var hosta iscsib ip>> Pour adresse.

° Entrez <<var hosta iscsib mask>> Pour masque de sous-réseau.

o Cliquez sur Créer .
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¥ Add VMkernel NIC

Fort group Mew port group o
New port group iScsiBootPG-B
Virtual switch iScsilBootvSwitch-B v

VLAN ID

IP version IPvd only v
= |Pvd settings
Configuration & DHCP ® Siatic
Address | 1722118483 |
Subnet mask 2552552550 |
TCP/IP stack | Default TCPIIP stack v
Services

I ymotion ') Provisioning ! Fault tolerance logging

[ Mmanagement || Replication || NFC replication

Create || Cancel

@ Définissez la MTU sur 9000 activé iScsiBootPG- A.

Configurez les chemins d’accés multiples iSCSI

Pour configurer les chemins d’accés multiples iSCSI sur les hétes ESXi, procédez comme suit :

1. Sélectionnez stockage dans le volet de navigation de gauche. Cliquez sur adaptateurs.

2. Sélectionnez la carte logicielle iISCSI et cliquez sur configurer iISCSI.
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vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

3. Sous cibles dynamiques, cliquez sur Ajouter une cible dynamique.
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EZ Configure iSCSI - vmhbat4

iSCSl enabled Disabled '® Enabled
b Name & alias ign.1992-08 com cisco:ucsaiscsia
¥ CHAP authentication Do not use CHAP v
» Mutual CHAP authentication Do not use CHAP v
v Advanced setlings Click to expand

Network port hindings @ Add port binding

ViMkernel NIC ~  Portgroup ~  [Pv4 address e

Mo port bindings

Static targets 83 Add statictarget B Remove stanc tame = dit eatfing (@ search
Target ~ | Address ~ | Port ~
iqn.1992-08.com.netapp:sn.095911909033511eT8eb... 1722118334 3260

Dynamic targets B8 Add dynamictarget & Rerioue et # Editsef (q se
Address ~ | Port L

No dynamic targets

Save configuration || Cancel

4. Saisissez I'adresse IP iscsi 1if0la.

° Reépétez I'opération avec les adresses IP iscsi 1if01b, iscsi 1if02a,etiscsi 1if02b.

o Cliquez sur Enregistrer la configuration.

Dynamictargets j__ﬂ; Add dynamic target

Address v | Port s
172.21.183.33 3260
172.21.183.34 3260
172.21.184.33 3260
172.21.184 34 3260
Vous pouvez trouver les adresses IP de la LIF iSCSI en exécutant la commande “network
CD interface show “sur le cluster NetApp ou en consultant 'onglet Network interfaces dans

OnCommand System Manager.

Configurer I’h6te ESXi

1. Dans le volet de navigation de gauche, sélectionnez réseau.

2. Sélectionnez vSwitchO.
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rool@17221.18164 ~ | Help ~ |

| (2 vswitcho

+ [ Host
Nanags = Adduplink  ## Editsettings | (@ Refresh | 4 Actions
Mamitor vSwitcho

IJ : Type: Standard v Switch
51 Virtual Machines [ 0 Non . >

~ H Storage Upiinks 2
~ [ datastore1
Monitor - vSwitch Details | ~ vSwitch topology
More storage... MTU 1500 S=wyrie— ——
- VM Network i Physical adapters
~ €3 Networking Forts 7802 (7787 available) 23 L R
L di pE—— ool VLANID: 0 i m vmnic1, 10000 Mb...
n iscovery isten ISCO discovery protoco
&8 iScsiBootv Switch (COP} p 9 [} s vmnicO, 10000 Mb_
Management Network
Muie e lworks . Attached VIMs 0(0 active} ®
VLAN ID: 3437
Beacon interval 1 - VMkernel ports (1)
B vmk0: 172211
|  NIC teaming policy |

3. Sélectionnez Modifier les parameétres.
4. Remplacez la MTU par 9000.

5. Développez agrégation de cartes réseau et vérifiez que vmnic0 et vmnic1 sont tous les deux définis sur
actif.

Configuration des groupes de ports et des NIC VMkernel

1. Dans le volet de navigation de gauche, sélectionnez réseau.

2. Cliquez avec le bouton droit de la souris sur 'onglet groupes de ports.

vmware ESXi

| "I Navigator

~ [g Host

Manage

| Port groups | Virtual switches

Maonitor ﬁﬁkddpurtgrnup # Edit setir

51 Virtual Machines Narbe 2 |
H storage €3 VM Network [
{ Networking @ Management Network 1

== i5csiBootvSwitch €9 iScsiBootPG 1

v Switchi
More networks...

3. Cliquez avec le bouton droit de la souris sur réseau VM et sélectionnez Modifier. Définissez I'ID du VLAN
sur<<var vm traffic vlan>>.

4. Cliquez sur Ajouter un groupe de ports.
° Nommer le groupe de ports MGMT-Network.
° Entrez <<mgmt_vlan>> Pour I'ID VLAN.

o Veérifiez que vSwitchO est sélectionné.
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o Cliquez sur Ajouter.

5. Cliquez sur I'onglet VMkernel NIC.

vmware: ESXi’
|5 Navigator

_ I £9 ucsesxia.cie.netapp.com - Networking.

Partaroups Virtual switches Physical NICs | VMEernel NICs
Manage
Wonitar W@ Add VMkernel NIC  Ediisetings | (G Refresh |
=1 Virtual Machines Mame ~ | Porigroup ~ | TCPIP stack -
H storage B vmkD €3 Management Network == Defaull TCPIP stack
£ Networking B vk €3 iScsiBootPG == Defaull TCPIP stack

&8 iScsiBootv Switch

6. Sélectionnez Ajouter une carte réseau VMkernel.
o Sélectionnez Nouveau groupe de ports.
° Nommer le groupe de ports NFS-Network.
° Entrez <<nfs vlan id>> Pour l'ID VLAN.
o Remplacez la MTU par 9000.
o Développez Paramétres IPv4.
o Sélectionnez Configuration statique.
° Entrez <<var hosta_nfs_ip>> Pour adresse.
° Entrez <<var hosta nfs mask>> Pour masque de sous-réseau.

o Cliquez sur Créer .
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¥4 Add VMkernel NIC

Fortaroup

Mew port group

Virtual switch

VLAN ID

MTU

IP version

= |Pvd settings

Configuration

Address

Subnet mask

TCPIIF stack

Mew port group v

MFS-Metwark

vawitcho r

IPv4 anly v

S DHCFP ® Siafic

|1?221182ﬁ3 |

|2552552550 |

Default TCPAP stack r

7. Répétez ce processus pour créer le port VMkernel vMotion.

8. Sélectionnez Ajouter une carte réseau VMkernel.

a.

=

- ® o

5 «

Sélectionnez Nouveau groupe de ports.

Nommez le port group vMotion.

Entrez <<vmotion vlan id>> Pour'ID VLAN.

Remplacez la MTU par 9000.
Développez Paramétres IPv4.

Sélectionnez Configuration statique.

Entrez <<var hosta_vmotion ip>> Pour adresse.

Entrez <<var hosta vmotion mask>> Pour masque de sous-réseau.

Assurez-vous que la case vMotion est cochée aprés les paramétres IPv4.

Create || Cancel
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8 Add VMkernel NIC

Virtual switch vSwitchi v
VLAN ID | 3441 |
MTU | 3000 |
IF version IPv4 only v
= |Pvd setlings
Configuration ' DHCP ' Static
Address |‘|T2_2‘I.185.63 |
Subnet mask | 255255255 0 |

TCPIP stack Default TCR/P stack v

Sernvices . g
# yiMotion ! Provisioning ! Fault tolerance logging

) Management U Replication ! NFC replication

| Create || Cancel |

e

Il existe de nombreuses fagons de configurer la mise en réseau VMware ESXi, y compris en

@ utilisant le commutateur distribué VMware vSphere si votre licence le permet. Les autres
configurations réseau sont prises en charge par FlexPod Express si elles sont requises pour
répondre aux exigences de I'entreprise.

Montez les premiers datastores

Les premiers datastores a monter sont le datastore infra_datastore 1 pour machines virtuelles et le datastore
infra_swap pour fichiers swap de machines virtuelles.

1. Cliquez sur stockage dans le volet de navigation de gauche, puis sur Nouveau datastore.
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o
.|- T - _ y - - ] - = )
| % Navigator || 3 uesesxia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{£1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. Sélectionnez Mount NFS datastore.

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastare Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VMFS datastore

Mount NFS datasiore

| Bach || Mext :. Finish || Cancel

E

3. Entrez ensuite les informations suivantes dans la page Détails du montage NFS :
° Nom:infra datastore 1
> Serveur NFS : <<var nodea nfs 1if>>
o Partager : /infra_datastore_1
o Assurez-vous que NFS 3 est sélectionné.
4. Cliquez sur Terminer. La tache terminée s’affiche dans le volet taches récentes.
5. Répétez ce processus pour monter le datastore infra_swap :
° Nom: infra swap
> Serveur NFS : <<var nodea nfs 1if>>

° Partager: /infra swap
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o Assurez-vous que NFS 3 est sélectionné.

Configurez NTP

Pour configurer le protocole NTP pour un héte ESXi, procédez comme suit :

1. Cliquez sur gérer dans le volet de navigation de gauche. Sélectionnez systéeme dans le volet de droite,
puis cliquez sur heure et date.

vmware ESXi root@1722118163 » | Help = |
| T Navigator B i B itesesxin cio netapnicom s Manas
~ [ Host | System Hardware Licensing Packages Services Security & users
i Monitor Advanced settings # Editsettings | & Refresh | £} Actions
1 Virtual Machines m; Aufostant Current date and fime Thursday, March 09, 2017, 05:53:04 UTE
— Swap
£ storage )J NTF client siatus Enabled
- —_— Time & dale
~ €3 Networking | 5]
I = vSwitchd NTP service status Stopped
iScsiBootv Switch NTP servers None
More networks...
|

2. Sélectionnez utiliser le protocole d’heure du réseau (Activer le client NTP).
3. Sélectionnez Démarrer et Arréter avec ’hdte comme stratégie de démarrage du service NTP.
4. Entrez <<var_ntp>> En tant que serveur NTP. Vous pouvez définir plusieurs serveurs NTP.

5. Cliquez sur Enregistrer.

[ Edit time configuration

Specify how the date and time of this host should be set.
' Manually configure the date and time an this host
B
® Lise Network Time Protocol (enable NTF client)

NTF service startup policy Start and stop with host ¥

NTP servers 10.61/184.251

Separate servers with commas, e.g. 10.31.21.2, fe00:2800

Save || Cancel

Déplacer I’'emplacement du fichier d’échange de la machine virtuelle

Ces étapes fournissent des détails sur le déplacement de I'emplacement du fichier d’échange de la machine
virtuelle.

1. Cliquez sur gérer dans le volet de navigation de gauche. Sélectionnez systéeme dans le volet de droite,
puis cliquez sur Permuter.
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13 Navigator || [ ucsesxiacienetapp.com - Manage

~ [ Host | System Hardware Licensing Packages Sarvices Securin
Monitor Advanced settings & Editsettings | & Refresh
— Autostart
{51 Virtual Machines [ 0 Raddicd YeE
— Swap
H Storage _ > Ciatastore Mo
- : Time & date
~ 3 Networking | 5]
@ vSwitcho Host cache Yes
&= iScsiBootvSwitch Local swap Yes
More networks...

2. Cliquez sur Modifier les parameétres. Sélectionnez infra_swap dans les options datastore.

[ Bt swap configuration
Enabled ® vas () No
Datastore infra_swap v
Local swap enabled ® yes &' No
Host cache enabled ® vos () No

Save || Cancel

3. Cliquez sur Enregistrer.

Installer le plug-in NetApp NFS 1.0.20 pour VMware VAAI

Pour installer le plug-in NetApp NFS 1.0.20 pour VMware VAAI, procédez comme suit.

1. Entrez les commandes suivantes pour vérifier que VAAI est activé :

esxcfg-advefg -g /DataMover/HardwareAcceleratedMove
esxcfg-advefg —-g /DataMover/HardwareAcceleratedInit

Si VAAI est activé, ces commandes produisent la sortie suivante :
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1

2. Si VAAI n’est pas activé, entrez les commandes suivantes pour activer VAAI :

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Ces commandes produisent les valeurs de sortie suivantes :

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1

3. Téléchargez le plug-in NetApp NFS pour VMware VAAI :

a. Accédez au "page de téléchargement de logiciels".

b. Faites défiler I'écran et cliquez sur Plug-in NetApp NFS pour VMware VAAI.

c. Sélectionnez la plate-forme ESXi.

d. Téléchargez le bundle hors ligne (.zip) ou en ligne (.vib) du plug-in le plus récent.
4. Installez le plug-in sur I'n6te ESXi a 'aide de la CLI ESX.
5. Redémarrez I'h6te ESXI.

1/NethpplasP lugin.vikb
ib install —v fvmwfs/wvo lumo astorel/NetippMlasPlugin.vib
=fully, but the m needs to he rebooted for the changes to be effective.

tipp_boothank NetippMNasPlugin 1.1.2-3

infra-04:~] [

"Installez VMware vCenter Server 6.7"

Installez VMware vCenter Server 6.7

Cette section décrit les procédures détaillées d’installation de VMware vCenter Server
6.7 dans une configuration FlexPod Express.

@ FlexPod Express utilise VMware vCenter Server Appliance (VCSA).
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Téléchargez I'appliance du serveur VMware vCenter

1. Téléchargez le VCSA. Accédez au lien de téléchargement en cliquant sur I'icbne obtenir vCenter Server
lors de la gestion de I'hn6te ESXi.

| “% Navigator * || [ ucsesxia.cie.netapp.con
T | (L) GetvCenter Server
|
Monitor — ucses)
i Version:
{51 Virtual Machines 0 : State:
B storage 3 ‘ Hptme:
~ @) Networking 5
2. Téléchargez le VCSA a partir du site de VMware.
@ Bien que l'installation de Microsoft Windows vCenter Server soit prise en charge, VMware
recommande le VCSA pour les nouveaux déploiements.

Montez 'image 1SO.

Accédez au répertoire vcsa-ui-installer> win32. Double-cliquez sur installer.exe.
Cliquez sur installation.

Cliquez sur Suivant sur la page Introduction.

Acceptez le contrat de licence de I'utilisateur final.

® N o g &~ W

Sélectionnez Embedded Platform Services Controller comme type de déploiement.
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1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller
© vCenter Server with an Embedded Platform
sServices Controller

External Platform Services Controller

() Platform Services Controller

() wCenter Server (Requires External Platform
sServices Controller)

Appliance

Platform Services
Controller

v Center
Server

Appliance

Platform Services
Controller

Appliance

vCenter
Server

CANCEL BACK NEXT

@ Si nécessaire, le déploiement de contréleur de services de plateforme externe est
également pris en charge dans le cadre de la solution FlexPod Express.

9. Dans la cible de déploiement de 'appliance, entrez I'adresse IP d’'un héte ESXi déployé, ainsi que le nom
d’utilisateur root et le mot de passe root.
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

& Select deployment size

7 Select datastore

8 Configure network settings

9 Ready to complete stage 1

Appliance deployment target

Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
onwhich the appliance will be deployed.

ESXi hest or vCenter Server name 172.21.246.25 @
HTTRS port 443

User name root @
Password ~— sssssseas

CANCEL BACK NEXT

10. Configurez la machine virtuelle de I'appliance en saisissant vCSA Comme nom de la VM et mot de passe
root, vous souhaitez utiliser pour le VCSA.
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1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

1iger\.rcsa|

CANCEL BACK NEXT

11. Choisissez la taille de déploiement qui correspond le mieux a votre environnement. Cliquez sur Suivant.

1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

6 Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1
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Select deployment size

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

wiPUs

2

4

g

16

24

Memeory (BB}

ylo]

16

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

1000

2000

1co
100
4C00
10000

35000

CANCEL BACK NEXT




12. Sélectionnez le datastore infra_datastore 1. Cliquez sur Suivant.

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. Entrez les informations suivantes sur la page configurer les parameétres réseau et cliquez sur Suivant.

a. Sélectionnez MGMT-réseau pour le réseau.

b. Saisissez le nom de domaine complet ou I'adresse IP a utiliser pour le VCSA.
Entrez 'adresse IP a utiliser.

Entrez le masque de sous-réseau a utiliser.

Saisissez la passerelle par défaut.

-~ ©®© o o

Entrez le serveur DNS.

14. Sur la page prét a terminer I'étape 1, vérifiez que les paramétres saisis sont corrects. Cliquez sur Terminer.
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! vCenter Server Appliance Installer

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

IS[=] E3

1 Introduction
IP versich

2 End user license agreement
IP assignment
3 Select deployment type
FGOMN
4 Appliance deployment target
IP address
5 Setup appliance VM
Suknet mask or prefix length
£ Select deployment size

Default gateway
7 Select datastore

DMS servers
& Configure network settings

Common Ports

9 Ready to complete stage 1
HTTP

HTTPS

Configure network settings

IPvd

static

tigervcsa.cie.netapp.com

172.21.246.41

255.2565.255.0

172.21.2461

10.61.154.25110.61.154 252

80

443

CANCEL BACK NEXT

Le VCSA s’installe maintenant. Ce processus prend plusieurs minutes.

15. Une fois I'étape 1 terminée, un message s’affiche indiquant qu'il est terminé. Cliquez sur Continuer pour

commencer la configuration de I'étape 2.

16. Sur la page Introduction de I'étape 2, cliquez sur Suivant.
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17.

18.

19.
20.

21.

vm [nstall - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2

4 Configure CEIP o

5  Ready to complete oY

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

Entrez <<var ntp id>> Pour l'adresse du serveur NTP. Vous pouvez entrer plusieurs adresses IP NTP.

Si vous prévoyez d'utiliser la haute disponibilité (HA) de vCenter Server, assurez-vous que 'accés SSH est
activé.

Configurez le nom de domaine SSO, le mot de passe et le nom du site. Cliquez sur Suivant.

Notez ces valeurs pour votre référence, en particulier si vous vous écartez du nom de domaine
vsphere.local.

Rejoignez le programme VMware Customer Experience si nécessaire. Cliquez sur Suivant.

Affichez le récapitulatif de vos paramétres. Cliquez sur Terminer ou utilisez le bouton Retour pour modifier
les paramétres.

Un message s’affiche indiquant que vous ne pourrez pas interrompre ou arréter l'installation une fois
gu’elle a démarré. Cliquez sur OK pour continuer.

La configuration de I'appareil continue. Cette opération prend plusieurs minutes.
Un message s’affiche pour indiquer que la configuration a réussi.

Vous pouvez cliquer sur les liens que le programme d’installation fournit pour accéder a vCenter Server.

"Suivant : configuration de VMware vCenter Server 6.7 et de la mise en cluster vSphere."
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Configuration de VMware vCenter Server 6.7 et de la mise en cluster vSphere

Pour configurer VMware vCenter Server 6.7 et la mise en cluster vSphere, procédez
comme suit :

1.
2.

Accédez a https://\<<FQDN ou IP of vCenter>/vsphere-client/.

Cliquez sur lancer vSphere client.

3. Connectez-vous a l'aide du nom d'utilisateur mailto:administrator@vspehre.lockub

[[administrator@vsphere.lockemb”] et du mot de passe SSO que vous avez saisi pendant le processus
d’installation de VCSA.

Cliquez avec le bouton droit de la souris sur le nom du vCenter et sélectionnez Nouveau centre de
données.

. Entrez un nom pour le centre de données et cliquez sur OK.

Créez le cluster vSphere

Pour créer un cluster vSphere, procédez comme suit :

1.

Cliquez avec le bouton droit de la souris sur le nouveau centre de données et sélectionnez Nouveau
cluster.

Indiquez un nom pour le cluster.

3. Activez la reprise sur incident et vSphere HA en cochant les cases.
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New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC | Disable

Ajoutez des hotes ESXi au cluster

1. Cliquez avec le bouton droit de la souris sur le cluster et sélectionnez Ajouter un héte.

vmware* vSphere Web Client #=

' Navigator .l.” [ FlexPod |

| |i| Getting Start...
|8 | B B 8 |

|
Jv\;_;]UCSA—E‘.:.press.cie.netapp.mm H
| |

o -
Lreae

T
Ll

: = [y FlexPod ll
E T ] | PN D I Ty
vq'j_ P Actions - FlexPod Express
‘ﬂ Add Host..
@,, Move Hosts into Cluster...
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2. Pour ajouter un héte ESXi au cluster, procédez comme suit :
a. Entrez I'lP ou le FQDN de I'héte. Cliquez sur Suivant.
b. Entrez le nom d'utilisateur root et le mot de passe. Cliquez sur Suivant.

c. Cliquez sur Oui pour remplacer le certificat de I'héte par un certificat signé par le serveur de certificats
VMware.

d. Cliquez sur Suivant sur la page Récapitulatif de I'héte.

e. Cliquez sur l'icone verte + pour ajouter une licence a I'héte vSphere.
@ Si vous le souhaitez, cette étape peut étre effectuée ultérieurement.

f. Cliquez sur Suivant pour laisser le mode de verrouillage désactivé.
g. Cliquez sur Next (Suivant) sur la page VM location.

h. Consultez la page prét a terminer. Utilisez le bouton Retour pour effectuer des modifications ou
sélectionnez Terminer.

3. Répétez les étapes 1 et 2 pour I'héte Cisco UCS B. Ce processus doit étre effectué pour tout héte
supplémentaire ajouté a la configuration FlexPod Express.

Configurer coredump sur les hotes ESXi

1. A l'aide de SSH, connectez-vous a I'hote IP ESXi de gestion, entrez root pour le nom d’utilisateur et entrez
le mot de passe racine.

2. Exécutez les commandes suivantes :

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3. Le message Verified the configured netdump server is running s'affiche aprés la saisie de
la commande finale.

Ce processus doit étre effectué pour tout hote supplémentaire ajouté a FlexPod Express.

Conclusion

FlexPod Express propose une solution simple et efficace qui repose sur des composants
leaders. Les FlexPod Express peuvent étre adaptées a des besoins spécifiques en
ajoutant des composants supplémentaires. Le systeme FlexPod Express a été congu
pour répondre aux besoins des petites et moyennes entreprises, des bureaux de mission
et d’autres entreprises qui ont besoin de solutions dédiées.

Ou trouver des informations complémentaires

Pour en savoir plus sur les informations fournies dans ce document, consultez ces
documents et/ou sites web :
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* Documentation des produits NetApp
"http://docs.netapp.com”
» Guide de design de FlexPod Express avec VMware vSphere 6.7 et NetApp AFF A220

"https://www.netapp.com/us/media/nva-1125-design.pdf"

FlexPod Express avec VMware vSphere 6.7U1 et NetApp
AFF A220 avec stockage DAS basé sur IP

NVA-1131-DEPLOY : FlexPod Express avec VMware vSphere 6.7U1 et NetApp AFF
A220 avec stockage basé sur IP a connexion directe

Sree Lakshmi Lanka, NetApp

Les tendances du secteur témoignent d’une vaste transformation des data centers en
infrastructure partagée et cloud computing. Elles recherchent par ailleurs une solution
simple et efficace pour les succursales et les bureaux distants, exploitant la technologie
gu’elles connaissent bien dans leur data Center.

FlexPod Express est une architecture précongue et conforme aux bonnes pratiques. Elle repose sur la gamme
Cisco Unified Computing System (Cisco UCS), la gamme de commutateurs Cisco Nexus et les technologies
de stockage NetApp. Ce sont les composants d’un systéme FlexPod Express qui ressemble a ceux de leurs
homologues FlexPod Datacenter, ce qui favorise une synergie de gestion dans I'ensemble de I'environnement
d’infrastructure IT a plus petite échelle. Les plateformes FlexPod Datacenter et FlexPod Express sont
optimales pour la virtualisation, les systemes d’exploitation sans systeme d’exploitation et les charges de
travail d’entreprise.

Les solutions FlexPod Datacenter et FlexPod Express proposent une configuration de base et offrent la
polyvalence nécessaire pour faire face a des cas d’utilisation et a des exigences tres variés. Les clients
FlexPod Datacenter existants peuvent gérer leur systéme FlexPod Express avec les outils auxquels ils sont
habitués. Les nouveaux clients FlexPod Express peuvent facilement s’adapter a la gestion d’FlexPod
Datacenter a mesure que leur environnement se développe.

FlexPod Express est une infrastructure idéale pour les bureaux distants, les succursales et les moyennes
entreprises. Il s’agit également d’'une solution idéale pour les clients qui souhaitent mettre en place une
infrastructure pour une charge de travail dédiée.

FlexPod Express offre une infrastructure facile a gérer qui convient a quasiment tous les workloads.

Présentation de la solution

Cette solution FlexPod Express fait partie du programme d’infrastructure convergée
FlexPod.
Programme FlexPod d’infrastructure convergée

Les architectures de référence FlexPod sont fournies sous la forme de conceptions validées par Cisco (CVD)
ou d’'architectures vérifiées NetApp (NVA). Les écarts en fonction des exigences du client par rapport a un
CVD ou a une NVA donné sont autorisés si ces variations ne créent pas de configuration non prise en charge.
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Comme le montre la figure ci-dessous, le programme FlexPod se compose de trois solutions : les Express
FlexPod, le data Center FlexPod et FlexPod Select :

* FlexPod Express offre aux clients une solution d’entrée de gamme dotée de technologies Cisco et
NetApp.

* FlexPod Datacenter offre une base polyvalente optimale pour diverses charges de travail et applications.

* FlexPod Select integre les meilleurs aspects de FlexPod Datacenter et adapte l'infrastructure a une

application donnée.

La figure suivante présente les composants techniques de la solution.

FlexPod Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote, Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
o 9
o a
2 S
= © o
= o a8
= =
om0 w1 | 4 &
Q a Direct or Fabric
===] = .
3 g —
Entry-level: Cisco UCS, Nexus,
it e::d N;ﬁp FAS o Cisco UCS, Cisco Nexus, and FAS NetApp E-Series and FAS

Programme d’architecture vérifiée NetApp

Le programme NVA propose une architecture vérifiée pour les solutions NetApp. NVA fournit une architecture
de solution NetApp avec les qualités suivantes :

 Testée en profondeur

* Normative par nature

* Réduction des risques de déploiement

» Optimisée pour accélérer la mise en service

Ce guide détaille la conception de FlexPod Express avec un stockage NetApp DAS. Les sections suivantes
répertorient les composants utilisés pour la conception de cette solution.

Composants matériels

» Avec AFF A220

» Cisco UCS Mini

+ CISCO UCS B200 M5

» Cisco UCS VIC 1440/1480.
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* Commutateurs Cisco Nexus 3000 Series

Composants logiciels

* NetApp ONTAP 9. 5

* VMware vSphere 6.7U1

» Cisco UCS Manager 4.0(1b)

+ Micrologiciel Cisco NXOS 7.0(3)I6(1)

Technologie de la solution

Cette solution tire parti des derniéres technologies de NetApp, Cisco et VMware. Le systeme comprend le
nouveau NetApp AFF A220 exécutant ONTAP 9.5, deux commutateurs Cisco Nexus 31108VPC et des
serveurs Cisco UCS B200 M5 exécutant VMware vSphere 6.7U1. Cette solution validée utilise le stockage IP
Direct Connect sur la technologie 10GbE.

La figure suivante présente FlexPod Express avec VMware vSphere 6.7U1 Architecture Direct Connect basée
sur IP.
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"lvpC

Récapitulatif du cas d’utilisation

Legend

mgmt

— | data

I’l{-

IP (ISCSI/NFS)
Cluster Interconnect
vPC Peer

La solution FlexPod Express peut étre appliquée a plusieurs cas d’utilisation, notamment :

+ ROBO

* Moyennes entreprises

* Les environnements qui nécessitent une solution dédiée et économique

FlexPod Express est parfaitement adapté aux charges de travail virtualisées et mixtes.

Exigences technologiques

Un systéme FlexPod Express nécessite une combinaison de composants matériels et
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logiciels. FlexPod Express décrit également les composants matériels requis pour ajouter
des nceuds d’hyperviseur au systéme par unités de deux.

Configuration matérielle requise

Quel que soit I'hyperviseur choisi, toutes les configurations FlexPod Express utilisent le méme matériel. Par
conséquent, méme si les exigences de I'entreprise évoluent, les deux hyperviseurs peuvent s’exécuter sur le
méme matériel FlexPod Express.

Les composants matériels requis pour toutes les configurations FlexPod Express sont répertoriés dans le
tableau suivant.
Sous-jacent Quantiteé
PAIRE HAUTE DISPONIBILITE AFF A220 1
Serveur Cisco UCS B200 M5 2
Commutateur Cisco Nexus 31108PCV 2
2

Cisco UCS Virtual interface Card (VIC) 1440 pour
serveur Cisco UCS B200 M5

Cisco UCS Mini avec deux interconnexions de fabric 1
intégrées UCS-FI-M-6324
Configuration logicielle requise

Les composants logiciels requis pour implémenter les architectures des solutions FlexPod Express sont
répertoriés dans le tableau suivant.

Logiciel Version Détails

Cisco UCS Manager 4.0(1b) Pour Cisco UCS Fabric
Interconnect FI-6324UP

Logiciels lame Cisco 4.0(1b) Pour serveurs Cisco UCS B200 M5

Pilote nenic Cisco 1.0.25.0 Pour les cartes d’interface Cisco
VIC 1440

Cisco NX-OS 7.0(3)16(1) Pour commutateurs Cisco Nexus
31108PCV

NetApp ONTAP 9.5 Pour les contréleurs AFF A220

Le tableau suivant répertorie les logiciels requis pour toutes les implémentations VMware vSphere sur FlexPod
Express.

Logiciel Version
Appliance VMware vCenter Server 6.7U1
Hyperviseur VMware vSphere ESXi 6.7U1
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Informations sur le cablage FlexPod Express
Le cablage de la validation de référence est décrit dans les tableaux suivants.

Le tableau suivant répertorie les informations de cablage du commutateur Cisco Nexus 31108PCV A.

Périphérique local Port local Périphérique distant Port distant
Commutateur Cisco Eth1/1 Controleur de stockage A EOM
Nexus 31108PCV A AFF A220 NetApp
Eth1/2 Cisco UCS-mini FI-A mgmt0
Eth1/3 Cisco UCS-mini FI-A Eth1/1
ETH 1/4 Cisco UCS-mini FI-B Eth1/1
ETH 1/13 CISCO NX 31108PCV B ETH 1/13
ETH 1/14 CISCO NX 31108PCV B ETH 1/14

Le tableau suivant répertorie les informations de cablage du commutateur Cisco Nexus 31108PCV B.

Périphérique local Port local Périphérique distant Port distant
Commutateur Cisco Eth1/1 Controleur de stockage B EOM
Nexus 31108PCV B AFF A220 NetApp
Eth1/2 Cisco UCS-mini FI-B mgmt0
Eth1/3 Cisco UCS-mini FI-A Eth1/2
ETH 1/4 Cisco UCS-mini FI-B Eth1/2
ETH 1/13 CISCO NX 31108PCVA  ETH 1/13
ETH 1/14 CISCONX 31108PCVA ETH 1/14

Le tableau suivant répertorie les informations de cablage pour le contréleur de stockage AFF A220 NetApp

Périphérique local Port local Périphérique distant Port distant
Controleur de stockage A e0Oa Controleur de stockage B e0a
AFF A220 NetApp AFF A220 NetApp

e0b Controleur de stockage B eOb

AFF A220 NetApp

ele Cisco UCS-mini FI-A Eth1/3

eOf Cisco UCS-mini FI-B Eth1/3

EOM CISCO NX 31108PCVA  Eth1/1

Le tableau suivant répertorie les informations de cablage pour le contréleur de stockage B AFF A220 NetApp
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Périphérique local

Controleur de stockage B
AFF A220 NetApp

Port local

ela

eOb

ele
eOf
EOM

Périphérique distant

Controleur de stockage B
AFF A220 NetApp

Controleur de stockage B
AFF A220 NetApp

Cisco UCS-mini FI-A
Cisco UCS-mini FI-B
CISCO NX 31108PCV B

Port distant

ela

eOb

Eth1/4
Eth1/4
Eth1/1

Le tableau suivant répertorie les informations de cablage pour Cisco UCS Fabric Interconnect A.

Périphérique local

Interconnexion de fabric

Cisco UCS A

Port local
Eth1/1
Eth1/2
Eth1/3

Eth1/4

mgmt0

Périphérique distant
CISCO NX 31108PCV A
CISCO NX 31108PCV B

Controleur de stockage A
AFF A220 NetApp

Controleur de stockage B
AFF A220 NetApp

CISCO NX 31108PCV A

Port distant
Eth1/3
Eth1/3

ele

ele

Eth1/2

Le tableau suivant répertorie les informations de cablage pour Cisco UCS Fabric Interconnect B.

Périphérique local

Interconnexion de fabric

Cisco UCS B

Port local
Eth1/1
Eth1/2
Eth1/3

Eth1/4

mgmt0

Procédures de déploiement

Périphérique distant
CISCO NX 31108PCV A
CISCO NX 31108PCV B

Controleur de stockage A
AFF A220 NetApp

Controleur de stockage B
AFF A220 NetApp

CISCO NX 31108PCV B

Port distant
Eth1/4
Eth1/4

eOf

eOf

Eth1/2

Ce document décrit en détail la configuration d’'un systeme FlexPod Express entierement

redondant et hautement disponible. Pour refléter cette redondance, les composants

configurés a chaque étape sont appelés composant A ou composant B. Par exemple, les
contréleurs A et B identifient les deux contrdleurs de stockage NetApp provisionnés dans

ce document. Les commutateurs A et B identifient une paire de commutateurs Cisco

Nexus. Les interconnexions de fabric A et Fabric Interconnect B sont les deux

interconnexions de fabric Nexus intégrées.

Ce document décrit également les étapes de provisionnement de plusieurs hétes Cisco UCS, identifiés de
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maniére séquentielle en tant que serveur A, serveur B, etc.

Pour indiquer que vous devez inclure dans une étape des informations concernant votre environnement,
<<text>> s’affiche dans le cadre de la structure de commande. Reportez-vous a I'exemple suivant pour le
vlan create commande :

Controller0Ol>vlan create vif(0 <<mgmt vlan id>>

Ce document vous permet de configurer entierement I'environnement FlexPod Express. Dans ce processus,
plusieurs étapes nécessitent l'insertion de conventions d’appellation spécifiques au client, d’adresses IP et de
schémas de réseau local virtuel (VLAN). Le tableau ci-dessous décrit les réseaux VLAN requis pour le
déploiement, comme indiqué dans ce guide. Ce tableau peut étre complété en fonction des variables
spécifiques du site et utilisé pour mettre en ceuvre les étapes de configuration du document.

@ Si vous utilisez des VLAN de gestion intrabande et hors bande distincts, vous devez créer une
route de couche 3 entre eux. Pour cette validation, un VLAN de gestion commun a été utilisé.

Nom du VLAN Objectif VLAN ID utilisé pour valider ce
document
VLAN de gestion VLAN pour les interfaces de 18
gestion
VLAN natif VLAN auquel des trames non 2
marquées sont attribuées
VLAN NFS VLAN pour le trafic NFS 104
VLAN VMware vMotion VLAN désigné pour le déplacement 103

de machines virtuelles (VM) d’'un
héte physique a un autre

VLAN trafic des VM VLAN pour le trafic des applications 102
des VM

ISCSI-A-VLAN VLAN pour le trafic iSCSI sur la 124
structure A

ISCSI-B-VLAN VLAN pour le trafic iSCSI sur la 125

structure B

Les numéros de VLAN sont nécessaires dans toute la configuration de FlexPod Express. Les VLAN sont
appelés <<var xxxx_ vlan>>, ou xxxx Utilise le VLAN (par exemple iSCSI-A).

Le tableau suivant répertorie les machines virtuelles VMware créées.

Description de la VM Nom d’héte

Serveur VMware vCenter Seahawks-vcsa.cie.netapp.com

Procédure de déploiement de la solution Cisco Nexus 31108PCV

Cette section décrit en détail la configuration du commutateur Cisco Nexus 31308PCYV utilisée dans un
environnement FlexPod Express.
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Configuration initiale du commutateur Cisco Nexus 31108PCV

Cette procédure décrit la configuration des commutateurs Cisco Nexus pour une utilisation dans un
environnement FlexPod Express de base.

@ Cette procédure suppose que vous utilisez un Cisco Nexus 31108PCV exécutant la version
7.0(3)I6(1) du logiciel NX-OS.

1. Au démarrage initial et a la connexion au port de console du commutateur, le setup Cisco NX-OS démarre
automatiquement. Cette configuration initiale traite des parameétres de base, tels que le nom du
commutateur, la configuration de I'interface mgmt0 et I'installation de Secure Shell (SSH).

2. Le réseau de gestion FlexPod Express peut étre configuré de plusieurs fagons. Les interfaces mgmtO des
commutateurs 31108PCV peuvent étre connectées a un réseau de gestion existant, ou les interfaces
mgmt0 des commutateurs 31108PCV peuvent étre connectées dans une configuration dos a dos.
Cependant, ce lien ne peut pas étre utilisé pour I'accés a une gestion externe, tel que le trafic SSH.

Dans ce guide de déploiement, les commutateurs Cisco Nexus 31108PCV de FlexPod Express sont
connectés a un réseau de gestion existant.

3. Pour configurer les commutateurs Cisco Nexus 31108PCV, mettez le commutateur sous tension et suivez
les invites a I'écran, comme illustré ici pour la configuration initiale des deux commutateurs, en remplagant
les valeurs appropriées pour les informations spécifiques au commutateur.

This setup utility will guide you through the basic configuration of the
system. Setup configures only enough connectivity for management of the
system.
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*Note: setup is mainly used for configuring the system initially, when
no configuration is present. So setup always assumes system defaults and
not the current system configuration values.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip
the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): y

Do you want to enforce secure password standard (yes/no) [y]l: y

Create another login account (yes/no) [n]: n

Configure read-only SNMP community string (yes/no) [n]: n

Configure read-write SNMP community string (yes/no) [n]: n

Enter the switch name : 31108PCV-A

Continue with Out-of-band (mgmt0O) management configuration? (yes/no)
[vl: y

MgmtO IPv4 address : <<var switch mgmt ip>>

MgmtO IPv4 netmask : <<var switch mgmt netmask>>

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]l: y

Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa

Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var_ ntp ip>>

Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:
<enter>

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:
<enter>

4. Un résumé de votre configuration s’affiche et vous étes invité a modifier la configuration. Si votre
configuration est correcte, entrez n.

Would you like to edit the configuration? (yes/no) [n]: no

5. 1l vous est ensuite demandé si vous souhaitez utiliser cette configuration et I'enregistrer. Si c’est le cas,
entrez y.

Use this configuration and save it? (yes/no) [y]: Enter

6. Répétez les étapes 1 a 5 pour le commutateur Cisco Nexus B.
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Activer les fonctionnalités avancées

Certaines fonctionnalités avancées doivent étre activées dans Cisco NX-OS pour fournir des options de
configuration supplémentaires.

1. Pour activer les fonctionnalités appropriées sur le commutateur Cisco Nexus A et le commutateur B,
passez en mode configuration a 'aide de la commande (config t) et exécutez les commandes
suivantes :

feature interface-vlan
feature lacp
feature vpc

Le hachage d’équilibrage de charge par défaut du canal de port utilise les adresses IP
source et de destination pour déterminer I'algorithme d’équilibrage de charge sur les
@ interfaces du canal de port. Vous pouvez optimiser la distribution entre les membres du
canal de port en fournissant davantage d’entrées a I'algorithme de hachage au-dela des
adresses IP source et de destination. C’est la méme raison que NetApp recommande
fortement d’ajouter les ports TCP source et de destination a 'algorithme de hachage.

2. A partir du mode de configuration (config t), Exécutez les commandes suivantes pour définir la
configuration d’équilibrage de charge du canal de port global sur les commutateurs Cisco Nexus A et B :

port-channel load-balance src-dst ip-l4port

Effectuer une configuration globale Spanning Tree

La plateforme Cisco Nexus utilise une nouvelle fonctionnalité de protection appelée Bridge assurance. La
fonctionnalité Bridge assurance protége les données contre une liaison unidirectionnelle ou toute autre
défaillance logicielle avec un périphérique qui continue a transférer le trafic de données lorsqu’il n’exécute plus
I'algorithme Spanning Tree. Les ports peuvent étre placés dans I'un des différents Etats, y compris le réseau
ou la périphérie, selon la plate-forme.

NetApp recommande de définir la fonctionnalité Bridge assurance de sorte que tous les ports soient
considérés comme des ports réseau par défaut. Ce parameétre oblige I'administrateur réseau a vérifier la
configuration de chaque port. Il révéle également les erreurs de configuration les plus courantes, telles que les
ports de périphérie non identifiés ou un voisin dont la fonction d’assurance de pont n’est pas activée. En outre,
il est plus sar d’avoir le bloc Spanning Tree de nombreux ports plutdt que trop peu, ce qui permet a I'état de
port par défaut d’améliorer la stabilité globale du réseau.

Portez une attention particuliére a I'état Spanning Tree lors de I'ajout de serveurs, de stockage et de
commutateurs uplink, surtout s’ils ne prennent pas en charge la garantie des ponts. Dans ce cas, vous devrez
peut-étre modifier le type de port pour que les ports soient actifs.

La protection BPDU (Bridge Protocol Data Unit) est activée par défaut sur les ports de périphérie comme une
autre couche de protection. Pour éviter les boucles du réseau, cette fonction arréte le port si des BPDU
provenant d’un autre commutateur sont visibles sur cette interface.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour configurer les options
de Spanning Tree par défaut, y compris le type de port par défaut et la protection BPDU, sur le commutateur
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Cisco Nexus A et le commutateur B :

spanning-tree port type network default
spanning-tree port type edge bpduguard default

Définir les VLAN

Avant de configurer des ports individuels avec différents VLAN, les VLAN de couche 2 doivent étre définis sur
le commutateur. Il est également recommandé de nommer les réseaux VLAN pour faciliter le dépannage a
avenir.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour définir et décrire les
VLAN de couche 2 sur le commutateur Cisco Nexus A et le commutateur B :

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1SCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Configurez les descriptions des ports d’accés et de gestion

Comme c’est le cas pour I'attribution de noms aux VLAN de couche 2, la définition de descriptions pour toutes
les interfaces peut aider a I'approvisionnement et au dépannage.

A partir du mode de configuration (config t) Dans chacun des commutateurs, entrez les descriptions de port
suivantes pour la grande configuration de FlexPod Express :

Commutateur Cisco Nexus A
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int ethl/1
description AFF A220-A e(0M
int ethl/2
description Cisco UCS FI-A mgmtO
int ethl/3
description Cisco UCS FI-A ethl/1
int ethl/4
description Cisco UCS FI-B ethl/1
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Commutateur Cisco Nexus B

int ethl/1
description AFF A220-B e(0M
int ethl/2
description Cisco UCS FI-B mgmtO
int ethl/3
description Cisco UCS FI-A ethl/2
int ethl/4
description Cisco UCS FI-B ethl/2
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Configuration des interfaces de gestion des serveurs et du stockage

Les interfaces de gestion pour le serveur et le stockage n’utilisent généralement qu’un seul VLAN. Configurez
donc les ports de l'interface de gestion en tant que ports d’acces. Définissez le VLAN de gestion pour chaque
commutateur et définissez le type de port de I'arborescence sur aréte.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour configurer les
parameétres de port pour les interfaces de gestion des serveurs et du stockage :

Commutateur Cisco Nexus A

209



int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Commutateur Cisco Nexus B

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Ajoutez I'interface de distribution NTP

Commutateur Cisco Nexus A

En mode de configuration globale, exécutez les commandes suivantes.

interface Vlan<ib-mgmt-vlan-id>

ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-b-ntp-ip> use-vrf default

Commutateur Cisco Nexus B

En mode de configuration globale, exécutez les commandes suivantes.

interface Vlan<ib-mgmt-vlan-id>

ip address <switch- b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-a-ntp-ip> use-vrf default

Effectuez la configuration globale du canal de port virtuel

Un canal de port virtuel (VPC) permet d’afficher comme un canal de port unique vers un troisieme périphérique
des liaisons physiquement connectées a deux commutateurs Cisco Nexus différents. Le troisieme périphérique
peut étre un commutateur, un serveur ou tout autre périphérique réseau. Un VPC peut fournir des chemins
d’accés multiples de couche 2, ce qui vous permet de créer une redondance en augmentant la bande
passante, en activant plusieurs chemins paralléles entre les nceuds et en équilibrant la charge du trafic lorsque
d’autres chemins existent.
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Un VPC offre les avantages suivants :

 Activation d’'un périphérique unique pour utiliser un canal de port sur deux périphériques en amont

* Suppression des ports bloqués par le protocole Spanning Tree

» Topologie sans boucle

« Utilisation de toute la bande passante disponible de la liaison montante

» Assurer une convergence rapide en cas de défaillance de la liaison ou d’'un périphérique

* Résilience au niveau de la liaison

» Contribuer a la haute disponibilité
La fonctionnalité VPC nécessite une configuration initiale entre les deux commutateurs Cisco Nexus afin de
fonctionner correctement. Si vous utilisez la configuration back-to-back mgtO, utilisez les adresses définies sur

les interfaces et vérifiez qu’elles peuvent communiquer a I'aide de la commande ping
<<switch A/B mgmt0_ ip addr>>vrf commande de gestion.

A partir du mode de configuration (config t), exécutez les commandes suivantes pour configurer la
configuration globale VPC pour les deux commutateurs :

Commutateur Cisco Nexus A
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vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolOdescription vPC peer-1link
switchport
switchport mode trunkswitchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1iS8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
channel-group 14 mode active
copy run start
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Commutateur Cisco Nexus B

vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolO
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan_ id>>,
<<iSCSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
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channel-group 14 mode active
copy run start

Lors de cette validation de solution, une unité de transmission maximale (MTU) de 9 9000 a été
utilisée. Toutefois, en fonction des exigences de I'application, vous pouvez configurer une valeur

@ MTU appropriée. Il est important de définir la méme valeur MTU sur 'ensemble de la solution
FlexPod. Des configurations MTU incorrectes entre les composants entrainent la perte de
paquets.

Uplink dans l'infrastructure réseau existante

En fonction de l'infrastructure réseau disponible, il est possible d’utiliser plusieurs méthodes et fonctionnalités
pour faire passer I'environnement FlexPod par liaison ascendante. Si vous disposez déja d’un environnement
Cisco Nexus, NetApp vous recommande d’utiliser des VPC pour uplink les commutateurs Cisco Nexus
31108PVC inclus dans I'environnement FlexPod dans l'infrastructure. Les liaisons montantes peuvent étre des
liaisons montantes 10 GbE pour une solution d’infrastructure 10GbE ou des liaisons 1GbE pour une solution
d’infrastructure 1GbE si nécessaire. Les procédures décrites précédemment peuvent étre utilisées pour créer
une liaison montante VPC vers I'environnement existant. Assurez-vous de lancer la copie en cours pour
enregistrer la configuration sur chaque commutateur une fois la configuration terminée.

Procédure de déploiement du stockage NetApp (partie 1)

Cette section décrit la procédure de déploiement du stockage NetApp AFF.
Installation du contréleur de stockage NetApp AFF2xx

NetApp Hardware Universe

Le "NetApp Hardware Universe" (HWU) application offre des composants matériels et logiciels pris en charge
pour toute version ONTAP spécifique. Il fournit des informations de configuration pour toutes les appliances de
stockage NetApp actuellement prises en charge par le logiciel ONTAP. Il fournit également un tableau des
compatibilités de composants.

Vérifiez que les composants matériels et logiciels que vous souhaitez utiliser sont pris en charge avec la
version de ONTAP que vous prévoyez d’installer :

1. Accédez au "HWU" application pour afficher les guides de configuration du systéme. Sélectionnez I'onglet
Comparer les systémes de stockage pour afficher la compatibilité entre une autre version du logiciel
ONTAP et les appliances de stockage NetApp avec vos spécifications souhaitées.

2. Vous pouvez également comparer les composants par appliance de stockage en cliquant sur Comparer
les systémes de stockage.

Conditions préalables pour le controleur AFF2XX Series

Pour planifier l'emplacement physique des systémes de stockage, consultez les sections suivantes : cables
d’alimentation pris en charge cébles et ports intégrés

Contréleurs de stockage

Suivez les procédures d’installation physique des contrbleurs dans "Documentation AFF A220".
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NetApp ONTAP 9.5

Fiche de configuration

Avant d’exécuter le script d’installation, complétez la fiche de configuration du manuel du produit. La fiche de
configuration est disponible dans le "Guide de configuration du logiciel ONTAP 9.5" (disponible dans le "Centre

de documentation ONTAP 9"). Le tableau ci-dessous illustre les informations relatives a l'installation et a la

configuration de ONTAP 9.5.

@ Ce systéme est configuré en cluster a 2 noeuds sans commutateur.

Détails du cluster

Adresse IP du nceud de cluster A
Masque de réseau du nceud de cluster A
Passerelle de nceud de cluster A

Nom du nceud de cluster A

Adresse IP du nceud B du cluster
Masque de réseau du nceud B du cluster
Passerelle de nceud B du cluster

Nom du nceud B du cluster

URL ONTAP 9.5

Nom du cluster

Adresse IP de gestion du cluster
Passerelle du cluster B

Masque de réseau du cluster B.

Nom de domaine

IP du serveur DNS (vous pouvez entrer plusieurs
adresses)

SERVEUR NTPAIP
IP DU SERVEUR NTP B

Configurer le noeud A

Pour configurer le nceud A, procédez comme suit :

1. Effectue la connexion au port console du systéeme de stockage. Une invite chargeur-A s’affiche.
Cependant, si le systéme de stockage est dans une boucle de redémarrage, appuyez sur Ctrl- C pour

Valeur du détail du cluster
<<var_NODEA_mgmt_ip>>
<<var_NODEA_mgmt_mask>>
<<var_NODEA_mgmt_Gateway>>
<<var_NODEA>>
<<var_NodeB_mgmt_ip>>
<<var_NodeB_mgmt_mask>>
<<var_NodeB_mgmt_Gateway>>
<<var_NodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
\<<var_clustermgmt_mask>
<<nom_domaine_var>>

<<var_dns_server_ip>>

<< switch-a-ntp-ip >>

<< switch-b-ntp-ip >>

quitter la boucle AUTOBOOT lorsque le message suivant s’affiche :

Starting AUTOBOOT press Ctrl-C to abort...

2. Laissez le systeme démarrer.
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autoboot

. Appuyez sur Ctrl- C pour accéder au menu de démarrage.

Si ONTAP 9. 5 n’est pas la version du logiciel en cours de démarrage. poursuivez avec les étapes
suivantes pour installer le nouveau logiciel. Si ONTAP 9. 5 est la version en cours de démarrage,
sélectionnez I'option 8 et y pour redémarrer le nceud. Ensuite, passez a I'étape 14.

. Pour installer un nouveau logiciel, sélectionnez option 7.

. Entrez y pour effectuer une mise a niveau.

. Sélectionnez e0M pour le port réseau que vous souhaitez utiliser pour le téléchargement.
. Entrez y pour redémarrer maintenant.

. Entrez 'adresse IP, le masque de réseau et la passerelle par défaut de eOM a leurs emplacements

respectifs.

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

. Entrez 'URL de I'emplacement du logiciel.

@ Ce serveur Web doit étre accessible.

Appuyez sur entrée pour le nom d’utilisateur, indiquant aucun nom d’utilisateur.

Entrez y pour définir le nouveau logiciel installé comme logiciel par défaut a utiliser pour les redémarrages
suivants.

Entrez y pour redémarrer le nceud.

Lors de l'installation d’'un nouveau logiciel, le systeme peut effectuer des mises a niveau du micrologiciel
vers le BIOS et les cartes d’adaptateur, ce qui entraine des redémarrages et des arréts possibles a l'invite
du chargeur-A. Si ces actions se produisent, le systéme peut différer de cette procédure.

Appuyez sur Ctrl- C pour accéder au menu de démarrage.
Sélectionnez option 4 Pour une configuration propre et une initialisation de tous les disques.
Entrez y pour zéro disque, réinitialisez la configuration et installez un nouveau systeme de fichiers.

Entrez y pour effacer toutes les données sur les disques.

Linitialisation et la création de I'agrégat root peuvent prendre au moins 90 minutes, selon le nombre et le
type de disques connectés. Une fois I'initialisation terminée, le systéme de stockage redémarre. Notez que
linitialisation des disques SSD prend beaucoup moins de temps. Vous pouvez continuer a utiliser la
configuration du nceud B pendant que les disques du nceud A sont a zéro.

Lorsque le nceud A est en cours d’initialisation, commencez a configurer le nceud B.

Configurer le noceud B

Pour configurer le nceud B, procédez comme suit :
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. Effectue la connexion au port console du systéme de stockage. Une invite chargeur-A s’affiche.

Cependant, si le systéeme de stockage est dans une boucle de redémarrage, appuyez sur Ctrl-C pour
quitter la boucle AUTOBOOT lorsque le message suivant s’affiche :

Starting AUTOBOOT press Ctrl-C to abort...

. Appuyez sur Ctrl-C pour accéder au menu de démarrage.

autoboot

. Appuyez sur Ctrl-C lorsque vous y étes invité.

Si ONTAP 9. 5 n’est pas la version du logiciel en cours de démarrage. poursuivez avec les étapes
suivantes pour installer le nouveau logiciel. Si ONTAP 9.4 est la version en cours de démarrage,
sélectionnez les options 8 et y pour redémarrer le nceud. Ensuite, passez a I'étape 14.

. Pour installer un nouveau logiciel, sélectionnez I'option 7.

. Entrez y pour effectuer une mise a niveau.

. Sélectionnez e0M pour le port réseau que vous souhaitez utiliser pour le téléchargement.
- Entrez y pour redémarrer maintenant.

. Entrez I'adresse IP, le masque de réseau et la passerelle par défaut de eOM a leurs emplacements

respectifs.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

. Entrez 'URL de I'emplacement du logiciel.

@ Ce serveur Web doit étre accessible.

<<var url boot software>>

Appuyez sur entrée pour le nom d’utilisateur, indiquant aucun nom d’utilisateur

Entrez y pour définir le nouveau logiciel installé comme logiciel par défaut a utiliser pour les redémarrages

suivants.

Entrez y pour redémarrer le nceud.

Lors de I'installation d’'un nouveau logiciel, le systeme peut effectuer des mises a niveau du micrologiciel
vers le BIOS et les cartes d’adaptateur, ce qui entraine des redémarrages et des arréts possibles a l'invite

du chargeur-A. Si ces actions se produisent, le systéme peut différer de cette procédure.

Appuyez sur Ctrl-C pour accéder au menu de démarrage.

Sélectionnez I'option 4 pour nettoyer la configuration et initialiser tous les disques.



15. Entrez y pour zéro disque, réinitialisez la configuration et installez un nouveau systéme de fichiers.

16. Entrez y pour effacer toutes les données sur les disques.

L'initialisation et la création de I'agrégat root peuvent prendre au moins 90 minutes, selon le nombre et le
type de disques connectés. Une fois I'initialisation terminée, le systéeme de stockage redémarre. Notez que
l'initialisation des disques SSD prend beaucoup moins de temps.

Poursuivre la configuration du nceud A et la configuration du cluster

A partir d’'un programme de port de console connecté au port de console Du contréleur de stockage A (nceud
A), exécutez le script de configuration du nceud. Ce script apparait lors du premier démarrage de ONTAP 9.5
sur le nceud.

La procédure de configuration du nceud et du cluster a été Iégerement modifiée dans ONTAP 9.5. L’assistant
d’installation du cluster permet de configurer le premier nceud d’un cluster et System Manager sert a configurer
le cluster.

1. Suivez les invites pour configurer le nceud A.

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:
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2. Accédez a I'adresse IP de l'interface de gestion du nceud.

La configuration du cluster peut également étre effectuée au moyen de l'interface de ligne
de commandes. Ce document décrit la configuration du cluster a I'aide de la configuration
assistée de NetApp System Manager.

3. Cliquez sur installation assistée pour configurer le cluster.

4. Entrez <<var_clustername>> pour les noms de cluster et <<var nodeA>> et <<var nodeB>> pour
chacun des nceuds que vous configurez. Saisissez le mot de passe que vous souhaitez utiliser pour le
systeme de stockage. Sélectionnez Switchless Cluster pour le type de cluster. Indiquez la licence de base
du cluster.

5. Vous pouvez également entrer des licences de fonctions pour Cluster, NFS et iSCSI.

6. Vous voyez un message de statut indiquant que le cluster est en cours de création. Ce message d’état
passe en revue plusieurs Etats. Ce processus prend plusieurs minutes.

7. Configurez le réseau.
a. Désélectionnez I'option Plage d’adresses IP.

b. Entrez <<var clustermgmt_ ip>> Dans le champ adresse IP de gestion du cluster,
<<var clustermgmt mask>> Dans le champ masque réseau, et
<<var clustermgmt gateway>> Dans le champ passerelle. Utilisez le sélecteur ... dans le champ
Port pour sélectionner eOM du noeud A.

C. L'IP de gestion des noeuds du noeud A est déja renseignée. Entrez <<var nodeA mgmt ip>> Pour
le nceud B.

d. Entrez <<var_ domain_ name>> Dans le champ Nom de domaine DNS. Entrez
<<var dns_server ip>> Dans le champ adresse IP du serveur DNS.

Vous pouvez entrer plusieurs adresses IP de serveur DNS.
€. Entrez <<switch-a-ntp-ip>> Dans le champ serveur NTP principal.
Vous pouvez également entrer un autre serveur NTP en tant que <<switch- b-ntp-ip>>.

8. Configuration des informations de support.

a. Si votre environnement requiert un proxy pour accéder a AutoSupport, entrez 'URL dans 'URL du
proxy.

b. Entrez 'héte de messagerie SMTP et I'adresse électronique pour les notifications d’événements.

Vous devez au moins configurer la méthode de notification d’événement avant de pouvoir continuer.
Vous pouvez sélectionner n'importe quelle méthode.

9. Lorsque la configuration du cluster est terminée, cliquez sur gérer le cluster pour configurer le stockage.

Suite de la configuration du cluster de stockage

Une fois la configuration des nceuds de stockage et du cluster de base terminée, vous pouvez poursuivre la
configuration du cluster de stockage.
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Zéro de tous les disques de spare

Pour mettre zéro tous les disques de spare du cluster, exécutez la commande suivante :

disk zerospares

Définissez I'option de personnalisation des ports UTA2 intégrés

1. Vérifiez le mode actuel et le type actuel des ports en exécutant le ucadmin show commande.

AFFA220-Clus: :> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFFA220-Clus-01
Oc cna target = = offline
AFFA220-Clus-01
0od cna target = = offline
AFFA220-Clus-01
Oe cna target = = offline
AFFA220-Clus-01
0f cna target = = offline
AFFA220-Clus-02
Oc cna target = = offline
AFFA220-Clus-02
0d cna target = = offline
AFFA220-Clus-02
Oe cna target = = offline
AFFA220-Clus-02
0f cna target = = offline

8 entries were displayed.

2. Vérifiez que le mode actuel des ports en cours d'utilisation est cna et que le type actuel est défini sur
target. Si ce n'est pas le cas, modifiez la personnalité du port en exécutant la commande suivante :

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna —-type target

Les ports doivent étre hors ligne pour exécuter la commande précédente. Pour mettre un port hors ligne,
exécutez la commande suivante :
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network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

(D Si vous avez modifié la personnalité du port, vous devez redémarrer chaque nceud pour que
le changement prenne effet.

Activez le Cisco Discovery Protocol
Pour activer le Cisco Discovery Protocol (CDP) sur les contréleurs de stockage NetApp, exécutez la

commande suivante :

node run -node * options cdpd.enable on

Activez le protocole de détection de couche de liaison sur tous les ports Ethernet

Activez I'échange des informations voisines par le protocole LLDP (Link-Layer Discovery Protocol) entre le
stockage et les commutateurs réseau en exécutant la commande suivante. Cette commande active le
protocole LLDP sur tous les ports de tous les nceuds du cluster.

node run * options lldp.enable on

Renommez les interfaces logiques de gestion
Pour renommer les interfaces logiques de gestion (LIF), effectuez la procédure suivante :

1. Affiche les noms des LIF de gestion actuelles.
network interface show -vserver <<clustername>>
2. Renommer la LIF de gestion de cluster.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. Renommez la LIF de gestion du nceud B.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 A 1 - newname AFF A220-01 mgmtl
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Définissez le rétablissement automatique sur la gestion du cluster

Réglez le auto-revert parametre de l'interface de gestion du cluster.

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

Configurez I'interface réseau du processeur de service

Pour attribuer une adresse IPv4 statique au processeur de service sur chaque nceud, exécutez les
commandes suivantes :

system service-processor network modify —-node <<var nodeA>> -address
-family IPv4 -enable true - dhcp none —-ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —node <<var nodeB>> -address
—-family IPv4 -enable true - dhcp none —-ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

(D Les adresses IP du processeur de service doivent se trouver dans le méme sous-réseau que
les adresses IP de gestion du nceud.

Activez le basculement du stockage dans ONTAP

Pour vérifier que le basculement du stockage est activé, exécutez les commandes suivantes dans une paire
de basculement :

1. Vérification de I'état du basculement du stockage

storage failover show
Les deux <<var nodeA>> et <<var_ nodeB>> doit pouvoir effectuer un basculement. Accédez a I'étape
3 si les nceuds peuvent effectuer un basculement.
2. Activez le basculement sur I'un des deux noeuds.

storage failover modify -node <<var nodeA>> -enabled true

3. Vérifiez I'état de la HA du cluster a deux noceuds.

@ Cette étape ne s’applique pas aux clusters comptant plus de deux nceuds.

cluster ha show
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4. Passez a 'étape 6 si la haute disponibilité est configurée. Si la haute disponibilité est configurée, le
message suivant s’affiche lors de I'émission de la commande :

High Availability Configured: true

5. Activez le mode HA uniquement pour le cluster a deux noeuds.

N’exécutez pas cette commande pour les clusters avec plus de deux nceuds, car cela entraine des
problémes de basculement.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. Vérifiez que I'assistance matérielle est correctement configurée et modifiez, si nécessaire, 'adresse IP du
partenaire.

storage failover hwassist show

Le message Keep Alive Status : Error: did not receive hwassist keep alive alerts
from partner indique que I'assistance matérielle n’est pas configurée. Exécutez les commandes
suivantes pour configurer I'assistance matérielle.

storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var nodeA>>
storage failover modify -hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

Créez un domaine de diffusion MTU de trames Jumbo dans ONTAP

Pour créer un domaine de diffusion de données avec un MTU de 9 9000, exécutez les commandes suivantes :

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Supprime les ports de données du broadcast domain par défaut

Les ports de données 10 GbE sont utilisés pour le trafic iSCSI/NFS. Ces ports doivent étre supprimés du
domaine par défaut. Les ports eOe et e0f ne sont pas utilisés et doivent également étre supprimés du domaine
par défaut.

Pour supprimer les ports du broadcast domain, lancer la commande suivante :
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broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:eld, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,

<<var nodeA>>:ele, <<var nodeA>>:e0f

Désactiver le contrdle de flux sur les ports UTA2

Il est recommandé par NetApp de désactiver le contréle de flux sur tous les ports UTA2 connectés a des
périphériques externes. Pour désactiver le controle de flux, lancer les commandes suivantes :

net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second

interruption in carrier. Do you want to continue? {yln}: y

@ La connexion directe Cisco UCS Mini a ONTAP ne prend pas en charge LACP.

Configuration des trames Jumbo dans NetApp ONTAP

Pour configurer un port réseau ONTAP afin d’utiliser des trames Jumbo (qui possédent généralement un MTU
de 1 9,000 octets), exécutez les commandes suivantes depuis le shell du cluster :
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AFF A220::> network port modify -node node A -port ele -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node B -port ele -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node A -port e0f -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {y|n}: vy

AFF A220::> network port modify -node node B -port e0f -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

Créez des VLAN dans ONTAP

Pour créer des VLAN dans ONTAP, procédez comme suit :

1. Créez des ports VLAN NFS et ajoutez-les au domaine de broadcast de données.

network port vlan create —node <<var nodeA>> -vlan-name e(Oe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeA>> -vlan-name eOf-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>: ele- <<var nfs vlan id>>, <<var nodeB>>: ele-
<<var nfs vlan id>> , <<var nodeA>>:e(0f- <<var nfs vlan id>>,
<<var nodeB>>:e0f-<<var nfs vlan id>>

2. Créez des ports VLAN iSCSI et ajoutez-les au domaine de diffusion de données.
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network port vlan create —node <<var nodeA>> -vlan-name eQOe-
<<var iscsi vlan A id>>

network port vlan create —-node <<var nodeA>> -vlan-name eOf-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>: ele- <<var iscsi vlan A id>>,<<var nodeB>>: ele-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>: e(0f- <<var iscsi vlan B id>>,<<var nodeB>>: e(Of-
<<var iscsi vlan B id>>

3. Créez des ports MGMT-VLAN.

network port vlan create —node <<var nodeA>> -vlan-name eOm-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name eOm-
<<mgmt_ vlan id>>

Créez des agrégats dans ONTAP

Un agrégat contenant le volume root est créé lors du processus de setup ONTAP. Pour créer des agrégats
supplémentaires, déterminez le nom de 'agrégat, le noeud sur lequel il doit étre créé, ainsi que le nombre de
disques qu’il contient.

Pour créer des agrégats, lancer les commandes suivantes :

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var_ num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

Conservez au moins un disque (sélectionnez le plus grand disque) dans la configuration comme disque de
rechange. Il est recommandé d’avoir au moins une unité de rechange pour chaque type et taille de disque.

Commencez par cing disques ; vous pouvez ajouter des disques a un agrégat lorsque du stockage
supplémentaire est requis.

L'agrégat ne peut pas étre créé tant que la remise a zéro du disque n’est pas terminée. Exécutez le aggr

show commande permettant d’afficher I'état de création de 'agrégat. Ne pas continuer avant aggrl nodea
est en ligne.
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Configurer le fuseau horaire dans ONTAP

Pour configurer la synchronisation de I'heure et pour définir le fuseau horaire sur le cluster, exécutez la
commande suivante :

timezone <<var timezone>>

Par exemple, dans I'est des Etats-Unis, le fuseau horaire est America/New York. Aprés avoir
commenceé a saisir le nom du fuseau horaire, appuyez sur la touche Tab pour afficher les
options disponibles.

Configurez SNMP dans ONTAP

Pour configurer le SNMP, procédez comme suit :
1. Configurer les informations de base SNMP, telles que 'emplacement et le contact. Lorsqu’elle est

interrogée, cette information est visible comme syslLocation et sysContact Variables dans SNMP.

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on

2. Configurez les interruptions SNMP pour envoyer aux hbtes distants.

snmp traphost add <<var snmp server fgdn>>

Configurez SNMPv1 dans ONTAP

Pour configurer SNMPv1, définissez le mot de passe secret partagé en texte brut appelé communauté.

snmp community add ro <<var snmp community>>

Utilisez le snmp community delete all commande avec précaution. Si des chaines de
communauté sont utilisées pour d’autres produits de surveillance, cette commande les
supprime.

Configurez SNMPv3 dans ONTAP

SNMPv3 requiert la définition et la configuration d’un utilisateur pour I'authentification. Pour configurer
SNMPv3, effectuez les étapes suivantes :

1. Exécutez le security snmpusers Commande permettant d’afficher I'lD du moteur.

2. Créez un utilisateur appelé snmpv3user.
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security login create -username snmpv3user -authmethod usm -application

snmp

Entrez I'ID moteur de I'entité faisant autorité et sélectionnez md5 en tant que protocole d’authentification.

Lorsque vous y étes invité, entrez un mot de passe de huit caractéres minimum pour le protocole
d’authentification.

Sélectionnez des comme protocole de confidentialité.

Entrez un mot de passe de huit caracteres minimum pour le protocole de confidentialité lorsque vous y
étes invité.

Configurez AutoSupport HTTPS dans ONTAP

L'outil NetApp AutoSupport envoie a NetApp des informations de résumé du support via HTTPS. Pour
configurer AutoSupport, lancer la commande suivante :

system node autosupport modify -node * -state enable -mail-hosts

<<var mailhost>> -transport https -support enable -noteto

<<var_ storage admin email>>

Créez un serveur virtuel de stockage

Pour créer une infrastructure de SVM (Storage Virtual machine), procédez comme suit :

1.

2.

3.

4.

5.
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Exécutez le vserver create commande.

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume- security-style unix

Ajoutez I'agrégat de données a la liste INFRA-SVM pour NetApp VSC.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

Retirer les protocoles de stockage inutilisés du SVM, tout en conservant les protocoles NFS et iSCSI.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

Activer et exécuter le protocole NFS dans le SVM infra-SVM.

nfs create -vserver Infra-SVM -udp disabled

Allumez le SVM vstorage Paramétre du plug-in NetApp NFS VAAI. Ensuite, vérifiez que NFS a été



configuré.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

(D Les commandes sont préfaites par vserver En ligne de commande, car les SVM étaient
auparavant appelés serveurs

Configurez NFSv3 dans ONTAP

Le tableau ci-dessous répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail
Hote ESXi D’Une adresse IP NFS <<var_esxi_hostA_nfs_ip>>
Adresse IP NFS de I'héte ESXi B <<var_esxi_hostB_nfs_ip>>

Pour configurer NFS sur le SVM, lancer les commandes suivantes :

1. Créez une régle pour chaque héte ESXi dans la stratégie d’exportation par défaut.

2. Pour chaque hote ESXi créé, attribuez une regle. Chaque héte a son propre index de régles. Votre premier
héte ESXi dispose de I'index de régles 1, votre second héte ESXi dispose de I'index de régles 2, etc.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —-allow-suid falsevserver export-
policy rule create -vserver Infra-SVM -policyname default -ruleindex 2
-protocol nfs -clientmatch <<var esxi hostB nfs ip>> -rorule sys -rwrule
Sys —-superuser sys —allow-suid false

vserver export-policy rule show

3. Assigner la export policy au volume root du SVM d’infrastructure.

volume modify -vserver Infra-SVM -volume rootvol -policy default

NetApp VSC gere automatiquement les regles d’exportation si vous choisissez de l'installer
@ une fois vSphere configuré. Si vous ne l'installez pas, vous devez créer des regles d’export
policy lorsque des serveurs Cisco UCS B-Series supplémentaires sont ajoutés.

Créez le service iSCSI dans ONTAP

Pour créer le service iSCSI, procédez comme suit :

1. Créer le service iSCSI sur la SVM. Cette commande démarre également le service iSCSI et définit le nom
qualifié iSCSI (IQN) pour le SVM. Vérifiez que le protocole iSCSI a été configuré.
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iscsi create -vserver Infra-SVM

iscsi show

Créer un miroir de partage de charge du volume racine du SVM dans ONTAP

Pour créer un miroir de partage de charge du volume root du SVM dans ONTAP, effectuez les opérations
suivantes :

1. Créer un volume pour étre le miroir de partage de charge du volume root du SVM d’infrastructure sur

chaque nceud.

volume create -vserver Infra Vserver —volume rootvol m0l —aggregate
aggrl nodeA -size 1GB —-type DPvolume create -vserver Infra Vserver
—-volume rootvol m02 -aggregate aggrl nodeB —-size 1GB -type DP

2. Créer un programme de travail pour mettre a jour les relations de miroir de volume racine toutes les 15
minutes.

job schedule interval create -name 15min -minutes 15

3. Créer les relations de mise en miroir.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. Initialisez la relation de mise en miroir et vérifiez qu’elle a été créée.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol snapmirror

show

Configurez I'accés HTTPS dans ONTAP

Pour configurer un acces sécurisé au contréleur de stockage, procédez comme suit :

1. Augmentez le niveau de privilége pour accéder aux commandes de certificat.

set -privilege diag
Do you want to continue? {yln}: vy
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2. En général, un certificat auto-signé est déja en place. Vérifiez le certificat en exécutant la commande
suivante :

security certificate show

3. Pour chaque SVM affiché, le nom commun du certificat doit correspondre au nom de domaine complet
DNS du SVM. Les quatre certificats par défaut doivent étre supprimés et remplacés par des certificats
auto-signés ou des certificats d’'une autorité de certification.

La suppression de certificats expirés avant de créer des certificats est une bonne pratique. Exécutez le
security certificate delete commande permettant de supprimer les certificats expirés. Dans la
commande suivante, utilisez L'option D’achévement PAR ONGLET pour sélectionner et supprimer chaque
certificat par défaut.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM - type server -serial 552429A6

4. Pour générer et installer des certificats auto-signés, exécutez les commandes suivantes en tant que
commandes a durée unique. Générer un certificat de serveur pour I'infra-SVM et le SVM de cluster. La
encore, utilisez la saisie AUTOMATIQUE PAR TABULATION pour vous aider a compléter ces commandes.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 - country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email- addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

5. Pour obtenir les valeurs des paramétres requis a I'étape suivante, exécutez la security certificate
show commande.

6. Activez chaque certificat qui vient d’étre créé a I'aide de ~server-enabled true et-client-
enabled false parameétres. Utilisez de nouveau la saisie AUTOMATIQUE PAR TABULATION.

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com

7. Configurez et activez 'accés SSL et HTTPS, et désactivez 'accés HTTP.
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system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yln}: vy

System services firewall policy delete -policy mgmt -service http
-vserver <<Var_clustername>>

@ Il est normal que certaines de ces commandes renvoient un message d’erreur indiquant que
I'entrée n’existe pas.

8. Ne rétablit pas le niveau de privilege admin et crée l'installation pour permettre la disponibilité de la SVM
par le web.

set -privilege admin
vserver services web modify -—-name spi|ontapi|compat -vserver * -enabled
true

Créez un volume NetApp FlexVol dans ONTAP

Pour créer un volume NetApp FlexVol®, entrez le nom, la taille et 'agrégat sur lequel il existe. Créer deux
volumes de datastore VMware et un volume de démarrage de serveur.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB - state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent- snapshot-space O
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate
aggrl nodeB -size 500GB - state online -policy default -junction-path
/infra_datastore_2 -space-guarantee none -percent- snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -juntion-path /infra swap -space
-guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

Activez la déduplication dans ONTAP

Pour activer la déduplication sur les volumes appropriés une fois par jour, exécutez les commandes suivantes :
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volume efficiency modify -vserver Infra-SVM -volume esxi boot -schedule
sun-sat@0

volume efficiency modify -vserver Infra-SVM -volume infra datastore 1
—schedule sun-sat@0

volume efficiency modify —-vserver Infra-SVM -volume infra datastore 2
—-schedule sun-sat@0

Créer des LUN dans ONTAP

Pour créer deux LUN (Logical Unit Numbers) de démarrage, exécutez les commandes suivantes :

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware - space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size

15GB -ostype vmware - space-reserve disabled
(D Lorsque vous ajoutez un serveur Cisco UCS C-Series supplémentaire, vous devez créer un
LUN de démarrage supplémentaire.

Création des LIFs iSCSI dans ONTAP

Le tableau ci-dessous répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail

Nceud de stockage AiSCSI LIFO1A <<var_NODEA iscsi_lif01a_ip>>
Masque de réseau LIFO1AiSCSI du nceud de <<var_NODEA iscsi_lif01a_masque>>
stockage

Nceud de stockage AiSCSI LIFO1B <<var_NODEA _iscsi_lif01b_ip>>
Masque de réseau LIFO1B iSCSI sur le nceud de <<var_NODEA iscsi_lif01b_mask>>
stockage

Nceud de stockage B iSCSI LIFO1A <<var_NodeB iscsi_lif01a_ip>>
Masque de réseau du nceud de stockage B iSCSI <<var_NodeB iscsi_lif01a_masque>>
LIFO1A

Nceud de stockage B iSCSI LIFO1B <<var_NodeB_iscsi_lif01b_ip>>
Masque de réseau du nceud de stockage B iSCSI <<var_NodeB_iscsi_lif01b_mask>>
LIFO1B

1. Création de quatre LIF iSCSI, deux sur chaque nceud
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi - home-node <<var nodeA>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
-data-protocol iscsi - home-node <<var nodeA>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up - failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

Création des LIFs NFS dans ONTAP

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail

Nceud de stockage ANFS LIF 01 a IP <<var_NODEA nfs_lif 01_a_ip>>

Nceud de stockage A NFS LIF 01 a masque réseau <<var_NODEA nfs_lif 01_a mask>>

Noeud de stockage ANFS LIF 01 b IP <<var_NODEA _nfs_lif 01_b_ip>>

Neceud de stockage A NFS LIF 01 b masque réseau <<var_NODEA nfs_lif 01_b mask>>

Nceud de stockage B NFS LIF 02 a IP <<var_NodeB nfs_lif 02 a_ip>>

Noeud de stockage B NFS LIF 02 a masque réseau <<var_NodeB_nfs_lif 02_a mask>>

Nceud de stockage B NFS LIF 02 b IP <<var_NodeB_nfs_lif 02_b_ip>>

Nceud de stockage B NFS LIF 02 b masque réseau <<var_NodeB nfs_lif 02 b _mask>>

1. Créer une LIF NFS.
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network interface create -vserver Infra-SVM -1if nfs 1if0l a -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port ele-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 a ip>> - netmask <<
var nodeA nfs 1if 01 a mask>> -status-admin up -failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if0l b -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port eOf-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 b ip>> - netmask <<
var nodeA nfs 1if 0l b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 a -role data
-data-protocol nfs -home- node <<var nodeB>> -home-port ele-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 a ip>> - netmask <<
var nodeB nfs 1if 02 a mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 b -role data
—-data-protocol nfs -home- node <<var nodeB>> -home-port e0f-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 b ip>> - netmask <<
var nodeB nfs 1if 02 b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface show

Ajoutez un administrateur SVM d’infrastructure

Le tableau suivant répertorie les informations nécessaires pour mener a bien cette configuration.

Détails Valeur de détail

IP de Vsmgmt <<var_svm_mgmt_ip>>
Masque de réseau Vsmgmt <<var_svm_mgmt_mask>>
Passerelle par défaut de Vsmgmt <<var_svm_mgmt_gateway>>

Pour ajouter la LIF d’administration d’'un SVM d'’infrastructure et d’'un SVM au réseau de gestion, effectuez les
opérations suivantes :

1. Exécutez la commande suivante :

network interface create -vserver Infra-SVM -1if vsmgmt -role data
-data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> - status-admin up
—failover-policy broadcast-domain-wide —-firewall-policy mgmt —-auto-

revert true
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@ L'IP de gestion SVM devrait ici se trouver dans le méme sous-réseau que I'lP de gestion du
cluster de stockage.

2. Créer une route par défaut pour permettre a l'interface de gestion du SVM d’atteindre le monde extérieur.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —gateway
<<var_ svm mgmt gateway>> network route show

3. Définir un mot de passe pour la SVM vsadmin et déverrouillez I'utilisateur.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver

Configuration du serveur Cisco UCS

Base FlexPod Cisco UCS

Configuration initiale de l'interconnexion de fabric Cisco UCS 6324 pour les environnements FlexPod

Cette section décrit des procédures détaillées de configuration de Cisco UCS pour une utilisation dans un
environnement ROBO FlexPod avec Cisco UCS Manager.

Interconnexion de fabric Cisco UCS 6324 A

Cisco UCS utilise des serveurs et des réseaux de couches d’acces. Ce systeme serveur nouvelle génération
hautes performances fournit un datacenter avec un degré élevé d’agilité et d’évolutivité des charges de travail.

Cisco UCS Manager 4.0(1b) prend en charge l'interconnexion de fabric 6324 qui intégre Fabric Interconnect
dans le chassis Cisco UCS et offre une solution intégrée pour réduire I'environnement de déploiement. Cisco
UCS Mini simplifie la gestion du systéme et permet de réaliser des économies pour les déploiements a faible
échelle.

Les composants matériels et logiciels prennent en charge la structure unifiée de Cisco, qui exécute plusieurs
types de trafic de data Center sur un seul adaptateur réseau convergé.

Configuration initiale du systéme

Lors de la premiére acces a une Fabric Interconnect dans un domaine Cisco UCS, un assistant d’installation
vous demande les informations suivantes requises pour configurer le systéeme :
+ Méthode d’installation (interface graphique ou interface de ligne de commande)
» Mode Configuration (restauration a partir de la sauvegarde compléte du systéme ou de la configuration
initiale)
» Type de configuration systeme (configuration autonome ou en cluster)

* Nom du systeéme
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* Mot de passe d’administrateur

» Adresse IPv4 et masque de sous-réseau du port de gestion ou adresse et préfixe IPv6
» Adresse IPv4 ou IPv6 de la passerelle par défaut

» Adresse IPv4 ou IPv6 du serveur DNS

* Nom de domaine par défaut

Le tableau suivant répertorie les informations nécessaires pour terminer la configuration initiale de Cisco UCS
sur Fabric Interconnect A

Détails Détail/valeur

Nom du systeme <<var_ucs_clustername>>
Mot de passe administrateur \<<var_password>
Adresse IP de gestion : Fabric Interconnect A <<var_ucsa_mgmt_ip>>

Masque de réseau de gestion : Fabric Interconnect A <<var_ucsa_mgmt_mask>>

Passerelle par défaut : Fabric Interconnect A <<var_ucsa_mgmt_gateway>>
Adresse IP de cluster <<var_ucs_cluster_ip>>
Adresse IP du serveur DNS <<var_nameserver_ip>>
Nom de domaine <<nom_domaine_var>>

Pour configurer le systeme Cisco UCS en vue de son utilisation dans un environnement FlexPod, procédez
comme suit :

1. Connectez-vous au port console du premier Cisco UCS 6324 Fabric Interconnect A.
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Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n):
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin":<<var password>>

Confirm the password for "admin":<<var password>>

Is this Fabric interconnect part of a cluster(select 'no' for
standalone)? (yes/no) [n]: yes

Enter the switch fabric (A/B) []: A
Enter the system name: <<var ucs clustername>>
Physical Switch MgmtO IP address : <<var ucsa mgmt ip>>
Physical Switch MgmtO IPv4 netmask : <<var ucsa mgmt mask>>
IPv4 address of the default gateway : <<var ucsa mgmt gateway>>
Cluster IPv4 address : <<var ucs cluster ip>>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <<var nameserver ip>>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <<var domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:
no

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized. UCSM will be functional only after peer
FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok
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2. Veérifiez les paramétres affichés sur la console. S'ils sont corrects, répondez yes pour appliquer et
enregistrer la configuration.

3. Attendez que I'invite de connexion vérifie que la configuration a été enregistrée.

Le tableau suivant répertorie les informations nécessaires pour terminer la configuration initiale de Cisco UCS
sur Fabric Interconnect B.

Détails Détail/valeur

Nom du systeéme <<var_ucs_clustername>>

Mot de passe administrateur \<<var_password>

Adresse IP de gestion-FI B <<var_ucstm_mgmt_ip>>
Masque de réseau de gestion-FI B <<var_ucstm_mgmt_mask>>
Passerelle par défaut FI B <<var_ucstm_mgmt_gateway>>
Adresse IP du cluster <<var_ucs_cluster_ip>>
Adresse IP du serveur DNS <<var_nameserver_ip>>

Nom de domaine <<nom_domaine_var>>

1. Connectez-vous au port de console du deuxieme systeme Cisco UCS 6324 Fabric Interconnect B.
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Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect.
This Fabric interconnect will be added to the cluster. Continue (y/n) ?

Yy

Enter the admin password of the peer Fabric
interconnect:<<var password>>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <<var ucsb mgmt ip>>
Peer Fabric interconnect MgmtO IPv4 Netmask: <<var ucsb mgmt mask>>
Cluster IPv4 address: <<var_ucs_ cluster address>>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric
Interconnect Mgmt0O IPv4 Address

Physical Switch Mgmt(O IP address : <<var_ ucsb mgmt ip>>

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - Ok

2. Attendez que l'invite de connexion confirme que la configuration a été enregistrée.

Connectez-vous a Cisco UCS Manager

Pour vous connecter a I'environnement Cisco Unified Computing System (UCS), procédez comme suit :
1. Ouvrez un navigateur Web et accédez a I'adresse de cluster Cisco UCS Fabric Interconnect.

Vous devrez peut-étre attendre au moins 5 minutes apres la configuration du second Fabric Interconnect
pour Cisco UCS Manager.

2. Cliquez sur le lien Launch UCS Manager pour lancer Cisco UCS Manager.

3. Acceptez les certificats de sécurité nécessaires.

4. Lorsque vous y étes invité, entrez admin comme nom d'utilisateur et saisissez le mot de passe
administrateur.

5. Cliquez sur connexion pour vous connecter a Cisco UCS Manager.

Logiciel Cisco UCS Manager version 4.0(1b)

Ce document suppose I'utilisation de la version 4.0(1b) du logiciel Cisco UCS Manager. Pour mettre a niveau
le logiciel Cisco UCS Manager et le logiciel Cisco UCS 6324 Fabric Interconnect, reportez-vous a la "Guides
d’installation et de mise a niveau de Cisco UCS Manager."
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Configurez le service d’appel principal Cisco UCS

Cisco vous recommande fortement de configurer Call Home dans Cisco UCS Manager. La configuration du
service d’appel en cas d’incident accélere la résolution des problémes. Pour configurer Call Home, procédez
comme suit :

1. Dans Cisco UCS Manager, cliquez sur Admin sur la gauche.
Sélectionnez tout > gestion des communications > appel.

Définissez I'état sur activé.

A w0 DN

Remplissez tous les champs en fonction de vos préférences de gestion, puis cliquez sur Enregistrer les
modifications et sur OK pour terminer la configuration de I'appel d’accueil.

Ajoutez un bloc d’adresses IP pour I’accés au clavier, a la vidéo et a la souris

Pour créer un bloc d’adresses IP pour I'accés au clavier, a la vidéo et a la souris (KVM) intrabande des
serveurs dans I'environnement Cisco UCS, effectuez les opérations suivantes :

1. Dans Cisco UCS Manager, cliquez sur LAN sur la gauche.

2. Développez pools > racine > pools IP.

3. Cliquez avec le bouton droit de la souris sur IP Pool ext-mgmt et sélectionnez Créer un bloc d’adresses
IPv4.

4. Entrez I'adresse IP de début du bloc, le nombre d’adresses IP requises, ainsi que le masque de sous-
réseau et les informations relatives a la passerelle.

Create Block of IPv4 Addresses X
From TOZ68.156.101 | Size 2 z

Subnet Mask - [285.255.255.0 Default Gateway 192 168.156.1

Prirmary DNS - |'r' 0.0.0 Secondary DNS - [0.0.0.0

ﬂ Cancel

5. Cliquez sur OK pour créer le bloc.

6. Cliquez sur OK dans le message de confirmation.
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Synchronisation de Cisco UCS avec NTP

Pour synchroniser I'environnement Cisco UCS avec les serveurs NTP des commutateurs Nexus, effectuez la
procédure suivante :
1. Dans Cisco UCS Manager, cliquez sur Admin sur la gauche.
Développez tout > gestion du fuseau horaire.
Sélectionnez fuseau horaire.
Dans le volet Propriétés, sélectionnez le fuseau horaire approprié dans le menu fuseau horaire.
Cliquez sur Enregistrer les modifications et cliquez sur OK.

Cliquez sur Ajouter un serveur NTP.

N o o &> 0w DN

Entrez <switch-a-ntp-ip> or <Nexus-A-mgmt-IP> Puis cliquez sur OK. Cliquez sur OK.

Add NTP Server ? X

MNTP Server: [ 10.7.156.4

o Cancel

8. Cliquez sur Ajouter un serveur NTP.

9. Entrez <switch-b-ntp-ip> or <Nexus-B-mgmt-IP> Puis cliquez sur OK. Cliquez sur OK dans la
confirmation.

Al /
Actions Proparties
AT ey Time Zone ;.ﬂxrneruca.-'.‘wiew.' York (Eastern 1r

NTP Servers

T Advanced Filier 4 Export 4% Print
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Modifier la régle de découverte du chéssis

La définition de la politique de découverte facilite I'ajout du chassis Cisco UCS B-Series et d’autres éléments
Fabric Extender pour la connectivité Cisco UCS C-Series. Pour modifier la politique de détection du chassis,
procédez comme suit :

1. Dans Cisco UCS Manager, cliquez sur Equipment a gauche et sélectionnez Equipment dans la deuxiéme
liste.
2. Dans le volet de droite, sélectionnez I'onglet stratégies.

3. Dans Global Policies, définissez la stratégie de découverte chassis/FEX pour qu’elle corresponde au
nombre minimal de ports uplink cablés entre le chassis ou les Fabric Extender (FEXes) et les Fabric
Interconnect.

4. Définissez la préférence de regroupement de liens sur Canal de port. Si I'environnement en cours de
configuration contient une grande quantité de trafic multidiffusion, définissez le paramétre de hachage du
matériel de multidiffusion sur activé.

5. Cliquez sur Save Changes.
6. Cliquez sur OK.

Activez les ports de serveur, de liaison montante et de stockage
Pour activer les ports de serveur et de liaison montante, procédez comme suit :
1. Dans Cisco UCS Manager, dans le volet de navigation, sélectionnez I'onglet Equipement.

Développez Equipment > Fabric Interconnect > Fabric Interconnect A > module fixe.

Développez ports Ethernet.

A 0N

Sélectionnez les ports 1 et 2 connectés aux commutateurs Cisco Nexus 31108, cliquez avec le bouton
droit de la souris et sélectionnez configurer comme port Uplink.

o

Cliquez sur Oui pour confirmer les ports de liaison ascendante et cliquez sur OK.

6. Sélectionnez les ports 3 et 4 connectés aux contréleurs de stockage NetApp, cliquez avec le bouton droit
de la souris et sélectionnez configurer en tant que port d’appliance.

7. Cliquez sur Oui pour confirmer les ports de I'appliance.
8. Dans la fenétre configurer comme port de I'appliance, cliquez sur OK.
9. Cliquez sur OK pour confirmer.
10. Dans le volet de gauche, sélectionnez module fixe sous Fabric Interconnect A.

11. Dans l'onglet ports Ethernet, vérifiez que les ports ont été correctement configurés dans la colonne réle si.
Si des serveurs C-Series de port ont été configurés sur le port d’évolutivité, cliquez dessus pour vérifier la
connectivité des ports.
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12.
13.
14.

15.
16.

17.
18.
19.
20.
21.
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Développez équipement > interconnexions de fabric > Fabric Interconnect B > module fixe.
Développez ports Ethernet.

Sélectionnez les ports Ethernet 1 et 2 connectés aux commutateurs Cisco Nexus 31108, cliquez avec le
bouton droit de la souris et sélectionnez configurer comme port Uplink.

Cliquez sur Oui pour confirmer les ports de liaison ascendante et cliquez sur OK.

Sélectionnez les ports 3 et 4 connectés aux contrbleurs de stockage NetApp, cliquez avec le bouton droit
de la souris et sélectionnez configurer en tant que port d’appliance.

Cliquez sur Oui pour confirmer les ports de I'appliance.

Dans la fenétre configurer comme port de I'appliance, cliquez sur OK.

Cliquez sur OK pour confirmer.

Dans le volet de gauche, sélectionnez module fixe sous Fabric Interconnect B.

Dans I'onglet ports Ethernet, vérifiez que les ports ont été correctement configurés dans la colonne réle si.
Si des serveurs C-Series de port ont été configurés sur le port d’évolutivité, cliquez dessus pour vérifier la
connectivité des ports.
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Créez des canaux de port uplink avec les commutateurs Cisco Nexus 31108

Pour configurer les canaux de port nécessaires dans I'environnement Cisco UCS, effectuez les opérations
suivantes :

1. Dans Cisco UCS Manager, sélectionnez I'onglet LAN dans le volet de navigation.

Cette procédure crée deux canaux de port : un de la structure A aux commutateurs Cisco
Nexus 31108 et un de la structure B aux deux commutateurs Cisco Nexus 31108. Si vous

@ utilisez des commutateurs standard, modifiez cette procédure en conséquence. Si vous
utilisez des commutateurs 1 Gigabit Ethernet (1GbE) et des SFP GLC-T sur Fabric
Interconnect, les vitesses d’interface des ports Ethernet 1/1 et 1/2 dans Fabric Interconnect
doivent étre définies a 1 Gbit/s.

Sous LAN > LAN Cloud, développez I'arborescence structure A.
Cliquez avec le bouton droit de la souris sur canaux de port.
Sélectionnez Créer un canal de port.

Entrez 13 comme ID unique du canal de port.

Entrez VPC-13-Nexus comme nom du canal du port.

N o g~ w0 DN

Cliquez sur Suivant.

Create Port Channel % W
o =11

Mame \.'PC; 13-Mexus|
Add Ports ) B i

Next > Cancel

8. Sélectionnez les ports suivants a ajouter au canal de port :
a. Les emplacements ID 1 et port 1
b. Les emplacements ID 1 et 2

9. Cliquez sur >> pour ajouter les ports au canal de port.

245




10. Cliquez sur Terminer pour créer le canal de port. Cliquez sur OK.

11. Sous canaux de port, sélectionnez le nouveau canal de port créé.
Le canal de port doit avoir un état général de mise en service.

12. Dans le volet de navigation, sous LAN > LAN Cloud, développez I'arborescence structure B.
13. Cliquez avec le bouton droit de la souris sur canaux de port.
14. Sélectionnez Créer un canal de port.
15. Entrez 14 comme ID unique du canal de port.
16. Entrez VPC-14-Nexus comme nom du canal du port. Cliquez sur Suivant.
17. Sélectionnez les ports suivants a ajouter au canal de port :
a. Les emplacements ID 1 et port 1
b. Les emplacements ID 1 et 2
18. Cliquez sur >> pour ajouter les ports au canal de port.
19. Cliquez sur Terminer pour créer le canal de port. Cliquez sur OK.
20. Sous canaux de port, sélectionnez le nouveau canal de port créé.

21. Le canal de port doit avoir un état général de mise en service.

Créer une organisation (facultatif)

Les entreprises ont recours a I'organisation des ressources et a la restriction de I'accés aux différents groupes
de l'organisation IT, ce qui permet la colocation des ressources de calcul.

@ Bien que ce document ne suppose pas l'utilisation d’organisations, cette procédure fournit des
instructions pour en créer une.

Pour configurer une organisation dans I'environnement Cisco UCS, procédez comme suit :
1. Dans Cisco UCS Manager, dans le menu Nouveau de la barre d’outils en haut de la fenétre, sélectionnez
Créer une organisation.
2. Saisissez un nom pour I'organisation.
3. Facultatif : saisissez une description pour I'organisation. Cliquez sur OK.

4. Cliquez sur OK dans le message de confirmation.

Configuration des ports de I'appliance de stockage et des VLAN de stockage

Pour configurer les ports de I'appliance de stockage et les VLAN de stockage, procédez comme suit :

1. Dans Cisco UCS Manager, sélectionnez I'onglet LAN.

Etendez le cloud Appliances.

Cliquez avec le bouton droit de la souris sur réseaux locaux virtuels sous Appliances Cloud.
Sélectionnez Créer des VLAN.

Indiquez NFS-VLAN comme nom du VLAN NFS de l'infrastructure.

Laisser commun/Global sélectionné.

© o &~ w0 Db
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7.
8.

10.
1.
12.
13.
14.

15.
16.
17.
18.
19.
20.

Entrez <<var nfs vlan_ id>> Pour 'ID VLAN.

Laisser le type de partage défini sur aucun.

Create V0LANS - X

Create VLANs o

VLAN Mame/Prefic ;. NFS-VLAN

(s )Common/Global (Fabric & (JFabric B (CBoth Fabrrics Configured Differently

Yol are creating global VLANS that map to the same VLAN IDs in &l avalable fabrics.
Enter the range of VLAN IDs.(e.g. "2009-2019", "29,35,40-45", 23", "23,34-45")

YLAN IDS:EE 70 |

Sharing Type : (8 None () Primary () Isolated () Community

Check Overlap | | Ok | | Cancel

Cliquez sur OK, puis a nouveau sur OK pour créer le VLAN.

Cliquez avec le bouton droit de la souris sur réseaux locaux virtuels sous Appliances Cloud.
Sélectionnez Créer des VLAN.

Saisissez iISCSI-A-VLAN comme nom pour le VLAN Infrastructure iSCSI Fabric A.

Laisser commun/Global sélectionné.

Entrez <<var iscsi-a vlan id>> Pourl'ID VLAN.

Cliquez sur OK, puis a nouveau sur OK pour créer le VLAN.

Cliquez avec le bouton droit de la souris sur réseaux locaux virtuels sous Appliances Cloud.
Sélectionnez Créer des VLAN.

Entrez iSCSI-B-VLAN comme nom pour le VLAN de structure B iSCSI de l'infrastructure.
Laisser commun/Global sélectionné.

Entrez <<var iscsi-b vlan id>> Pourl'ID VLAN.
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21.
22.
23.
24,
25.
26.

27.

Cliquez sur OK, puis a nouveau sur OK pour créer le VLAN.

Cliquez avec le bouton droit de la souris sur réseaux locaux virtuels sous Appliances Cloud.
Sélectionnez Créer des VLAN.

Saisissez Native-VLAN comme nom pour le VLAN natif.

Laisser commun/Global sélectionné.
Entrez <<var native vlan_ id>> Pourl'ID VLAN.

Cliquez sur OK, puis a nouveau sur OK pour créer le VLAN.

LAN / LAN Clowd | VLANS

¥ hsanees Fiser 4 Fuanrt ol et

23
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28. Dans le volet de navigation, sous LAN > stratégies, développez appareils et cliquez avec le bouton droit de

la souris sur stratégies de contréle du réseau.

29. Sélectionnez Créer une stratégie de contrble réseau.

30. Nommez la régle Enable CDP_LLPD Et sélectionnez activé en regard de CDP.

31. Activez les fonctions de transmission et de réception pour LLDP.
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32.
33.
. Développez interfaces.
35.
36.

37.

38.

39.

Properties for: Enable_CDP
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MAG Security
Farge | * Mlow Eany
LLDP

Transmit: |\ Disabled (w) Enabled

Receive - Disabled (w0 Enabied

oK Cancel Help

Cliquez sur OK, puis a nouveau sur OK pour créer la stratégie.

Dans le volet de navigation, sous LAN > Appliances Cloud, développez I'arborescence structure A.

Sélectionnez interface de I'appareil 1/3.

Dans le champ libellé utilisateur, indiquez les informations indiquant le port du contréleur de stockage, par
exemple <storage controller 01 name>:e0Oe. Cliquez sur Enregistrer les modifications et sur OK.

Sélectionnez la stratégie de contrble réseau Activer_CDP, puis sélectionnez Enregistrer les modifications

et OK.

Sous VLAN, sélectionnez iISCSI-A-VLAN, NFS et VLAN natif. Définissez le VLAN natif comme VLAN natif.
Effacez la sélection VLAN par défaut.

Cliquez sur Enregistrer les modifications et sur OK.
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40.
41.

42.

43.

45.
46.
47.
48.
49.
50.

51.

52.
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Sélectionnez Appliance interface 1/4 sous Fabric A.

Dans le champ libellé utilisateur, indiquez les informations indiquant le port du contréleur de stockage, par
exemple <storage controller 02 name>:eOe. Cliquez sur Enregistrer les modifications et sur OK.

Sélectionnez la stratégie de contrdle réseau Activer_CDP, puis sélectionnez Enregistrer les modifications
et OK.

Sous VLAN, sélectionnez iSCSI-A-VLAN, NFS et VLAN natif.

Définissez le VLAN natif comme VLAN natif.

Effacez la sélection VLAN par défaut.

Cliquez sur Enregistrer les modifications et sur OK.

Dans le volet de navigation, sous LAN > Appliances Cloud, développez I'arborescence Fabric B.
Développez interfaces.

Sélectionnez interface de I'appareil 1/3.

Dans le champ libellé utilisateur, indiquez les informations indiquant le port du contréleur de stockage, par
exemple <storage controller 01 name>:eOf. Cliquez sur Enregistrer les modifications et sur OK.

Sélectionnez la stratégie de contrble réseau Activer CDP, puis sélectionnez Enregistrer les modifications
et OK.

Sous VLAN, sélectionnez iSCSI-B-VLAN, NFS et VLAN natif. Définissez le VLAN natif comme VLAN natif.
Désélectionnez le VLAN par défaut.



53.

56.

57.
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Cliquez sur Enregistrer les modifications et sur OK.

. Sélectionnez Appliance interface 1/4 sous Fabric B.
55.

Dans le champ libellé utilisateur, indiquez les informations indiquant le port du contréleur de stockage, par
exemple <storage controller 02 name>:e0f. Cliquez sur Enregistrer les modifications et sur OK.

Sélectionnez la stratégie de contrble réseau Activer_CDP, puis sélectionnez Enregistrer les modifications

et OK.

Sous VLAN, sélectionnez iISCSI-B-VLAN, NFS et VLAN natif. Définissez le VLAN natif comme VLAN natif.
Désélectionnez le VLAN par défaut.

Cliquez sur Enregistrer les modifications et sur OK.

Définissez des trames Jumbo dans la structure Cisco UCS

Pour configurer des trames Jumbo et permettre la qualité de service sur la structure Cisco UCS, effectuez les
opérations suivantes :

1. Dans Cisco UCS Manager, dans le volet de navigation, cliquez sur 'onglet LAN.

2. Sélectionnez LAN > LAN Cloud > QoS System Class.

3. Dans le volet de droite, cliquez sur 'onglet général.

4. Sur la ligne meilleur effort, entrez 9216 dans la zone sous la colonne MTU.
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5. Cliquez sur Save Changes.
6. Cliquez sur OK.

Chassis Cisco UCS

Pour accuser réception de tous les chassis Cisco UCS, procédez comme suit :

1. Dans Cisco UCS Manager, sélectionnez I'onglet Equipment, puis développez I'onglet Equipment a droite.
2. Développez Equipement > chassis.

3. Dans actions pour le chassis 1, sélectionnez accuser réception du chassis.

4. Cliquez sur OK, puis sur OK pour terminer la reconnaissance du chassis.
5

. Cliquez sur Fermer pour fermer la fenétre Propriétés.

Charger les images du firmware Cisco UCS 4.0(1b)

Pour mettre a niveau le logiciel Cisco UCS Manager et le logiciel Cisco UCS Fabric Interconnect vers la
version 4.0(1b), reportez-vous a "Guides d’installation et de mise a niveau de Cisco UCS Manager".

Création du package de firmware héte

Les stratégies de gestion du micrologiciel permettent a 'administrateur de sélectionner les packages
correspondants pour une configuration de serveur donnée. Ces politiques incluent souvent des packages pour
adaptateur, BIOS, contréleur de carte, adaptateurs FC, carte de bus hote (HBA) option ROM et les propriétés
du controleur de stockage.

Pour créer une stratégie de gestion du firmware pour une configuration de serveur donnée dans
I'environnement Cisco UCS, procédez comme suit :
1. Dans Cisco UCS Manager, cliquez sur serveurs sur la gauche.
Sélectionnez stratégies > racine.
Développez packages de microprogramme hoéte.
Sélectionnez par défaut.

Dans le volet actions, sélectionnez Modifier les versions du package.

I T o

Sélectionnez la version 4.0(1b) pour les deux ensembles lames.
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Modify Package Versions >

Blade Package : [4.0(1b)B v
Rack Package : |<not set= L
Service Pack -

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CIMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

NVME Mswitch Firmware
PSU

SAS Ewnondor

LILSI L

oK Cancel Help

7. Cliquez sur OK, puis de nouveau sur OK pour modifier le progiciel du micrologiciel hote.

Créez des pools d’adresses MAC

Pour configurer les pools d’adresses MAC nécessaires pour I'environnement Cisco UCS, procédez comme
suit :
1. Dans Cisco UCS Manager, cliquez sur LAN sur la gauche.

2. Sélectionnez pools > racine.
Dans cette procédure, deux pools d’adresses MAC sont créés, un pour chaque structure de commutation.

Cliquez avec le bouton droit de la souris sur pools MAC sous l'organisation racine.
Sélectionnez Créer un pool MAC pour créer le pool d’adresses MAC.

Saisissez MAC-Pool-A comme nom du pool MAC.

Facultatif : saisissez une description pour le pool MAC.

Sélectionnez Sequential comme option pour I'ordre d’affectation. Cliquez sur Suivant.

Cliquez sur Ajouter.

© © N o 0o bk~ »

Spécifiez une adresse MAC de départ.

253



Pour la solution FlexPod, il est recommandé de placer le port OA sur le dernier octet de
'adresse MAC de départ pour identifier toutes les adresses MAC en tant qu’adresses de

@ structure A. Dans notre exemple, nous avons présenté I'exemple de I'intégration des
informations de numéro de domaine Cisco UCS qui nous donnent 00:25:B5:32:0A:00
comme premiére adresse MAC.

10. Spécifiez une taille suffisante pour le pool d’adresses MAC afin de prendre en charge les ressources
serveur ou serveur lame disponibles. Cliquez sur OK.

Create a Block of MAC Addresses

First MAC Address : | 00:25:85:32:0A:00 Size : |64 -

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xx:xx:xx

11. Cliquez sur Terminer.

12. Dans le message de confirmation, cliquez sur OK.

13. Cliquez avec le bouton droit de la souris sur pools MAC sous I'organisation racine.
14. Sélectionnez Créer un pool MAC pour créer le pool d’adresses MAC.

15. Saisissez MAC-Pool-B comme nom du pool MAC.

16. Facultatif : saisissez une description pour le pool MAC.

17. Sélectionnez Sequential comme option pour 'ordre d’affectation. Cliquez sur Suivant.
18. Cliquez sur Ajouter.

19. Spécifiez une adresse MAC de départ.
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Pour la solution FlexPod, il est recommandé de placer OB a c6té du dernier octet de
'adresse MAC de départ pour identifier toutes les adresses MAC de ce pool comme

@ adresses de structure B. Encore une fois, nous avons présenté notre exemple d’intégration
des informations de numéro de domaine Cisco UCS qui nous donnent la priorité a notre
premiére adresse MAC 00:25:B5:32:0B:00.

20. Spécifiez une taille suffisante pour le pool d’adresses MAC afin de prendre en charge les ressources
serveur ou serveur lame disponibles. Cliquez sur OK.

21. Cliquez sur Terminer.
22. Dans le message de confirmation, cliquez sur OK.
Créez le pool IQN iSCSI

Pour configurer les pools IQN nécessaires pour I'environnement Cisco UCS, procédez comme suit :

—_

. Dans Cisco UCS Manager, cliquez sur SAN sur la gauche.
Sélectionnez pools > racine.

Cliquez avec le bouton droit de la souris sur pools IQN.
Sélectionnez Créer un pool de suffixe IQN pour créer le pool IQN.
Entrez IQN-Pool pour le nom du pool IQN.

Facultatif : saisissez une description pour le pool IQN.

Entrez ign.1992-08.com.cisco comme préfixe.

Sélectionnez Sequential pour I'ordre d’affectation. Cliquez sur Suivant.

© ©® N o o &> 0w N

Cliquez sur Ajouter.

-
©

Entrez ucs-host comme suffixe.

@ Si plusieurs domaines Cisco UCS sont utilisés, il peut étre nécessaire d’utiliser un suffixe
IQN plus spécifique.

11. Entrez 1 dans le champ de.

12. Spécifiez la taille du bloc IQN suffisante pour prendre en charge les ressources serveur disponibles.
Cliquez sur OK.
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Create a Block of IQN Suffixes

Suffix : | ucs-host

Fram : |1

Size @ [ 16

13. Cliquez sur Terminer.

Créer des pools d’adresses IP d’initiateur iSCSI

Pour configurer le démarrage iSCSI des pools IP nécessaires pour I'environnement Cisco UCS, effectuez les
opérations suivantes :

Dans Cisco UCS Manager, cliquez sur LAN sur la gauche.

Sélectionnez pools > racine.

Cliquez avec le bouton droit de la souris sur pools IP.

Sélectionnez Créer un pool IP.

Entrez iSCSI-IP-Pool-A comme nom de pool IP.

Facultatif : saisissez une description pour le pool IP.

Sélectionnez Sequential pour I'ordre d’affectation. Cliquez sur Suivant.

Cliquez sur Ajouter pour ajouter un bloc d’adresse IP.

© oo N o g b~ 0N =

Dans le champ de, entrez le début de la plage a attribuer en tant qu’adresses IP iSCSI.

-_—
e

Définissez la taille sur un nombre suffisant d’adresses pour accueillir les serveurs. Cliquez sur OK.

-_—
-_—

. Cliquez sur Suivant.

-
N

. Cliquez sur Terminer.
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13. Cliquez avec le bouton droit de la souris sur pools IP.

14. Sélectionnez Créer un pool IP.

15. Saisissez iSCSI-IP-Pool-B comme nom de pool IP.

16. Facultatif : saisissez une description pour le pool IP.

17. Sélectionnez Sequential pour I'ordre d’affectation. Cliquez sur Suivant.

18. Cliquez sur Ajouter pour ajouter un bloc d’adresse IP.

19. Dans le champ de, entrez le début de la plage a attribuer en tant qu’adresses IP iSCSI.

20. Définissez la taille sur un nombre suffisant d’adresses pour accueillir les serveurs. Cliquez sur OK.
21. Cliquez sur Suivant.

22. Cliquez sur Terminer.

Créer le pool de suffixe UUID

Pour configurer le pool de suffixe UUID (universellement unique identifier) nécessaire pour I'environnement
Cisco UCS, procédez comme suit :

—_

. Dans Cisco UCS Manager, cliquez sur serveurs sur la gauche.
Sélectionnez pools > racine.

Cliquez avec le bouton droit de la souris sur pools de suffixe UUID.
Sélectionnez Créer un pool de suffixe UUID.

Indiquez UUID-Pool comme nom du pool de suffixe UUID.
Facultatif : saisissez une description pour le pool de suffixe UUID.
Conservez le préfixe a I'option dérivée.

Sélectionnez séquentiel pour 'ordre d’affectation.
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Cliquez sur Suivant.

N
©

Cliquez sur Ajouter pour ajouter un bloc d’UUID.

—_
—_

. Conservez le champ de sur le parameétre par défaut.

N
N

lame disponibles. Cliquez sur OK.
13. Cliquez sur Terminer.

14. Cliquez sur OK.

Création d’un pool de serveurs

Pour configurer le pool de serveurs nécessaire pour I'environnement Cisco UCS, procédez comme suit :

@ Envisagez de créer des pools de serveurs uniques pour atteindre la granularité requise dans
votre environnement.

1. Dans Cisco UCS Manager, cliquez sur serveurs sur la gauche.
2. Sélectionnez pools > racine.

3. Cliquez avec le bouton droit de la souris sur pools de serveurs.

. Spécifiez la taille du bloc UUID qui est suffisant pour prendre en charge les ressources serveur ou serveur
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Sélectionnez Créer un pool de serveurs.
Entrez “Infra-Pool "‘comme nom du pool de serveurs.

Facultatif : saisissez une description pour le pool de serveurs. Cliquez sur Suivant.

N o o &

Sélectionnez deux (ou plusieurs) serveurs a utiliser pour le cluster de gestion VMware et cliquez sur >>
pour les ajouter au pool “serveur ‘Infra-Pool ".

®

Cliquez sur Terminer.
9. Cliquez sur OK.

Créez une stratégie de contréle réseau pour le Cisco Discovery Protocol et le Link Layer Discovery Protocol

Pour créer une stratégie de contréle réseau pour le protocole CDP (Cisco Discovery Protocol) et le protocole
LLDP (Link Layer Discovery Protocol), procédez comme suit :
1. Dans Cisco UCS Manager, cliquez sur LAN sur la gauche.
Sélectionnez stratégies > racine.
Cliquez avec le bouton droit de la souris sur stratégies de contréle du réseau.
Sélectionnez Créer une stratégie de contrdle réseau.
Entrez le nom de la stratégie Enable-CDP-LLDP.

Sous CDP, sélectionnez I'option Enabled.

S L R

Pour le mode LLDP, faites défiler I'écran vers le bas et sélectionnez activé pour la transmission et la
réception.

8. Cliquez sur OK pour créer la stratégie de contrble du réseau. Cliquez sur OK.

Create Network Control Policy 72 X

cpoe . Disabled (o) Enabled |
MAC Remister Mode ¢ [(e Only Native Vian ) All Host Vians |

Action on Uplink Fail : |(e) Link Down ) Warning

MAC Security

Forge : () Allow Deny

LLDP
Transmmit : Disahi.ed ® Enabiled
Receive - | Disabled ! Enabled
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Créer une stratégie de controle de I’'alimentation

Pour créer une stratégie de contréle de 'alimentation pour I'environnement Cisco UCS, procédez comme suit :

Dans Cisco UCS Manager, cliquez sur I'onglet serveurs sur la gauche.
Sélectionnez stratégies > racine.

Cliquez avec le bouton droit sur stratégies de contrble de I'alimentation.
Sélectionnez Créer une stratégie de contrdle de I'alimentation.

Entrez No-Power-Cap comme nom de la stratégie de contrle de I'alimentation.

Définissez le parameétre de plafonnement de I'alimentation sur No Cap.

e L T I R

Cliquez sur OK pour créer la stratégie de contrdle de I'alimentation. Cliquez sur OK.

X

Create Power Control Policy

Name : | No-Power-Cap

Descrniption

Fan Speed Policy @ | Any v
Power Capping

If you choose cap. the server s allocated a certain amount of power based on its priornty
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

'®)No Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of ther prionty.

o Cancel

Créer une stratégie de qualification de pool de serveurs (facultatif)

Pour créer une stratégie facultative de qualification de pool de serveurs pour I'environnement Cisco UCS,
effectuez les opérations suivantes :
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CD Cet exemple crée une regle pour les serveurs Cisco UCS B-Series dotés des processeurs Intel
E2660 v4 Xeon Broadwell.

Dans Cisco UCS Manager, cliquez sur serveurs sur la gauche.

Sélectionnez stratégies > racine.

Sélectionnez qualifications de stratégie de pool de serveurs.

Sélectionnez Créer une qualification de stratégie de pool de serveurs ou Ajouter.
Nommez la stratégie Intel.

Sélectionnez Créer qualifications UC/noyaux.

Sélectionnez Xeon pour le processeur/I'architecture.

Entrez <ucs-cpU- PID> Comme ID de processus (PID).

© o N o g bk~ 0N =

Cliquez sur OK pour créer la qualification CPU/cceur.

-_—
©

Cliquez sur OK pour créer la stratégie, puis cliquez sur OK pour confirmer.

Creife CPUCones Dunbficshons

Créer une stratégie BIOS du serveur

Pour créer une stratégie de BIOS des serveurs pour I'environnement Cisco UCS, effectuez les opérations
suivantes :

Dans Cisco UCS Manager, cliquez sur serveurs sur la gauche.

Sélectionnez stratégies > racine.

Cliquez avec le bouton droit de la souris sur stratégies BIOS.

Sélectionnez Créer une stratégie de BIOS.

Saisissez VM-Host comme nom de stratégie BIOS.

Définissez le paramétre de démarrage silencieux sur Désactivé.

A L L - R

Définissez le nom de périphérique cohérent sur activé.
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8. Sélectionnez I'onglet processeur et définissez les paramétres suivants :
o Etat du processeur C : désactivé
o Processeur C1E : désactivé
o Rapport C3 du processeur : désactivé

o Rapport C7 processeur : désactive

Create BIS Pobicy 7

gt B e H1

HL b . . L L e il

9. Faites défiler jusqu’aux options de processeur restantes et définissez les paramétres suivants :
o Performance énergétique : performances
o Remplacement de I'étage de fréquence : activé

o Régulation de I'horloge DRAM : performance
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10. Cliquez sur mémoire RAS et définissez les paramétres suivants :

o Mode DDR LV : mode performance

L e P i

Traatid Farasa

[

B T,

11. Cliquez sur Terminer pour créer la stratégie de BIOS.
12. Cliquez sur OK.

Mettez a jour la stratégie de maintenance par défaut

Pour mettre a jour la stratégie de maintenance par défaut, procédez comme suit :

Dans Cisco UCS Manager, cliquez sur serveurs sur la gauche.
Sélectionnez stratégies > racine.
Sélectionnez Maintenance Policies > Default.

Définissez la stratégie de redémarrage sur User Ack.

o w0 DN =

Sélectionnez démarrage suivant pour déléguer les fenétres de maintenance aux administrateurs de
serveur.
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Cliquez sur Save Changes.

Cliquez sur OK pour accepter la modification.

Créer des modéles vNIC

Pour créer plusieurs modéles de cartes réseau virtuelles (vVNIC) pour I'environnement Cisco UCS, suivez les
procédures décrites dans cette section.

@ Quatre modéles vNIC au total sont créés.

Créer des vNIC d’infrastructure

Pour créer une vNIC d’infrastructure, procédez comme suit :

—_
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16.
17.

. Dans Cisco UCS Manager, cliquez sur LAN sur la gauche.
. Sélectionnez stratégies > racine.
. Cliquez avec le bouton droit de la souris sur modeles vNIC.

. Sélectionnez Créer un modeéle vNIC.

Entrez Site-XX-vNIC_ A Comme nom de modele vNIC.

. Sélectionnez mettre a jour le modéle comme type de modele.

. Pour I'D de structure, sélectionnez Fabric A.

. Assurez-vous que I'option Activer le basculement n’est pas sélectionnée.
. Sélectionnez modéle principal pour Type de redondance.

. Laissez le modeéle de redondance par pair défini sur <not set>.

. Sous cible, assurez-vous que seule 'option carte est sélectionnée.

. Réglez Native-VLAN En tant que VLAN natif.

. Sélectionnez Nom vNIC pour la source CDN.

. Pour MTU, saisissez 9000.

. Sous VLAN autorisés, sélectionnez Native-VLAN, Site-XX-IB-MGMT, Site-XX-NFS,

VM-Traffic, Et site-XX-vMotion. Utilisez la touche Ctrl pour effectuer cette sélection multiple.
Cliquez sur Sélectionner. Ces VLAN doivent maintenant apparaitre sous certains VLAN.

Dans la liste Pool MAC, sélectionnez MAC Pool A.

Site-XX-
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18. Dans la liste Stratégie de contrdle du réseau, sélectionnez Pool-A.

19. Dans la liste Stratégie de contréle du réseau, sélectionnez Activer-CDP-LLDP.
20. Cliquez sur OK pour créer le modele vNIC.

21. Cliquez sur OK.
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Pour créer le modéle de redondance secondaire Infra-B, procédez comme suit :

1. Dans Cisco UCS Manager, cliquez sur LAN sur la gauche.
Sélectionnez stratégies > racine.

Cliquez avec le bouton droit de la souris sur modeles vNIC.
Sélectionnez Créer un modele vNIC.

Entrez "Site-XX-vNIC_B ‘comme nom de modéle vNIC.
Sélectionnez mettre a jour le modéle comme type de modéle.

Pour I'ID de structure, sélectionnez Fabric B.

© N o g &~ WD

Sélectionnez I'option Activer le basculement.

La sélection du basculement est une étape essentielle pour améliorer le temps de
@ basculement de liaison en le gérant au niveau matériel et pour éviter tout risque de
défaillance de carte réseau non détectée par le commutateur virtuel.
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9. Sélectionnez modéle principal pour Type de redondance.
10. Laissez le modéle de redondance par pair défini sur vNIC Template A.
11. Sous cible, assurez-vous que seule 'option carte est sélectionnée.
12. Réglez Native-VLAN En tant que VLAN natif.
13. Sélectionnez Nom vNIC pour la source CDN.
14. Pour MTU, entrez 9000.

15. Sous VLAN autorisés, sélectionnez Native-VLAN, Site-XX-IB-MGMT, Site-XX-NFS, Site-XX-
VM-Traffic, Et site-XX-vMotion. Utilisez la touche Ctrl pour effectuer cette sélection multiple.

16. Cliquez sur Sélectionner. Ces VLAN doivent maintenant apparaitre sous certains VLAN.
17. Dans la liste Pool MAC, sélectionnez MAC Pool B.

18. Dans la liste Stratégie de contrble réseau, sélectionnez Pool-B.

19. Dans la liste Stratégie de contrdle du réseau, sélectionnez Activer-CDP-LLDP.

20. Cliquez sur OK pour créer le modéle vNIC.

21. Cliquez sur OK.
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Créez des VNIC iSCSI

Pour créer des vNIC iSCSI, procédez comme suit :

1. Sélectionnez LAN sur la gauche.
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Sélectionnez stratégies > racine.

Cliquez avec le bouton droit de la souris sur modéles vNIC.

Sélectionnez Créer un modele vNIC.

Entrez Site- 01-isCSI_A Comme nom de modele vNIC.

Sélectionnez structure A. Ne sélectionnez pas I'option Activer le basculement.
Laissez le type de redondance défini sur sans redondance.

Sous cible, assurez-vous que seule 'option carte est sélectionnée.
Sélectionnez mise a jour du modele pour le type de modele.

Sous VLAN, sélectionnez uniquement site- 01-iSCSI_A_VLAN.

. Sélectionnez site- 01-iISCSI_A_VLAN comme VLAN natif.

. Laissez le nom vNIC défini pour la source CDN.

. Sous MTU, saisissez 9000.

. Dans la liste Pool MAC, sélectionnez MAC-Pool-A.

. Dans la liste Stratégie de contrble du réseau, sélectionnez Activer-CDP-LLDP.
. Cliquez sur OK pour terminer la création du modele vNIC.

. Cliquez sur OK.

LAM | Policies | root | wMIC Temnplates | ohNIC Template Site_00_ISCSI-A

\ctions Properties

Connection Policies



18.
19.
20.
21.
22.
23.
24,
25.
26.
27.
28.

29.
30.
31.

32.
33.

Sélectionnez LAN sur la gauche.

Sélectionnez stratégies > racine.

Cliquez avec le bouton droit de la souris sur modeles vNIC.

Sélectionnez Créer un modele vNIC.

Entrez Site- 01-iSCSI_B Comme nom de modéle vNIC.

Sélectionnez structure B. Ne sélectionnez pas I'option Activer le basculement.
Laissez le type de redondance défini sur sans redondance.

Sous cible, assurez-vous que seule I'option carte est sélectionnée.
Sélectionnez mise a jour du modéle pour le type de modéle.

Sous VLAN, sélectionnez uniquement Site- 01-iSCSI B VLAN.
Sélectionnez Site- 01-iSCSI_B VLAN En tant que VLAN natif.

Laissez le nom vNIC défini pour la source CDN.

Sous MTU, saisissez 9000.

Dans la liste Pool MAC, sélectionnez MAC-Pool1-B.

Dans la liste Stratégie de contrble du réseau, sélectionnez Enable-CDP-LLDP.
Cliquez sur OK pour terminer la création du modéle vNIC.

Cliquez sur OK.
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Créez une stratégie de connectivité LAN pour le démarrage iSCSI

Cette procédure s’applique a un environnement Cisco UCS dans lequel deux LIF iSCSI sont au nceud du
cluster 1 (iscsi 1if0Olaetiscsi 1if01b) Et deux LIF iSCSI sont sur le nceud de cluster 2

(iscsi 1ifO2aetiscsi 1i£02b). On suppose également que les LIF A sont connectées a
'environnement Fabric A (Cisco UCS 6324 A) et que B sont connectées a I'environnement Fabric B (Cisco
UCS 6324 B).

Pour configurer la stratégie de connectivité LAN de I'infrastructure requise, procédez comme suit :

—_

Dans Cisco UCS Manager, cliquez sur LAN sur la gauche.

Sélectionnez LAN > stratégies > racine.

Cliquez avec le bouton droit de la souris sur stratégies de connectivité LAN.
Sélectionnez Créer une stratégie de connectivité LAN.

Entrez Site-XX-Fabric-A comme nom de la regle.

Cliquez sur 'option Ajouter en haut pour ajouter un vNIC.

Dans la boite de dialogue Créer vNIC, entrez Site-01-vNIC-2A Comme nom du vNIC.

Sélectionnez I'option utiliser le modele vNIC.

© ® N o o c w0 N

Dans la liste modéle VNIC, sélectionnez vNIC Template A.
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11

12
13
14
15
16
17
18
19
20
21
22
23
24

. Dans la liste déroulante adapter Policy, sélectionnez VMware.

. Cliquez sur OK pour ajouter cette vNIC a la stratégie.

Modify vNIC ?

Mame  Site-07-vMNIC-A
Use yNiC Termplate; €

vIIG Termpdafe : | wMIC_Tamplata_& ¥

Adaptar Porformance Profdo

Adanter Policy ViV W

Comnection Policies

. Cliquez sur 'option Ajouter en haut pour ajouter un vNIC.

. Dans la boite de dialogue Créer vNIC, entrez Site-01-vNIC-B Comme nom du vNIC.
. Sélectionnez I'option utiliser le modeéle vNIC.

- Dans la liste modele vNIC, sélectionnez vNIC Template B.

. Dans la liste déroulante adapter Policy, sélectionnez VMware.

. Cliquez sur OK pour ajouter cette vNIC a la stratégie.

. Cliquez sur I'option Ajouter en haut pour ajouter un vNIC.

. Dans la boite de dialogue Créer vNIC, entrez Site-01- iSCSI-A Comme nom du vNIC.
. Sélectionnez 'option utiliser le modéle vNIC.

. Dans la liste modéle vNIC, sélectionnez Site-01-iSCSI-A.

. Dans la liste déroulante adapter Policy, sélectionnez VMware.

. Cliquez sur OK pour ajouter cette vNIC a la stratégie.

. Cliquez sur 'option Ajouter en haut pour ajouter un vNIC.
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25.

26.
27.
28.
29.
30.
31.
32.

33.

35.

36.
37.

270

Dans la boite de dialogue Créer vNIC, entrez Site-01-1SCSI-B Comme nom du vNIC.
Sélectionnez I'option utiliser le modéle vNIC.

Dans la liste modele vNIC, sélectionnez Site-01-1SCSI-B.

Dans la liste déroulante adapter Policy, sélectionnez VMware.

Cliquez sur OK pour ajouter cette vNIC a la stratégie.

Développez I'option Ajouter vNIC iSCSI.

Cliquez sur I'option Ajouter moins dans I'espace Ajouter vNIC iSCSI pour ajouter le vNIC iSCSI.

Dans la boite de dialogue Créer une vNIC iSCSI, entrez Site-01-1SCSI-A Comme nom du vNIC.

Sélectionnez Overlay VNIC as Site-01-iSCSI-A.

. Laissez 'option de stratégie de carte iISCSI sur non défini.

Sélectionnez le VLAN comme Site-01-1SCSI-Site-A (natif).
Sélectionnez aucun (utilisé par défaut) comme affectation d’adresse MAC.

Cliquez sur OK pour ajouter le vNIC iSCSI a la stratégie.



38.
39.

40.
41.
42.

43.

45.

X

Modify ISCSI vNIC

Name . Site-01-I1SCSI-A
Overlay vNIC : | Site-01-ISCSI-A v

ISCSI Adapter Policy : | <notset> ¥ Create iSCS| Adapter Policy

VLAN ! |Site_01_ISCSI-A (native) v
iSCSI MAC Address

MAC Address Assignment: Select(None used by default)

Create MAC Pool

Cliquez sur 'option Ajouter moins dans I'espace Ajouter vNIC iSCSI pour ajouter le vNIC iSCSI.

Dans la boite de dialogue Créer une vNIC iSCSI, entrez Site-01-1SCSI-B Comme nom du vNIC.
Sélectionnez Overlay vNIC comme site-01-iSCSI-B.

Laissez I'option de stratégie de carte iSCSI sur non défini.

Sélectionnez le VLAN comme Site-01-1SCSI-Site-B (natif).

Sélectionnez aucun (utilisé par défaut) comme affectation d’adresse MAC.

Cliquez sur OK pour ajouter le vNIC iSCSI a la stratégie.

Cliquez sur Save Changes.
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Créez une politique vMedia pour le démarrage d’installation de VMware ESXi 6.7U1

Lors des étapes de configuration de NetApp Data ONTAP, un serveur Web HTTP est requis pour héberger
NetApp Data ONTAP et les logiciels VMware. La politique vMedia créée ici correspond a VMware ESXi 6. 7U1
ISO vers le serveur Cisco UCS pour démarrer I'installation ESXi. Pour créer cette stratégie, procédez comme
suit :

—_

. Dans Cisco UCS Manager, sélectionnez serveurs sur la gauche.
Sélectionnez stratégies > racine.

Sélectionnez stratégies vMedia.

Cliquez sur Ajouter pour créer une nouvelle stratégie vMedia.
Nommez la régle ESXi-6.7U1-HTTP.

Entrez les montages ISO pour ESXi 6.7U1 dans le champ Description.
Sélectionnez Oui pour essayer a nouveau en cas d’échec du montage.
Cliquez sur Ajouter.

Nommez le mount ESXi-6.7U1-HTTP.

© © N o g &~ WD
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Sélectionnez le type de périphérique CDD.

—_
—_

. Sélectionnez le protocole HTTP.

N
N

. Entrez I'adresse IP du serveur Web.

@ Les adresses IP du serveur DNS n’ont pas été saisies précédemment dans I'adresse IP
KVM. Il est donc nécessaire d’entrer I'adresse IP du serveur Web au lieu du nom d’héte.

13. Entrez vMware-VMvisor-Installer-6.7.0.update01-10302608.x86 64.iso Comme nom de
fichier distant.

Cette norme ISO VMware ESXi 6.7U1 peut étre téléchargée a partir de "Téléchargements VMware".

14. Entrez le chemin du serveur Web vers le fichier ISO dans le champ chemin distant.
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15. Cliquez sur OK pour créer le montage vMedia.

16. Cliquez sur OK, puis de nouveau sur OK pour terminer la création de la stratégie vMedia.
Pour tous les nouveaux serveurs ajoutés a I'environnement Cisco UCS, le modéle de profil de service
vMedia peut étre utilisé pour installer 'héte ESXi. Lors du premier démarrage, 'héte démarre dans le

programme d’installation ESXi car le disque SAN monté est vide. Une fois ESXi installé, le vMedia n’est
pas référencé tant que le disque d’amorcgage est accessible.

Create vMedia Mount

Nario ESXi-6.7U1-HTTP
Dhascripdion

Deviee Type

Protocol o CIFS (8 HTTP L HTTPS |

Hoasmame/ P Address - 172 1807.30

[imegpe Mame Varfable - [(8) Nane | Serviee Brafie Name

Remate File VMware-YMyisor-Instabier-6.7 0 updsted 1-103026( |
Remote Aath ntt://172,18,7 30/seahawksvSohare/

| Jreemrrae

Fagaward

Fo=riap on Ejact

Créer une stratégie de démarrage iSCSI

La procédure décrite dans cette section s’applique a un environnement Cisco UCS dans lequel deux interfaces
logiques iISCSI (LIF) se trouvent sur le noceud de cluster 1 (iscsi 1ifOlaetiscsi 1if01b) Et deux LIF
iISCSI sont sur le noeud de cluster 2 (iscsi 1if02aetiscsi 1if02b). On suppose également que les LIF
A sont connectées a la structure A (Cisco UCS Fabric Interconnect A) et que les LIF B sont connectées a la
structure B (Cisco UCS Fabric Interconnect B).

@ Une politique d’amorgage est configurée dans cette procédure. La stratégie configure la cible
principale a étre iscsi 1if0la.

Pour créer une regle de démarrage pour I'environnement Cisco UCS, procédez comme suit :

1. Dans Cisco UCS Manager, cliquez sur serveurs sur la gauche.
2. Sélectionnez stratégies > racine.

3. Cliquez avec le bouton droit de la souris sur stratégies de démarrage.
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Sélectionnez Créer une stratégie de démarrage.

Entrez Site-01-Fabric-A comme nom de la politique de boot.

Facultatif : saisissez une description pour la stratégie de démarrage.

Conservez I'option redémarrer lors de la modification de I'ordre de démarrage désactivée.
Le mode d’amorgage est hérité.

Développez le menu déroulant périphériques locaux et sélectionnez Ajouter CD/DVD distants.

© © © N o o k&

Développez le menu déroulant vNIC iSCSI et sélectionnez Ajouter démarrage iSCSI.

11. Dans la boite de dialogue Ajouter un démarrage iSCSI, entrez Site-01-iSCSI-A. Cliquez sur OK.
12. Sélectionnez Ajouter démarrage iSCSI.

13. Dans la boite de dialogue Ajouter un démarrage iSCSI, entrez Site-01-iSCSI-B. Cliquez sur OK.

14. Cliquez sur OK pour créer la stratégie.
Propeaertias for: Boot Policy Site-01-Fabric—-»A
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Créer un modéle de profil de service

Dans cette procédure, un modeéle de profil de service pour les hétes Infrastructure ESXi est créé pour
'amorgage Fabric A.

Pour créer le modele de profil de service, procédez comme suit :

1. Dans Cisco UCS Manager, cliquez sur serveurs sur la gauche.
Sélectionnez modéles de profil de service > racine.

Cliquez avec le bouton droit de la souris sur root.

A w0 DN

Sélectionnez Créer un modéle de profil de service pour ouvrir I'assistant Créer un modéle de profil de
service.

5. Entrez VvM-Host-Infra-iSCSI-A comme nom du modéle de profil de service. Ce modéle de profil de
service est configuré pour démarrer a partir du nceud de stockage 1 sur la structure A.
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6. Sélectionnez I'option mise a jour du modéle.

7. Sous UUID, sélectionnez UUID Pool Comme pool UUID. Cliquez sur Suivant.

Create Sennce Proble Templole ¥ =
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Configurer le provisionnement du stockage

Pour configurer le provisionnement du stockage, procédez comme suit :

1. Si vous disposez de serveurs sans disque physique, cliquez sur Stratégie de configuration du disque local
et sélectionnez la stratégie de stockage local d’amorgage SAN. Sinon, sélectionnez la stratégie de
stockage local par défaut.

2. Cliquez sur Suivant.

Configurer les options de mise en réseau

Pour configurer les options de mise en réseau, procédez comme suit :
1. Conservez le parameétre par défaut de la stratégie de connexion vNIC dynamique.
2. Sélectionnez I'option utiliser la stratégie de connectivité pour configurer la connectivité LAN.
3. Sélectionnez iISCSI-Boot dans le menu déroulant Stratégie de connectivité LAN.

4. Sélectionnez ION Pool Dans attribution de nom d'initiateur. Cliquez sur Suivant.
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Configurez la connectivité SAN

Pour configurer la connectivité SAN, procédez comme suit :

< Prev Next = m Canoel

1. Pour les vHBA, sélectionnez non pour le mode de configuration de la connectivité SAN. option.

2. Cliquez sur Suivant.

Configurer la segmentation

Pour configurer le zoning, cliquez simplement sur Next (Suivant).

Configurez le positionnement vNIC/HBA

Pour configurer le placement de vNIC/HBA, procédez comme suit :

1. Dans la liste déroulante Sélectionner un placement, laissez la régle de placement comme laisser le

2. Cliquez sur Suivant.

systeme effectuer un placement.

Configurez la stratégie vMedia

Pour configurer la stratégie vMedia, procédez comme suit :

1. Ne sélectionnez pas de stratégie vMedia.

2. Cliquez sur Suivant.
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Configurer I'ordre de démarrage du serveur

Pour configurer I'ordre de démarrage du serveur, procédez comme suit :

1. Sélectionnez Boot-Fabric-A Pour la stratégie d’'amorgage.

Create Service Profile Template

Opticnally specify the boot pelicy for this scrvice profile tomplac

ldentify Service Profile
Template
Scloct a boot pofcy.
Storage Provisioning Boot Poficy) ilaet -Falnic-& » & Eieslk
Mlsmc : Site-01-Fabric-A
Metworking
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Reckoot on Boot Order Chancs @ Ne
SAN Comneetivity e R HBANE S M- Yes

Legaoy
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The fyjie [jmanytaecondy) does
The effectivic onder of ool dovice
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5 fee— LT ~ESC S A T AR
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Operational Paolicies

2. Dans I'ordre Boor, sélectionnez Site-01- iSCSI-A.
3. Cliquez sur définir les parameétres de démarrage iSCSI.

4. Dans la boite de dialogue définir les parameétres de démarrage iSCSI, laissez I'option profil
d’authentification ne pas étre définie, sauf si vous avez créé un profil adapté a votre environnement de
maniére indépendante.

5. Laissez la boite de dialogue attribution du nom de Il'initiateur non définie pour utiliser le nom unique de
linitiateur du profil de service défini dans les étapes précédentes.

Réglez isCSI_IP Pool A Comme stratégie d’adresse IP de l'initiateur.

Sélectionnez I'option iISCSI Static Target interface (interface cible statique iSCSI).

Cliquez sur Ajouter.

© © N ©

Entrez le nom de la cible iISCSI. Pour obtenir le nom de la cible iSCSI d’'Infra-SVM, connectez-vous a
l'interface de gestion du cluster de stockage et exécutez le iscsi show commande.
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10. Entrez 'adresse IP de iscsi 1if 02a Pour le champ adresse IPv4.

Create iISCSI| Static Target

IBCSI Tanget Mame qn. 1992 -08.com.netapp:

Priciity 1

Post 1 3260

Authentication Frofile © | «net set> » Create ISCS! Authentication Profils
Pvd Address T8 108, 10,64

LLIN 1D 0

4

11. Cliquez sur OK pour ajouter la cible statique iSCSI.
12. Cliquez sur Ajouter.
13. Entrez le nom de la cible iSCSI.

14. Entrez 'adresse IP de iscsi_1if 0la Pourle champ adresse IPv4.

Create iSCSI Static Target

ISCS] Target Mame ign_1992-08.com natapp::

Priority s

Paori ;| 3260

Authentication Profile cnot el ¥ Creste (SCS1 Aty
IPvd Address 162 168 10.61

LUN D 0

sl Profie

Cancel

15. Cliquez sur OK pour ajouter la cible statique iSCSI.
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16.
17.
18.

19.

20.
21.
22,
23.

Set 15051 Bootl Parameters T X

Hame - ISCH-A-vHIG

Mathertication Proie Spol i W ¥ Gl o Faithmr
Inflaios Rame
S e ASEGNET  nof gl W

WARNING: The dsslocted pool doss o cortan vy avasiabile srites
Wit can Sboct £, Bud b = recommendhed thal you sdd ertiies B it

Iniiates Addinas.

et P Adkciess Policy. (G081 @ Pool AMTZAE »

el Aadinss oLoan
vt bk 55255 7550
Dl Oateway - 00000
Pramary DNS LLBD
Sevorday DS | QUOULD

The I acdress will e aubamabosily ansgned fiom e selectod pool

BSOS Sanhe Taroi Inmsacs SCS Aidte Taieel intotfate

STy P Aamerbcamon Fro. G058 P Agdrens. LUN D

g 1092-08.2

by, V0GR -l 2 : FLr i3 1 A

Les adresses IP cibles ont été placées en premier avec le nceud de stockage 02 IP et le

@ nceud de stockage 01 IP seconde. Cela suppose que la LUN de démarrage se trouve sur le
nceud 01. L’'héte démarre en utilisant le chemin d’accés au nceud 01 si 'ordre dans cette
procédure est utilisé.

Dans 'ordre de démarrage, sélectionnez iSCSI-B-vNIC.
Cliquez sur définir les parameétres de démarrage iSCSI.

Dans la boite de dialogue définir les parameétres de démarrage iISCSI, laissez I'option profil
d’authentification non définie, sauf si vous avez créé un profil adapté a votre environnement de maniére
indépendante.

Laissez la boite de dialogue attribution du nom de l'initiateur non définie pour utiliser le nom unique de
linitiateur du profil de service défini dans les étapes précédentes.

Réglez isCSI_IP Pool B En tant que stratégie d’adresse IP de l'initiateur.
Sélectionnez I'option iISCSI Static Target interface.

Cliquez sur Ajouter.

Entrez le nom de la cible iSCSI. Pour obtenir le nom de la cible iSCSI d’'Infra-SVM, connectez-vous a
l'interface de gestion du cluster de stockage et exécutez le iscsi show commande.
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24. Entrez l'adresse IP de iscsi 1if 02b Pourle champ adresse IPv4.

Create iSCSI Static Target ?
ISCS! Tanget Narms on. 1992 -08.com. netapp
1
g 3260
¥, L]
Addiness [

25. Cliquez sur OK pour ajouter la cible statique iISCSI.
26. Cliquez sur Ajouter.
27. Entrez le nom de la cible iISCSI.

28. Entrez I'adresse IP de iscsi 1if 01b Pourle champ adresse IPv4.

Create iISCSI| Static Target ?
SCS! Tanget Moy g 1992 -08. com. netapp::
F 2
= 3260
[ It aaf v
IPvd Acd
LL L o
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29. Cliquez sur OK pour ajouter la cible statique iSCSI.

Set iSCS| Boot Parameters L I

Lot 3008 Sofhe Pl

WARNING: [he sehecto gool dows 1ol contm ary avalstibs eries
Wina T BEECT L Dt o o FOC T 1hal won ikl et 1 i

hiAlator Acfbrmen

vt 2 Adidress, Pobey| (G550 _Pool B12hE) ¥

Pl Aafdreics 000
St Bk 255.255.255.0
Deetautt Castewery  0.0.0,0
Prurisey DNS 0.0.0.0
Secondary DS 00000

(=]

Ml Indliamr Artirs
Thes B gcicirems will b unomabcaly Exsaned frmm the selected pos

w1 ISE5] Sene Tengel Inbisfaco S5 Augsy Taipet nleifech

N Pr sty Poxt Aushenteation Pri.  (B000 OWE Address LS
e V52 -0B. e I T
lgn E2-00e 3 AT IO VGE HLEY H
£ Duleta i) inie

Minimum one instance of ISCS! Sistic Target interface aed manimam hwo ane allowed.

30. Cliquez sur Suivant.

Configurer la stratégie de maintenance

Pour configurer la stratégie de maintenance, procédez comme suit :

1. Définissez la stratégie de maintenance sur valeur par défaut.
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2. Cliquez sur Suivant.

Configurer I'affectation des serveurs
Pour configurer I'affectation du serveur, procédez comme suit :
1. Dans la liste Pool Assignment (affectation de pool), sélectionnez Infra-Pool.

2. Sélectionnez Down comme état d’alimentation a appliquer lorsque le profil est associé au serveur.

3. Développez gestion du micrologiciel en bas de la page et sélectionnez la stratégie par défaut.
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4. Cliquez sur Suivant.

Configuration des stratégies opérationnelles

Pour configurer les stratégies opérationnelles, procédez comme suit :

1. Dans la liste déroulante Stratégie du BIOS, sélectionnez VM-Host.

2. Développez Configuration de la stratégie de contréle de I'alimentation et sélectionnez No-Power-Cap dans
la liste déroulante Stratégie de contrdle de I'alimentation.

et Sernce Prohle Termplale L

Ty oo Ty $ W Tl i [ W ™ (s e

3. Cliquez sur Terminer pour créer le modéle de profil de service.

4. Cliquez sur OK dans le message de confirmation.

Créer un modéle de profil de service compatible vMedia

Pour créer un modéle de profil de service avec vMedia activé, procédez comme suit :

1. Connectez-vous a UCS Manager et cliquez sur serveurs sur la gauche.

Sélectionnez modeles de profil de service > racine > modeéle de service VM-Host-Infra-iSCSI-A.
Cliquez avec le bouton droit de la souris sur VM-Host-Infra-iSCSI-A et sélectionnez Créer un clone.
Nommez le clone VM-Host-Infra-iSCSI-A-vM.

Sélectionnez le nouveau VM-Host-Infra-iISCSI-A-VM et sélectionnez I'onglet vMedia Policy a droite.
Cliquez sur Modifier la stratégie vMedia.

Sélectionnez ESXi-6. 7U1-HTTP vMedia Policy et cliquez sur OK.

Cliquez sur OK pour confirmer.

® N o g M WD

Créer des profils de service

Pour créer des profils de service a partir du modele de profil de service, procédez comme suit :

1. Connectez-vous a Cisco UCS Manager et cliquez sur serveurs sur la gauche.

2. Développez serveurs > modéles de profil de service > racine > modéle de service <nom>.
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3. Dans actions, cliquez sur Créer un profil de service a partir d’un modeéle et effectuez les étapes suivantes :
a. Entrez Site- 01-Infra-0 comme préfixe de nom.
b. Entrez 2 comme nombre d’instances a créer.

c. Sélectionnez racine en tant qu’org.

d. Cliquez sur OK pour créer les profils de service.

- Properties 0 x

Create Service Profiles From Template 7

Hama Brafoc is”ﬂt-ﬂ'}-l‘!ﬂ‘ﬁ'ﬂ

memper (2 |=]

Org '.n':-_n:-: |-._-'
Org Insiance:  oro-robl

[ oK. || Ckes |

4. Cliquez sur OK dans le message de confirmation.

3. Vérifiez que les profils de service Site-01-Infra-01 et Site-01-Infra-02 ont été créés.

@ Les profils de service sont automatiquement associés aux serveurs des pools de serveurs
qui leur sont attribués.

Partie 2 de la configuration du stockage : démarrage des LUN et des groupes initiateurs
Configuration du stockage de démarrage ONTAP

Créer des groupes initiateurs

Pour créer des groupes initiateurs, effectuez la procédure suivante :

1. Lancer les commandes suivantes depuis la connexion SSH du nceud de gestion du cluster :
igroup create -vserver Infra-SVM -igroup VM-Host-Infra-01 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-0l-ign>
igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-02 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-02-ign>

igroup create -vserver Infra-SVM -igroup MGMT-Hosts -protocol iscsi
—ostype vmware —-initiator <vm-host-infra-0l1-ign>, <vm-host-infra-02-ign>

@ Utilisez les valeurs indiquées dans les tableaux 1 et 2 pour les informations IQN.
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2.

Pour afficher les trois igroups qui viennent de étre créés, exécutez le igroup show commande.

Mappez les LUN de démarrage sur les igroups

Pour mapper les LUN de démarrage sur des igroups, effectuez I'étape suivante :

1.

Depuis la connexion SSH de gestion du cluster de stockage, exécuter les commandes suivantes :

lun map —-vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- A
—igroup VM-Host-Infra-01 -lun-id Olun map -vserver Infra-SVM -volume
esxi boot -lun VM-Host-Infra- B -igroup VM-Host-Infra-02 -lun-id O

Procédure de déploiement de VMware vSphere 6.7U1

Cette section décrit les procédures d’installation de VMware ESXi 6.7U1 dans une configuration FlexPod
Express. Une fois les procédures terminées, deux hotes ESXi démarrés sont provisionnés.

Il existe plusieurs méthodes pour installer ESXi dans un environnement VMware. Ces procédures portent sur
l'utilisation de la console KVM intégrée et des fonctionnalités de support virtuel de Cisco UCS Manager pour
mapper le support d’installation a distance a des serveurs individuels et se connecter a leurs LUN de
démarrage.

Téléchargez I'image personnalisée Cisco pour ESXi 6.7U1

Si I'image personnalisée VMware ESXi n’a pas été téléchargée, procédez comme suit pour terminer le
téléchargement :

1.
2.
3.

Cliquez sur le lien suivant : VMware vSphere Hypervisor (ESXi) 6.7U1.
Vous avez besoin d’un ID utilisateur et d’'un mot de passe "vmware.com" pour télécharger ce logiciel.

Téléchargez le .iso fichier.

Cisco UCS Manager

Cisco UCS IP KVM permet a I'administrateur de commencer l'installation du systéme d’exploitation via un
support distant. |l est nécessaire de se connecter a I'environnement Cisco UCS pour exécuter IP KVM.

Pour vous connecter a I'environnement Cisco UCS, procédez comme suit :

1.

Ouvrez un navigateur Web et entrez I'adresse IP de I'adresse de cluster Cisco UCS. Cette étape lance
I'application Cisco UCS Manager.

Cliquez sur le lien lancer UCS Manager sous HTML pour lancer I'interface graphique HTML 5 UCS
Manager.

3. Sivous étes invité a accepter les certificats de sécurité, acceptez-les si nécessaire.

Entrez-le lorsque vous y étes invité admin comme nom d’utilisateur et saisissez le mot de passe
d’administration.

Pour vous connecter a Cisco UCS Manager, cliquez sur connexion.
Dans le menu principal, cliquez sur serveurs sur la gauche.

Sélectionnez serveurs > profils de service > racine > VM-Host-Infra-01.
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8.

9.
10.

1.
12.

Cliquez avec le bouton droit de la souris VM-Host-Infra-01 Et sélectionnez Console KVM.
Suivez les invites pour lancer la console KVM basée sur Java.

Sélectionnez serveurs > profils de service > racine > VM-Host-Infra-02.

Cliquez avec le bouton droit de la souris VM-Host-Infra-02. Et sélectionnez Console KVM.

Suivez les invites pour lancer la console KVM basée sur Java.

Configuration de I'installation de VMware ESXi

Hoétes ESXi VM-hobte-Infra-01 et VM-hobte- Infra-02

Pour préparer le serveur a l'installation du systéme d’exploitation, procédez comme suit sur chaque hote ESXi

N o g~ W N

. Dans la fenétre KVM, cliquez sur Virtual Media.
. Cliquez sur Activer les périphériques virtuels.
. Si vous étes invité a accepter une session KVM non chiffrée, acceptez-la si nécessaire.

. Cliquez sur Média virtuel et sélectionnez carte CD/DVD.

Accédez au fichier image ISO du programme d’installation ESXi et cliquez sur Ouvrir.

. Cliquez sur mapper le périphérique.

. Cliquez sur I'onglet KVM pour contréler le démarrage du serveur.

Installer ESXi

Hoétes ESXi VM-hobte-Infra-01 et VM-hote-Infra-02

Pour installer VMware ESXi sur le LUN de démarrage iSCSI des hotes, effectuez les étapes suivantes sur
chaque hote :

1.
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Démarrez le serveur en sélectionnant Boot Server et en cliquant sur OK. Cliquez ensuite de nouveau sur
OK.

. Lors du redémarrage, la machine détecte la présence du support d’installation VMware ESXi. Sélectionnez

le programme d’installation ESXi dans le menu de démarrage qui s’affiche.

. Une fois le chargement du programme d’installation terminé, appuyez sur entrée pour poursuivre

I'installation.

. Lisez et acceptez le contrat de licence de I'utilisateur final (CLUF). Appuyez sur F11 pour accepter et

continuer.

. Sélectionnez le LUN précédemment configuré comme disque d’installation pour ESXi et appuyez sur

entrée pour poursuivre linstallation.

. Sélectionnez la disposition de clavier appropriée et appuyez sur entrée.
. Saisissez et confirmez le mot de passe racine, puis appuyez sur entrée.

. Le programme d’installation émet un avertissement indiquant que le disque sélectionné sera repartitionné.

Appuyez sur F11 pour poursuivre l'installation.

. Une fois l'installation terminée, sélectionnez I'onglet Média virtuel et effacez le repére P en regard du

support d’installation VMware ESXi. Cliquez sur Oui.



10.
1.

@ L'image d’'installation VMware ESXi doit étre non mappée pour s’assurer que le serveur
redémarre dans ESXi et non dans le programme d’installation.

Une fois l'installation terminée, appuyez sur entrée pour redémarrer le serveur.

Dans Cisco UCS Manager, associez le profil de service actuel au modéle de profil de service non-vMedia
pour empécher le montage de l'installation ESXi iso sur HTTP.

Configuration du réseau de gestion pour les hotes ESXi

Il est nécessaire d’ajouter un réseau de gestion pour chaque héte VMware afin de gérer ’h6te. Pour ajouter un
réseau de gestion pour les hotes VMware, procédez comme suit sur chaque héte ESXi :

Hote ESXi VM-hote-Infra-01 et VM-hote-Infra-02

Pour configurer chaque hote ESXi avec acces au réseau de gestion, procédez comme suit :

1.

© O N o O A W

10.

Une fois le redémarrage du serveur terminé, appuyez sur F2 pour personnaliser le systéeme.

. Connectez-vous en tant que root, Saisissez le mot de passe correspondant et appuyez sur entrée pour

VOuSs connecter.

. Sélectionnez Options de dépannage et appuyez sur entrée.
. Sélectionnez Activer le shell ESXi et appuyez sur entrée.

. Sélectionnez Activer SSH et appuyez sur entrée.

Appuyez sur Echap pour quitter le menu Options de dépannage.

. Sélectionnez 'option configurer le réseau de gestion et appuyez sur entrée.
. Sélectionnez cartes réseau et appuyez sur entrée.

. Vérifiez que les numéros du champ Etiquette matérielle correspondent aux numéros du champ Nom du

périphérique.

Appuyez sur entrée.

287



1.
12.
13.
14.
15.
16.
17.
18.
19.

20.
21.
22.
23.
24,
25.

26.

27.
28.
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Netuork Adapters

Select the adapters for this host’s default management netuork
connection. Use tuwo or more adapters for fault-tolerance and
load-balancing.
Device Name Harduare Label (MAC Address) Status

[X1 vmnicO Site-01-vNIC-A (...00:0a:2e) Connected (...)

[X] vmnicl Site-01-uNIC-B (...00:0b:2e) Connected (...)

[ 1 vnnic2 Site-81-1ISC... (...00:8a:3e) Connected (...)

[ 1 vonic3 Site-01-ISC... (...00:8b:3e) Connected (...)
{D> View Details <Space> Toggle Selected <Enter> 0K <Esc> Cancel

Sélectionnez I'option VLAN (facultatif) et appuyez sur entrée.

Entrez le <ib-mgmt-vlan-1id> Puis appuyez sur entrée.

Sélectionnez Configuration IPv4 et appuyez sur entrée.

Sélectionnez I'option définir I'adresse IPv4 statique et la configuration réseau a I'aide de la barre d’espace.
Entrez I'adresse IP de gestion du premier hote ESXi.

Saisissez le masque de sous-réseau du premier héte ESXi.

Saisissez la passerelle par défaut pour le premier héte ESXI.

Appuyez sur entrée pour accepter les modifications apportées a la configuration IP.

Sélectionnez I'option de configuration DNS et appuyez sur entrée.

@ Etant donné que l'adresse IP est attribuée manuellement, les informations DNS doivent
également étre saisies manuellement.

Entrez I'adresse IP du serveur DNS principal.

Facultatif : saisissez I'adresse IP du serveur DNS secondaire.

Saisissez le FQDN du premier héte ESXi.

Appuyez sur entrée pour accepter les modifications apportées a la configuration DNS.
Appuyez sur Echap pour quitter le menu configurer le réseau de gestion.

Sélectionnez Test Management Network pour vérifier que le réseau de gestion est correctement configuré
et appuyez sur entrée.

Appuyez sur entrée pour exécuter le test, appuyez a nouveau sur entrée une fois le test terminé, vérifiez
'environnement en cas d’échec.

Sélectionnez a nouveau le bouton configurer le réseau de gestion et appuyez sur entrée.

Sélectionnez I'option de configuration IPv6 et appuyez sur entrée.
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. Al'aide de la barre d’espace, sélectionnez Désactiver IPv6 (redémarrage requis) et appuyez sur entrée.
. Appuyez sur Echap pour quitter le sous-menu configurer le réseau de gestion.

. Appuyez sur y pour confirmer les modifications et redémarrer 'héte ESXi.

Réinitialiser 'adresse MAC vmkO0 du port VMkernel de I’h6te VMware ESXi (facultatif)

Hote ESXi VM-hbte-Infra-01 et VM-hbte-Infra-02

Par défaut, 'adresse MAC du port VMkernel de gestion vmkO est identique a I'adresse MAC du port Ethernet

Su

r lequel elle est placée. Sila LUN de démarrage de I'hdte ESXi est mappée a un serveur différent avec des

adresses MAC différentes, un conflit d'adresse MAC se produit car vmkO conserve I'adresse MAC attribuée,
sauf si la configuration du systéme ESXi est réinitialisée. Pour réinitialiser 'adresse MAC de vmkO en une
adresse MAC aléatoire attribuée par VMware, procédez comme suit :

1.

o]

Dans I'écran principal du menu de la console VMware ESXi, appuyez sur Ctrl-Alt-F1 pour accéder a
l'interface de ligne de commande de la console VMware. Dans le module UCSM KVM, Ctrl-Alt-F1 apparait
dans la liste des macros statiques.

Connectez-vous en tant que root.

Type esxcfg-vmknic -1 pour obtenir une liste détaillée de l'interface vmk0. VmKkO doit faire partie du
groupe de ports du réseau de gestion. Notez I'adresse IP et le masque de réseau de vmkO.

. Pour supprimer vmkO, entrez la commande suivante :

esxcfg-vmknic -d “Management Network”

. Pour ajouter de nouveau vmk0 avec une adresse MAC aléatoire, entrez la commande suivante :

esxcfg-vmknic —-a -i <vmkO-ip> -n <vmkO-netmask> “Management Network””.

Vérifiez que vmkO a été ajouté avec une adresse MAC aléatoire

esxcfg-vmknic -1

Type exit pour se déconnecter de l'interface de ligne de commande.

. Appuyez sur Ctrl-Alt-F2 pour revenir a l'interface de menu de la console VMware ESXi.

Connectez-vous aux hotes VMware ESXi avec le client hote VMware

Hote ESXi VM-héte-Infra-01

Pour vous connecter a 'h6te VM-Host-Infra-01 ESXi a 'aide du client hote VMware, procédez comme suit :

1

2
3

. Ouvrez un navigateur Web sur le poste de travail de gestion et accédez au VM-Host-Infra-01 Adresse
IP de gestion.

. Cliquez sur Ouvrir le client héte VMware.

. Entrez root pour le nom d’utilisateur.
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4. Entrez le mot de passe root.
5. Cliquez sur connexion pour vous connecter.

6. Répétez cette procédure pour vous connecter @ VM-Host-Infra-02 dans un onglet ou une fenétre de
navigateur séparé.

Installation des pilotes VMware pour la carte Cisco Virtual interface Card (VIC)

Téléchargez et extrayez le bundle hors ligne du pilote VIC VMware suivant sur la station de travail de gestion :

* Pilote nenic version 1.0.25.0

Hotes ESXi VM-hote-Infra-01 et VM-hote-Infra-02

Pour installer les pilotes VIC VMware sur I'héte VMware ESXi VM-Host-Infra-01 et VM-Host-Infra-02, procédez
comme suit :

1. Dans chaque client héte, sélectionnez Storage.

2. Cliquez avec le bouton droit de la souris sur datastore1 et sélectionnez Parcourir.

3. Dans le navigateur du datastore, cliquez sur Télécharger.

4. Accédez a 'emplacement enregistré des pilotes VIC téléchargés et sélectionnez VMW-ESX-6.7.0-nenic-
1.0.25.0-offline_bundle-11271332.zip.

5. Dans le navigateur du datastore, cliquez sur Télécharger.

6. Cliquez sur Ouvrir pour charger le fichier dans datastore1.

7. Assurez-vous que le fichier a été téléchargé sur les deux hotes ESXi.

8. Placez chaque héte en mode Maintenance, si ce n’est pas déja le cas.

9. Connectez-vous a chaque héte ESXi via ssh a partir d’'une connexion shell ou d’un terminal putty.

10. Connectez-vous en tant que root avec le mot de passe root.

11. Exécutez les commandes suivantes sur chaque héte :

esxcli software vib update -d /vmfs/volumes/datastorel/VMW-ESX-6.7.0-
nenic-1.0.25.0-offline bundle-11271332.zip
reboot

12. Connectez-vous au client héte sur chaque héte une fois le redémarrage terminé et quittez le mode
maintenance.

Configuration de ports VMkernel et du commutateur virtuel

Hoéte ESXi VM-hoéte-Infra-01 et VM-ho6te-Infra-02
Pour configurer les ports VMkernel et les commutateurs virtuels sur les hétes ESXi, procédez comme suit :

1. Dans le client hote, sélectionnez mise en réseau sur la gauche.
2. Dans le volet central, sélectionnez I'onglet commutateurs virtuels.

3. Sélectionnez vSwitchO.
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10.
1.
12.
13.
14.
15.
16.
17.
18.
19.
20.

21.
22.
23.
24,

25.
26.
27.
28.
29.
30.
31.
32.
33.

Sélectionnez Modifier les paramétres.

Remplacez la MTU par 9000.

Développer le regroupement de cartes réseau.

Dans la section ordre de basculement, sélectionnez vmnic1 et cliquez sur Marquer actif.
Vérifiez que vmnic1 a maintenant I'état actif.

Cliquez sur Enregistrer.

Sélectionnez réseau sur la gauche.

Dans le volet central, sélectionnez I'onglet commutateurs virtuels.
Sélectionnez iSssiBootvSwitch.

Sélectionnez Modifier les parametres.

Remplacez la MTU par 9000

Cliquez sur Enregistrer.

Sélectionnez I'onglet VMkernel NIC.

Sélectionnez vmk1 iScsiBootPG.

Sélectionnez Modifier les parametres.

Remplacez la MTU par 9000.

Développez les paramétres IPv4 et modifiez I'adresse IP en dehors du serveur UCS iSCSI-IP-Pool-A.

Pour éviter les conflits d’adresses IP si les adresses de pool IP iSCSI Cisco UCS doivent
@ étre réattribuées, il est recommandé d'utiliser différentes adresses IP dans le méme sous-
réseau pour les ports VMkernel iSCSI.

Cliquez sur Enregistrer.

Sélectionnez 'onglet commutateurs virtuels.

Sélectionnez le commutateur virtuel standard Add.

Indiquez un nom de iScsciBootvSwitch-B Pourle nom du vSwitch.
Définissez la MTU sur 9000.

Sélectionnez vmnic3 dans le menu déroulant Uplink 1.

Cliquez sur Ajouter.

Dans le volet central, sélectionnez I'onglet VMkernel NIC.
Sélectionnez Ajouter une carte réseau VMkernel

Spécifiez un nouveau nom de groupe de ports de iScsiBootPG-B.
Sélectionnez iSciBootvSwitch-B pour le commutateur virtuel.
Définissez la MTU sur 9000. Ne saisissez pas d’'ID de VLAN.

Sélectionnez statique pour les parametres IPv4 et développez I'option pour fournir 'adresse et le masque

de sous-réseau dans la configuration.

Pour éviter les conflits d’adresses IP, si les adresses de pool IP iSCSI Cisco UCS doivent
@ étre réattribuées, il est recommandé d'utiliser différentes adresses IP dans le méme sous-
réseau pour les ports VMkernel iSCSI.
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36.
37.
38.
39.

40.
41.
42.
43.

45.
46.
47.
48.
49.
50.
51.
52.
53.

55.

56.
57.
58.
59.
60.
61.
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Cliquez sur Créer .

Sur la gauche, sélectionnez réseau, puis sélectionnez I'onglet groupes de ports.

Dans le volet central, cliquez avec le bouton droit de la souris sur VM Network et sélectionnez Supprimer.
Cliquez sur Supprimer pour terminer la suppression du groupe de ports.

Dans le volet central, sélectionnez Ajouter un groupe de ports.

Attribuez un nom au réseau de gestion du groupe de ports et entrez <ib-mgmt-vlan-id> Dans le
champ ID VLAN, et vérifier que vSwitchO commutateur virtuel est sélectionné.

Cliquez sur Ajouter pour finaliser les modifications du réseau IB-MGMT.
En haut de la page, sélectionnez I'onglet VMkernel NIC.

Cliquez sur Ajouter une carte réseau VMkernel.

Pour Nouveau port group, entrez VMotion.

Pour le commutateur virtuel, sélectionnez vSwitchO sélectionné.

Entrez <vmotion-vlan-id> Pour I'ID VLAN.

Remplacez la MTU par 9000.

Sélectionnez Parameétres IPv4 statiques et développez Parameétres IPv4.
Entrez I'adresse IP et le masque de réseau vMotion de I'hote ESXi.
Sélectionnez la pile vMotion TCP/IP.

Sélectionnez vMotion sous Services.

Cliquez sur Créer .

Cliquez sur Ajouter une carte réseau VMkernel.

Pour Nouveau groupe de ports, entrez NFS_Share.

. Pour le commutateur virtuel, sélectionnez vSwitchO sélectionné.

Entrez <infra-nfs-vlan-id> Pour I'ID VLAN

Remplacez la MTU par 9000.

Sélectionnez Paramétres IPv4 statiques et développez Paramétres IPv4.
Entrez I'adresse IP et le masque de réseau NFS de l'infrastructure héte ESXi.
Ne sélectionnez aucun des Services.

Cliquez sur Créer .

Sélectionnez I'onglet commutateurs virtuels, puis vSwitch0. Les propriétés des NIC VMkernel vSwitchO
doivent étre similaires a 'exemple suivant :
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62. Sélectionnez I'onglet VMkernel NIC pour confirmer les cartes virtuelles configurées. Les adaptateurs
répertoriés doivent étre similaires a 'exemple suivant :

3 localhost localdomain - Networking

Port groups Virtual switches Physicatl NICs [

B8 Add WMkernal NIC a tings | (@ Refresh | Acticn:
Marme w | Portgroup w  TCF/P stack
B vmkD ﬁ Management Network 22 Default TCP/IP stack
B vk Q_ iZcsiBootPG == Default TCP/R stack
1 Rt ﬁ {SceiBootPG-B == Default TCF/IP stack
B vimk3 g MNF&_Share =% Default TCP/IP stack
k4 & Viation == Default TCF/IF stack

Configuration des chemins d’accés multiples iSCSI

Hotes ESXi VM-hote-Infra-01 et VM-ho6te-Infra-02

V¥Mkernel NICs

L¥d

Services

Management

wviation

TCP/P stacks

Firewall rules

{ Q Bearch

IPvd &ad... »  [IPvE addresses

S

172187 fe@0:225 05 ie00:a2e/B84
182.168.... feB0:225:b3f.fell;a3e/64
192.168,... fedD;: 250:56f fabd; 1248

192.168.... fefl: 25056 fe65:29a4. .
182.168.... fedD::250:536ff feBo:2650...

5 itemns

Pour configurer les chemins d’acceés multiples iSCSI sur 'héte ESXi VM-Host-Infra-01 et VM-Host-Infra-02,
procédez comme suit :

1. Dans chaque client héte, sélectionnez Storage (stockage) sur la gauche.
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2. Dans le volet central, cliquez sur cartes.

3. Sélectionnez la carte logicielle iISCSI et cliquez sur configurer iISCSI.

1 locathost.localdomaln - Storage

Datastores Adapters Devices Persistent Memaory

Canfigure ISCS1 Software ISCS1 B Rescan | (& Refresh | 4 Actiohs

Mame ~ | Model
8 vmhbal Lewisburg SATA AHCI Controller
E ymhbaf4 iSCS! Software Adapter

e
Model ISCS] Software Adapter

Driver iscsi_vimk

4. Sous cibles dynamiques, cliquez sur Ajouter une cible dynamique.

S. Saisissez I'adresse IP de iSCSI_1if0la.

“  Biatus

Unknown

Online

( Q Search

et

Diriver e
vrmw_ahci
15csl_vmk

2 Irems
4

6. Répétez I'entrée des adresses IP suivantes : iscsi 1if01lb, iscsi 1if02a,etiscsi 1if02b.

7. Cliquez sur Enregistrer la configuration.
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&2 configure ISCS1 - ymhbak4

iSCEl enabled Disabled ® Enablsd

* Name & aliag 0. 1892-08 com. ciscoiucs-host 3

¢ CHAP authentication Do ot tse CHAP

b Mutual CHAP authentication Do not uss CHAP

b Advancad settings Click to expand

Metwork port bindings 8 Add port binding

Viikarne! NIC v - Pon group w  |Pwd addrass w
Mo port bindings

Static targets Add static targst  Edit sattings (@ Sesrch )|
Targat ~ | Address ~ | Pont -
Iqn.1992-08. com. netappsn.eff200ve 3 182.168.124.3 3280
ign.1992-08 com_netapp-sn aff300:wvs 3 192 168 124 1 3260
gn. 1882-08. com.netappsn effdl0os 3 182.168.125.3 3280
ign.1992-08 . com.netappsn aff300wvs 3 192.158.125.1 3260

Dynarmic targets B3 Add dynamic target emove arpe < Hirigs (@ search )
Address ~ | Pori w
192.168.124.1 3260
182.168.125.1 3280
192:168.125.3 3260

| Save configuraiion | Cancel |
)

Pour obtenir toutes les iscsi 1if Adresses IP, connectez-vous a l'interface de gestion du cluster de
stockage NetApp et exécutez le network interface show commande.

@ L’héte réanalyse automatiquement I'adaptateur de stockage et les cibles sont ajoutées aux
cibles statiques.

Montez les datastores requis

Hoétes ESXi VM-hote-Infra-01 et VM-hote-Infra-02
Pour monter les datastores requis, procédez comme suit sur chaque hote ESXi :

1. Dans le client héte, sélectionnez Storage (stockage) sur la gauche.
2. Dans le volet central, sélectionnez datastores.
3. Dans le volet central, sélectionnez Nouveau datastore pour ajouter un nouveau datastore.

4. Dans la boite de dialogue Nouveau datastore, sélectionnez Mount NFS datastore et cliquez sur Next
(Suivant).
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1 Mew datastore

3 Ready to compleie

Select creation type

2 Provide NFS mount details

How would you like to create a datastore?

| Create new VWFS datastors
Add an extent 1o existing VMFS dalastore

Expand an existing VMFE datasiors extent

Mount NFS datastore

Creata & new datastore by mounting a remaota NFS valumea

| Back Mext || Fiish Cancel

5. Sur la page Détails du montage NFS, procédez comme suit :

a.

b.

Entrez infra datastore 1 nom du datastore.

Entrez 'adresse IP du nfs 1if01 a LIF pour le serveur NFS.

Entrez /infra datastore 1 Pour le partage NFS.
Laissez la version NFS définie sur NFS 3.

Cliquez sur Suivant.

£ Mew datastore - Infra_datastore_1 - Infra_datastore_1

+ 1 Select creation type Provide NFS mount details

2 Provide NFS mount detalls Pravide the details af the NFS share you wish ta mount

+ 3 Ready to complete

Nama | Inlra_:ﬂa:asaorej
NFS server | 182.168.104.3

NFS share | infra_datastare_1
MNFS version ®NFS 3 NFS4

6. Cliquez sur Terminer. Le datastore doit maintenant apparaitre dans la liste datastore.

7. Dans le volet central, sélectionnez Nouveau datastore pour ajouter un nouveau datastore.

8. Dans la boite de dialogue New datastore (Nouveau datastore), sélectionnez Mount NFS datastore
(installer datastore NFS) et cliquez sur Next (Suivant).
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9. Sur la page Détails du montage NFS, procédez comme suit :
a. Entrez infra datastore_ 2 nom du datastore.

b. Entrez 'adresse IP du nfs_1i£02_a LIF pour le serveur NFS.

9]

. Entrez /infra datastore_ 2 Pour le partage NFS.
d. Laissez la version NFS définie sur NFS 3.
e. Cliquez sur Suivant.

10. Cliquez sur Terminer. Le datastore doit maintenant apparaitre dans la liste datastore.

[ ] saxi-01.vikings cisco.com -!;'I.mlupu

Datastores Adaplers Davicas

i’j New datasion (kg Regisier a VM =~} Datasiore Drow per E_‘ Refrash =1

Hasse w | Dutvl Typa w  Chpicly v  Prowigionssd w  Fles w  Typa w | Thif piewiibaa._ ~  Abisag
B cataston Fon-550 THGE 385G 3558 VMIFGE Eupporied Singly
E) miEn_dalasiera_1 RAn kT 500 0B AT 1% GE 462 81 GE HF3S Sugpomed Singla
3 inka_datastioie_2 Uinknown L5068 10,75 GB 43921 GB HFS Supporied Single

11. Montez les deux datastores sur les deux hotes ESXi.

Configurez le protocole NTP sur les hotes ESXi

Hoétes ESXi VM-hote-Infra-01 et VM-hbte-Infra-02
Pour configurer le protocole NTP sur les hotes ESXi, procédez comme suit sur chaque hote :

1. Dans le client héte, sélectionnez gérer a gauche.

Dans le volet central, sélectionnez I'onglet heure et date.

Cliquez sur Modifier les paramétres.

Assurez-vous que I'option utiliser le protocole d’heure du réseau (activer le client NTP) est sélectionnée.

Utilisez le menu déroulant pour sélectionner Démarrer et Arréter avec I'hdte.

o o kc w0 BN

Saisissez les deux adresses NTP du commutateur Nexus dans la zone serveurs NTP séparés par une
virgule.
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[ Edittime configuration

Specify how the date and time of this host should e set.
I Manually configure the date and fime on this host
Em|
@ Use Metwork Time Protocol (enable NTP client}

WTF service startup policy

Start and stop with host v
WIE SEreers 10.1.156.4,10.1.156.5|
P
Separate servers with commas, e.g. 10.31.21.2, fe00:2800
Save | | Cancel
i =

7. Cliquez sur Enregistrer pour enregistrer les modifications de configuration.

8. Sélectionnez actions > service NTP > Démarrer.

9. Vérifiez que le service NTP est en cours d’exécution et que I'horloge est a présent réglée a environ I'heure
correcte

@ L’heure du serveur NTP peut varier Iégérement par rapport a 'heure de I'hbte.

Configurer le swap d’hote VMware ESXi
Hoétes ESXi VM-héte-Infra-01 et VM-hote-Infra-02

Pour configurer le swap d’héte sur les hotes VMware ESXi, procédez comme suit sur chaque hote :

1. Cliquez sur gérer dans le volet de navigation de gauche. Sélectionnez systeme dans le volet de droite et
cliquez sur Permuter.
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“I Navigator ‘|| [J ucsesxia.cie.netapp.com - Manage
x Q Host | System Hardware Licensing Packages Services Securit
Monitar Advanced settings # Editsetiings | @ Refresh
= Autostart
1 Virtual Machines 0 Efiapicd L
- Swap
E storage :I I"] " Datastore Mo
> — Time & date
~£3 Networking I 5:3
Host cache Yes
v Switchi
= iScsiBootvSwitch Local swap Yes
More networks...

2. Cliquez sur Modifier les paramétres. Sélectionnez infra swap Dans les options datastore.

| [31 Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap "
Local swap enabled ® ves @ No
Host cache enabled 8 vaz () No

Save || Cancel

3. Cliquez sur Enregistrer.

Installer le plug-in NetApp NFS 1.1.2 pour VMware VAAI
Pour installer le plug-in NetApp NFS 1. 1.2 pour VMware VAAI, effectuez les étapes suivantes.

1. Téléchargez le plug-in NetApp NFS pour VMware VAAI :
a. Accédez au "Page de téléchargement de logiciels NetApp".
b. Faites défiler I'écran et cliquez sur Plug-in NetApp NFS pour VMware VAAL.
c. Sélectionnez la plate-forme ESXi.
d. Téléchargez le bundle hors ligne (.zip) ou en ligne (.vib) du plug-in le plus récent.

2. Le plug-in NetApp NFS pour VMware VAAI est en attente de la qualification IMT avec ONTAP 9.5. Des
informations sur l'interopérabilité seront bientét disponibles sur le site NetApp IMT.

3. Installez le plug-in sur 'héte ESXi a I'aide de la CLI ESX.
4. Redémarrez I'h6éte ESXI.
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Installez VMware vCenter Server 6.7

Cette section décrit les procédures détaillées d’installation de VMware vCenter Server 6.7 dans une
configuration FlexPod Express.

CD FlexPod Express utilise VMware vCenter Server Appliance (VCSA).

Installez I'appliance de serveur VMware vCenter

Pour installer VCSA, procédez comme suit :

1. Téléchargez le VCSA. Accédez au lien de téléchargement en cliquant sur I'icdne obtenir vCenter Server
lors de la gestion de I'hn6te ESXi.

| "I Navigator ~ || [ ucsesxia.cienetapp.con
R |_L,] GetvCenter Server
Monitor —— ucses)
y Version:
{51 Virtual Machines |0 State:
E storage ;l;—*- l e
~ €3 Networking :|=q
2. Téléchargez le VCSA a partir du site de VMware.
CD Bien que l'installation de Microsoft Windows vCenter Server soit prise en charge, VMware
recommande le VCSA pour les nouveaux déploiements.

. Montez I'image ISO.

Accédez au vcsa-ui-installer > win32 répertoire. Double-cliquez sur installer.exe.
Cliquez sur installation.

Cliquez sur Suivant sur la page Introduction.

Acceptez le CLUF.

® N o g M W

Sélectionnez Embedded Platform Services Controller comme type de déploiement.
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| instzlar

vim Install - Stage 1; De appliance

Select deployment type

1 Inbroueson
Sciect the deploymen: tyor yoawant b ceofiguio oo e spplianee
2 Cnc bsel leanss agraamant
3 Select deplovment tvae For mars irtormation on degloyment tvmes, refer tg the wSphare 6.7 documentation

4 Appiance deploymens| Targe Embadded Platform Services Controfier 2
Q) voenter Server with an Embecdsd P atfcrm Services Canrallsr Applancs

t FCe Fiatform Senvlees

2t Up applEnce Vi ‘ Serviee:
Controller

u

B =rlec popoymerl siio wierler
Server

T Select datastare

g8 Conflgure metwork settings

External Platform Services Conbrodler
Flalh i it ralle:

winier Server (Reguoros Exloros! Macform Services Soolrolen PH'Z‘QI'I'I'I Services
Cetraller

& Readdy Lo omrplels slaps

Appllance

Appliance

wilantar

Server

Si nécessaire, le déploiement de contréleur de services de plateforme externe est également pris en
charge dans le cadre de la solution FlexPod Express.

9. Sur la page cible de déploiement de I'appliance, entrez I'adresse IP d’'un hote ESXi déployé, le nom
d’utilisateur root et le mot de passe root. Cliquez sur Suivant.
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3 oo e pplonce nsser L= = —

abadlin

Wm install - 5

Appliance deployment Target

Intreducuan

. . Soecity e sopliance deployment Targat settings, Toe tafgiet s the ESXI host of wianter Server inst2nce an whah t2 appliance will be
2 End usor liconse sgrecmort]
caprayed.

3 Selech deploymant e

CSX] hoat o et Serdal nams 172.18.7.208 @

Appliance deployment targst

HTTME poct A4z

5 5ot up appienme W

Usei name ot 6]

=

Selact napiayiment Aiie
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10. Définissez la machine virtuelle de I'appliance en saisissant VCSA comme nom de machine virtuelle et mot
de passe root que vous souhaitez utiliser pour le VCSA. Cliquez sur Suivant.
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12. Sélectionner infra datastore 1 datastore. Cliquez sur Suivant.
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13. Entrez les informations suivantes sur la page configurer les paramétres réseau et cliquez sur Suivant.
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a. Sélectionnez MGMT-Network comme réseau.

b. Saisissez le nom de domaine complet ou I'adresse IP a utiliser pour le VCSA.

c. Entrez 'adresse IP a utiliser.

d. Entrez le masque de sous-réseau a utiliser.

e. Saisissez la passerelle par défaut.

f. Entrez le serveur DNS.
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14. Sur la page prét a terminer I'étape 1, vérifiez que les paramétres saisis sont corrects. Cliquez sur Terminer.
Le VCSA s’installe maintenant. Ce processus prend plusieurs minutes.

15. Une fois I'étape 1 terminée, un message s’affiche indiquant qu’il est terminé. Cliquez sur Continuer pour
commencer la configuration de I'étape 2.

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services
Controller

@ You have successfully deployed the vCenter Server with an Embedded Platform Services Controller

CONTINUE

16. Sur la page Introduction de I'étape 2, cliquez sur Suivant.

17. Entrez <<var ntp_id>> Pour I'adresse du serveur NTP. Vous pouvez entrer plusieurs adresses IP NTP.

Si vous prévoyez d’utiliser la haute disponibilité de vCenter Server, assurez-vous que I'accés SSH est
active.

18. Configurez le nom de domaine SSO, le mot de passe et le nom du site. Cliquez sur Suivant.
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Notez ces valeurs pour votre référence, en particulier si vous vous écartez du vsphere.local nom de
domaine.
19. Rejoignez le programme VMware Customer Experience si nécessaire. Cliquez sur Suivant.

20. Affichez le récapitulatif de vos paramétres. Cliquez sur Terminer ou utilisez le bouton Retour pour modifier
les paramétres.

21. Un message s’affiche indiquant que vous ne pouvez pas interrompre ou arréter 'installation une fois qu’elle
a démarré. Cliquez sur OK pour continuer.

La configuration de I'appareil continue. Cette opération prend plusieurs minutes.

Un message s’affiche pour indiquer que la configuration a réussi.

@ Vous pouvez cliquer sur les liens que le programme d’installation fournit pour accéder a
vCenter Server.

Configuration de VMware vCenter Server 6.7 et de la mise en cluster vSphere

Pour configurer VMware vCenter Server 6.7 et la mise en cluster vSphere, procédez comme suit :

1. Accédez a https:/A\<<FQDN ou IP of vCenter>/vsphere-client/.
2. Cliquez sur lancer vSphere client.

3. Connectez-vous a I'aide du nom d'utilisateur adminis@vsphere.locusmabl et du mot de passe SSO que
vous avez saisi lors du processus d’installation de VCSA.

4. Cliquez avec le bouton droit de la souris sur le nom du vCenter et sélectionnez Nouveau centre de
données.

5. Entrez un nom pour le centre de données et cliquez sur OK.
Créer un cluster vSphere.
Pour créer un cluster vSphere, procédez comme suit :

1. Cliquez avec le bouton droit de la souris sur le nouveau centre de données et sélectionnez Nouveau
cluster.

2. Indiquez un nom pour le cluster.

3. Sélectionnez et activez les options HA DRS et vSphere.

4. Cliquez sur OK.
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Mame Express

Location [ Flexpod_ SeaHawks
@ DRs a©
@ vSphere HA e«

VSAN »

These services will have default settings - these can be changed later in the

Cluster Gulckstart workflow

Ajouter des hotes ESXi au cluster
Pour ajouter des hétes ESXi au cluster, procédez comme suit :

1. Sélectionnez Ajouter hote dans le menu actions du cluster.

|5 = = = (] Express ACTIGNS v

H Actlons - Exprass
v 172187123 Summary Monitor Config fis Dataste
- ) +1 add Hosts.
v [ Flexpod_SeaHawks =0
Total Progessorn
|T_I| Exprass — |- SR I MNew Wirtual Machine. ..

2. Pour ajouter un héte ESXi au cluster, procédez comme suit :
a. Entrez I'lP ou le FQDN de I'h6te. Cliquez sur Suivant.
b. Entrez le nom d’utilisateur root et le mot de passe. Cliquez sur Suivant.

c. Cliquez sur Oui pour remplacer le certificat de I'héte par un certificat signé par le serveur de certificats
VMware.

d. Cliquez sur Suivant sur la page Récapitulatif de I'héte.

e. Cliquez sur I'icéne verte + pour ajouter une licence a I’h6te vSphere.
@ Si vous le souhaitez, cette étape peut étre effectuée ultérieurement.

f. Cliquez sur Suivant pour laisser le mode de verrouillage désactivé.

g. Cliquez sur Next (Suivant) sur la page VM location.
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h. Consultez la page prét a terminer. Utilisez le bouton Retour pour effectuer des modifications ou
sélectionnez Terminer.

3. Répétez les étapes 1 et 2 pour I'héte Cisco UCS B.

Ce processus doit étre effectué pour tout hoéte supplémentaire ajouté a la configuration FlexPod Express.

Configurer coredump sur les hotes ESXi

Configuration du collecteur de vidage ESXi pour les hétes démarrés iSCSI

Les hotes ESXi démarrés avec iSCSI a I'aide de l'initiateur logiciel VMware iSCSI doivent étre configurés pour
effectuer des vidages principaux vers le collecteur de vidage ESXi intégré a vCenter. Le collecteur de vidage
n’est pas activé par défaut sur I'appliance vCenter. Cette procédure doit étre exécutée a la fin de la section
déploiement vCenter. Pour configurer le collecteur de vidage ESXi, procédez comme suit :

1. Connectez-vous au client Web vSphere sous la forme administrator@vsphere.lockub et sélectionnez
Home.

Dans le volet central, cliquez sur Configuration du systéme.

Dans le volet de gauche, sélectionnez Services.

Sous Services, cliquez sur VMware vSphere ESXi Dump Collector.

Dans le volet central, cliquez sur l'icbne de démarrage verte pour démarrer le service.

Dans le menu actions, cliquez sur Modifier le type de démarrage.

Sélectionnez automatique.

Cliquez sur OK.

© ® N o g &~ WD

Connectez-vous a chaque héte ESXi en utilisant ssh comme root.

-
©

Exécutez les commandes suivantes :

esxcli system coredump network set -v vmk0 -j <vcenter-ip>
esxcli system coredump network set —e true
esxcli system coredump network check

Le message Verified the configured netdump server is running s’affiche aprés I'exécution
de la commande finale.

@ Ce processus doit étre effectué pour tout hote supplémentaire ajouté a FlexPod Express.

Conclusion

FlexPod Express propose une solution simple et efficace qui repose sur des composants
leaders. Les FlexPod Express peuvent étre adaptées a des besoins spécifiques en
ajoutant des composants supplémentaires. Le systeme FlexPod Express a été congu
pour répondre aux besoins des petites et moyennes entreprises, des bureaux de mission
et d’autres entreprises qui ont besoin de solutions dédiées.

308


mailto:administrator@vsphere.lockup

Informations supplémentaires

Pour en savoir plus sur les informations données dans ce livre blanc, consultez ces
documents et/ou sites web :

* NVA- 1130-DESIGN : FlexPod Express avec VMware vSphere 6.7U1 et NetApp AFF A220 avec stockage
DAS basé sur IP NVA Design

"https://www.netapp.com/us/media/nva-1130-design.pdf"

» Centre de documentation sur les systémes AFF et FAS
"http://docs.netapp.com/platstor/index.jsp"

» Centre de documentation ONTAP 9
"http://docs.netapp.com/ontap-9/index.jsp"

* Documentation produit NetApp

"https://docs.netapp.com”

FlexPod Express pour VMware vSphere 7.0 avec Cisco UCS
Mini et NetApp AFF/FAS - NVA - déploiement

Jyh-shing Chen, NetApp

La solution FlexPod Express pour VMware vSphere 7.0 avec Cisco UCS Mini et NetApp
AFF/FAS exploite des serveurs lames Cisco UCS Mini avec serveurs lames B200 M5,
des interconnexions de fabric dans le chassis Cisco UCS 6324, des commutateurs Cisco
Nexus 31108PC-V ou d’autres commutateurs compatibles, et NetApp AFF A220, C190
ou la paire haute disponibilité des controleurs FAS2700, Qui exécute le logiciel de gestion
des données NetApp ONTAP 9.7. Ce document de déploiement d’architecture vérifiée
NetApp (NVA) détaille les étapes nécessaires a la configuration des composants
d’infrastructure et au déploiement de VMware vSphere 7.0 et des outils associés pour
créer une infrastructure virtuelle FlexPod Express hautement fiable et disponible.

"FlexPod Express pour VMware vSphere 7.0 avec Cisco UCS Mini et NetApp AFF/FAS - NVA - déploiement"
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Informations sur le copyright

Copyright © 2025 NetApp, Inc. Tous droits réservés. Imprimé aux Etats-Unis. Aucune partie de ce document
protégé par copyright ne peut étre reproduite sous quelque forme que ce soit ou selon quelque méthode que
ce soit (graphique, électronique ou mécanique, notamment par photocopie, enregistrement ou stockage dans
un systéme de récupération électronique) sans I'autorisation écrite préalable du détenteur du droit de
copyright.

Les logiciels dérivés des éléments NetApp protégés par copyright sont soumis a la licence et a I'avis de non-
responsabilité suivants :

CE LOGICIEL EST FOURNI PAR NETAPP « EN LETAT » ET SANS GARANTIES EXPRESSES OU
TACITES, Y COMPRIS LES GARANTIES TACITES DE QUALITE MARCHANDE ET D’ADEQUATION A UN
USAGE PARTICULIER, QUI SONT EXCLUES PAR LES PRESENTES. EN AUCUN CAS NETAPP NE SERA
TENU POUR RESPONSABLE DE DOMMAGES DIRECTS, INDIRECTS, ACCESSOIRES, PARTICULIERS
OU EXEMPLAIRES (Y COMPRIS LACHAT DE BIENS ET DE SERVICES DE SUBSTITUTION, LA PERTE
DE JOUISSANCE, DE DONNEES OU DE PROFITS, OU L'INTERRUPTION D’ACTIVITE), QUELLES QU'EN
SOIENT LA CAUSE ET LA DOCTRINE DE RESPONSABILITE, QU’IL S’AGISSE DE RESPONSABILITE
CONTRACTUELLE, STRICTE OU DELICTUELLE (Y COMPRIS LA NEGLIGENCE OU AUTRE) DECOULANT
DE L'UTILISATION DE CE LOGICIEL, MEME SI LA SOCIETE A ETE INFORMEE DE LA POSSIBILITE DE
TELS DOMMAGES.

NetApp se réserve le droit de modifier les produits décrits dans le présent document a tout moment et sans
préavis. NetApp décline toute responsabilité découlant de I'utilisation des produits décrits dans le présent
document, sauf accord explicite écrit de NetApp. L'utilisation ou I'achat de ce produit ne concéde pas de
licence dans le cadre de droits de brevet, de droits de marque commerciale ou de tout autre droit de propriété
intellectuelle de NetApp.

Le produit décrit dans ce manuel peut étre protégé par un ou plusieurs brevets américains, étrangers ou par
une demande en attente.

LEGENDE DE RESTRICTION DES DROITS : L'utilisation, la duplication ou la divulgation par le gouvernement
sont sujettes aux restrictions énoncées dans le sous-paragraphe (b)(3) de la clause Rights in Technical Data-
Noncommercial Items du DFARS 252.227-7013 (février 2014) et du FAR 52.227-19 (décembre 2007).

Les données contenues dans les présentes se rapportent a un produit et/ou service commercial (tel que défini
par la clause FAR 2.101). Il s’agit de données propriétaires de NetApp, Inc. Toutes les données techniques et
tous les logiciels fournis par NetApp en vertu du présent Accord sont a caractére commercial et ont été
exclusivement développés a I'aide de fonds privés. Le gouvernement des Etats-Unis dispose d’une licence
limitée irrévocable, non exclusive, non cessible, non transférable et mondiale. Cette licence lui permet d’utiliser
uniquement les données relatives au contrat du gouvernement des Etats-Unis d’aprés lequel les données lui
ont été fournies ou celles qui sont nécessaires a son exécution. Sauf dispositions contraires énoncées dans
les présentes, I'utilisation, la divulgation, la reproduction, la modification, 'exécution, I'affichage des données
sont interdits sans avoir obtenu le consentement écrit préalable de NetApp, Inc. Les droits de licences du
Département de la Défense du gouvernement des Etats-Unis se limitent aux droits identifiés par la clause
252.227-7015(b) du DFARS (février 2014).

Informations sur les marques commerciales
NETAPP, le logo NETAPP et les marques citées sur le site http://www.netapp.com/TM sont des marques

déposées ou des marques commerciales de NetApp, Inc. Les autres noms de marques et de produits sont des
marques commerciales de leurs propriétaires respectifs.
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