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Validation des solutions

Présentation

"Précédent : installation d’Astra Control Center sur OpenShift Container Platform."

Dans cette section, nous revisiterons la solution en incluant quelques cas d’utilisation :
» Restauration d’'une application avec état d’'une sauvegarde a distance vers un autre cluster OpenShift
exécuté dans le cloud.
» Restauration d’'une application avec état dans le méme espace de noms du cluster OpenShift
* Mobilité des applications par clonage d’'un systéme FlexPod (OpenShift Container Platform bare Metal)

vers un autre systeme FlexPod (OpenShift Container Platform sur VMware).

En particulier, seules quelques utilisations ont été validées dans cette solution. Cette validation ne correspond
en aucune fagon a 'ensemble des fonctionnalités d’Astra Control Center.

"Ensuite : restauration des applications avec sauvegardes distantes."

Restauration d’applications avec sauvegardes distantes

"Précédent : présentation de la validation de la solution."

Avec Astra, vous pouvez effectuer une sauvegarde compléte et cohérente avec les
applications qui permet de restaurer les données de votre application vers un autre
cluster Kubernetes qui s’exécute dans un data Center sur site ou dans un cloud public.

Pour valider la restauration d’application, simulez une défaillance sur site d’'une application exécutée sur le
systeme FlexPod et restaurez I'application sur un cluster K8s dans le cloud a I'aide d’une sauvegarde a
distance.

L'exemple d’application est une application de liste de prix qui utilise MySQL pour la base de données. Pour
automatiser le déploiement, nous avons utilisé le "CD Argo" outil. Argo CD est un outil de livraison continue
déclaratif, GitOps.

1. Connectez-vous au cluster OpenShift sur site et créez un nouveau projet sous son nom argocd.


https://docs.netapp.com/fr-fr/flexpod/hybrid-cloud/flexpod-rho-cvo-astra-control-center-installation-on-openshift-container-platform.html
https://argo-cd.readthedocs.io/en/stable/
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3. Installer 'opérateur dans le argocd espace de noms.
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4. Accédez a I'opérateur et cliquez sur Créer un ArgoCD.
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5. Pour déployer I'instance de CD Argo dans le argocd Donnez un nom au projet, puis cliquez sur Créer.
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6. Pour vous connecter au CD Argo, I'utilisateur par défaut est admin et le mot de passe se trouve dans un
fichier secret portant le nom argocd-netapp-cluster.

Project argocd
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Detalls WAML

Secret details

M Typa
#gogsi-netapp-chster Opague
Namespace

rece)

GB a1

Created at
D 2 minutes ago

Data o Fepsal wai

actran passwerd

7. Dans le menu latéral, sélectionnez routes > emplacement et cliquez sur 'URL de I' argocd itinéraires.
Entrez le nom d’utilisateur et le mot de passe.
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8. Ajoutez le cluster OpenShift sur site au CD Argo via l'interface de ligne de commande.



####Login to Argo CD####

abhinav3@abhinav-ansible$ argocd-linux-amdé64 login argocd-netapp-server-—

argocd.apps.ocp.flexpod.netapp.com --insecure

Username: admin

Password:

'admin:login' logged in successfully

Context'argocd-netapp-server—-argocd.apps.ocp.flexpod.netapp.com' updated

####List the On-Premises OpenShift cluster####

abhinav3@abhinav-ansible$ argocd-linux-amd64 cluster add

ERRO[0000] Choose a context name from:

CURRENT NAME

CLUSTER SERVER

w default/api-ocp-flexpod-netapp-com:6443/abhinav3

api-ocp-flexpod-netapp-com: 6443

https://api.ocp.flexpod.netapp.com: 6443
default/api-ocpl-flexpod-netapp-com:6443/abhinav3

api-ocpl-flexpod-netapp-com: 6443

https://api.ocpl.flexpod.netapp.com:6443

####Add On-Premises OpenShift cluster###

abhinav3@abhinav-ansible$ argocd-linux-amdé64 cluster add default/api-

ocpl-flexpod-netapp-com:6443/abhinav3

WARNING: This will create a service account “argocd-manager  on the

cluster referenced by context ‘default/api-ocpl-flexpod-netapp-

com:6443/abhinav3” with full cluster level admin privileges. Do you want

to continue [y/N]? y

INFO[0002] ServiceAccount "argocd-manager" already exists in namespace

"kube-system"

INFO[0002] ClusterRole "argocd-manager-role" updated

INFO[0002] ClusterRoleBinding "argocd-manager-role-binding" updated

Cluster 'https://api.ocpl.flexpod.netapp.com:6443' added

9. Dans l'interface utilisateur ArgoCD, cliquez sur NOUVELLE APPLICATION et entrez les détails du nom de
I'application et du référentiel de code.
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10. Entrez le cluster OpenShift ou I'application sera déployée avec le namespace.
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11. Pour déployer I'application sur le cluster OpenShift sur site, cliquez sur SYNC.



¢ pricelist +r

12. Dans la console OpenShift Container Platform, accédez a la liste des tarifs du projet et, sous Storage,
vérifiez le nom et |a taille de la demande de volume persistant.

Create PersstentVolum

Name | Status Persistent\Vioksmes Capacity Used StorageClazs

@ orcasstarp @ Bound @D ore-2emas0 2018 [sC]

PersstentVohumeClams

13. Connectez-vous a System Manager et vérifiez le volume persistant.

Volume
DASHBOARD u 5
1
STORAGE + Add trident_pve_B4ef51a3 x| ®
SPCH N Namé - Storage VM Status Capacity 1oPs Latency
v trident_pwc_6defS1a3_ifd fra_SVM & online 1 L1t G 0 o
320 68 uaed 0554 68 availabie
stency Groups

14. Une fois les pods en cours d’exécution, sélectionnez réseau > routes dans le menu latéral, puis cliquez sur
'URL sous emplacement.



Project pricelist -

Routes =

Y Fiter = Name - Search by name
Hame 1 Status Location Service
@D priceist-route @ Acceptad httprfpricelst-revte- O pricshst i

priceistapps ocpl flexpod netapp com o

15. La page d’accueil de I'application Tarifs s’affiche.

» O A Netweure | pricelst-route-pricelstapps.oco ! Nexpod netipp.com
PHP Pricelist
a == =

Lormm Ipeurm color S5 amet. consectemur adipiscing el Fusce eu et VVerra, consequat dul eget. MOncus fisl MASCANAs POSUSTE 3 &M a QIQNISSET. ASGUAM MaKimus metus
Impeddiel. Impesdies eral Quis. CLrsus nuBa Mawrts nisd tororn, ulinces vel condimentum tempord Taciins s&d nith. Vestibulum omare el diam Nults faciksl Mauns seg
Soelermgue ol Vivamus Cursus IaCos nec aucion Iorse] Nam nisd ipsum . condimeniurm St amel 0sam vitae omans consactatur eral. Nunc &x mibh, 10DOMS Guis 18dus qus
bibendum ultices sem

Fusce sodaies, eim & cONBequal CCIUM, MSUS MAssa Convalkss acus, aC JICIUM Maurs eral eu ante. In UANCES. Augue ef COMVAIS CUTSUS. 1Mor 180 SCERNSque vell. i molls
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risus. Peflentesque fermentum fermentum egesias. Aenean aliguet in turpls &t tincidunt. Nunc vehicula, el el gravica Magna SUSCIPR Mauns, sed bianal fels arcu
i amet ot Aenean ac vehicula massa Vestibulum moncus lacus diam, guis Moncus nibh sagittis o). Mo non nioh condimentum, uliricies nisi vitas, feuglat odio, Fusce
vestiulom forpls velt, non pulanar 0okor lacinis @ in in sodales nulta. Suspendisse ac loror eral. Curabdur a UM in justo scelersque vehicula molis eusmod sem

16. Créez quelques enregistrements sur la page Web.

& & C A Notsewre | pricefist-route-pricefist.apps.ocp 1.fiexpod netapp.com/read.php
Read Record
! MAME n =+ Create Recom

o Name Description Price Category Action

O Menior Uttra HD $250.00 Electronics @Em m

17. Lapplication est découverte dans Astra Control Center. Pour gérer I'application, accédez a applications >
découverte, sélectionnez 'application Baréme des prix, puis cliquez sur gérer les applications sous

actions.
@ Applications
Actions * + Define @ Alldusters = = pricelist x % Managed Q) Discovered € @ Ignored
Marage sppica . . 11 0l 1 endried
Ignore application/s
] Name State Cluster Group Discovered 4 Actions
+  pricelist 7 Haalthy £ onprem-ocp-vmware ™ pricedint 2022/06/14 1231 UTC




18.

19.

20.
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Cliquez sur I'application Baréme des prix et sélectionnez protection des données. A ce stade, il ne doit y
avoir aucun Snapshot ni aucune sauvegarde. Cliquez sur Créer un snapshot pour créer un snapshot a la
demande.

@ pricelist [ =] Actionm ~
N~ APPLICATION STATUS G APFLICATION PROTICTION STATUS
=1 Heaithy £ unprotected

[Sye— [ S v———— Oreup Buashoe
Uy s radhatesc o gpadgenic slne fatet Dresbrimed - priceing £ onpremospocmmman -
e st L

Ovanr i Data protection Storsge [ m—— - Enecution heoks Activity

Acklons - @ cConfigure protection pobicy N Zoapshets B Backips

Farrwe State On Schedule / On Demand Croaed T Acticns

o

You don't have any shapshots

=y

@ Le NetApp Astra Control Center prend en charge a la demande et les sauvegardes
Snapshot et planifiées.

Une fois le snapshot créé et I'état fonctionnel, créez une sauvegarde a distance a I'aide de ce snapshot.
Cette sauvegarde est stockée dans le compartiment S3.

@ pricelist [+ Actions hd
A APPLICATION STATUS & APPLICATION PROTECTION STATUS
<) Healthy (i) Partially protectod
Mnages Protection schedule Grroup wTH
quayiatedhatworkshop/peicel it istet Disabibed o prcelist 0 oaprem-ocp- vitware

registryaceereredhat com/ibscl/mysgl- 58- rhelTilatest

Dverview Data protection Storage Resources Execution hooks Activity

Actlons v @ cConfigure protection pakicy = Searth 2 smapshos B sackups
Name State On-Schedule £ On-Demand Created T Actions
pricelist-snapshot- 2022061412 3756 « wgalthy @ On-Demand 2022/06/14 1238 UTC @

Backup
Restore application

Drdete snapshot

Sélectionnez le compartiment AWS S3 et lancez I'opération de sauvegarde.
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BACKUP DETAILS
B oveErRviEw
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i m
G
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21. L'opération de sauvegarde doit créer un dossier contenant plusieurs objets dans le compartiment AWS S3.

Amazan 53 Buckets acc-aws-buckat 04330cch-F130-deef-852-755F56aa 3a 31/

04330ccb-f13e-4eef-8f52-755f56aa3a3f/ Rl il

Object Properties

Objects (5

d i Amaren 53 Vou can ude Amazon 53 inventory [2 1o get s Ust of sl objects @ your Buthet Foe others 10 stess your objects you'll seed 1o eeplicily grest thesr

». Learn more [

| c , Actions ¥ || Create folder

Q 1 @
MName Y Type - Last modified v Size Storage clags -
O config - Jure 14, 2022, 05:39:19 (UTC-07.00) 15508 Standard
O data/ Folder
0 ind Folder
[ keys/ Falder
03 snapshors/ Folder

22. Une fois la sauvegarde a distance terminée, simulez un incident sur site en arrétant la machine virtuelle de
stockage (SVM) qui héberge le volume de support du volume persistant.

= n ONTAP System Manager Search actions, objects, and pages

Storage VMs

DASHBOARD

STORAGE + Add Infra X
Overview Name State Subtype Configured Protocols IPspace
Volumes

infra_svh stopped default Default

LUNs

G ency Groups

11



23. Actualisez la page Web pour confirmer l'interruption. La page Web n’est pas disponible.

< C A Notsecure |

S04 Gateway Time-out

The server didn't respond 1n time.

pricelist-route-pricelist.apps.ocp1.flexpod.netapp.com/read.php

Comme on pouvait s’y attendre, le site Web est en panne. Restaurez rapidement I'application a partir de la
sauvegarde a distance en utilisant Astra vers le cluster OpenShift exécuté dans AWS.

24. Dans Astra Control Center, cliquez sur I'application Pricelist et sélectionnez protection des données >
sauvegardes. Sélectionnez la sauvegarde, puis cliquez sur Restaurer I'application sous action.

(@) pricelist
= APFLICATION STATUS
<) Healthy
hinagge Protecticn ke o
quayiofredhatworkshope pricelktlatest Dirabded - piceli
Feglstry sccesindhat com/thacl fmiuil- 56 chell dateat
Crvarviow Data protection Storage Resources Execution hooks Activity
Actions = @ Configurs protection policy
MNamae State On-Schedule / On- Demand
pricelist-backup- 202 20614123837 =1 Haalthy @ tn-Demand

5 Actions s

0 APPLICATION PROTECTION STATUS

7) Partially protected

Rt
0 QOPIE-OCp-VITkATE

) snapshots B Backups

Bucket Created + Actions

acc-aws-bucket 202206714 1238 UTC @

Rstoire application

Delete backup

25. Sélectionnez ocp-aws comme cluster de destination et donner un nom au namespace. Cliquez sur

12

sauvegarde a la demande, puis sur Suivant, puis sur Restaurer.




STEF 1/2: DETAILS o
—

':D Restore namespace application

RESTORE DETAILS

RESTORING

APFLICATIONS

£3 ocp-aws pricelist- s
RESTORE 5O0URCE
— b B2 snapshots B Backups
B Namespace application
Application backup State Qn-SchedulerOn- Demand Created T prcokst
[0 Namespace
- pricelist-backup- 302 20674123837 - Healthy & on-Demand 2022708714 1338 UTE pricebist

[ =
anprem-oop-urmaare

26. Une nouvelle application portant le nom pricelist-app Est mise a la disposition du cluster OpenShift
exécuté dans AWS.

@ Applications

Actions ¥ + Define Q) Allclusters * = pricelist | ® % Managed (O Discovered @ @ ignored
c
MHame State Protection Cluster Group Diwcovered 4 Actions

pricelost-aws ) Provicioning B, Unpe = pricelist-aws 2022706714 1242 UTC
pricelist (@) Healthy (@ partially protected £33 onprem-ocp-vmware - picelist 2022/06/14 12:31 UTC
27. Vérifiez la méme chose dans la console web OpenShift.

Projects

Mame w pricekst m

Name  prcetes X Clear all filters

Name 1 Display name Status Requester Memory CPU Created

@ prceist-aw No d O Active No e @ Justnow i

28. Aprés toutes les gousses sous le pricelist-aws Le projet est en cours d’exécution, accédez aux
itinéraires et cliquez sur 'URL pour lancer la page Web.

13



&« C A Notsecure | pricelist-route-pricelist-sws.appsocpawsflexpodnetapp.com/read. phip
Read Record

Name Description Price Category Action

v Wl + Create Record

Sneaker Shoe $150.00 Fashion

Monitor Uitra HO 5250.00 Ekectronics

Ce processus valide la restauration de I'application prichére et le maintien de I'intégrité des données sur le
cluster OpenShift fonctionnant de facon transparente sur AWS avec I'aide d’Astra Control Center.

Protection des données avec les copies Snapshot et mobilité des applications pour
DevTest

Ce cas d'utilisation se compose de deux parties, comme décrit dans les sections suivantes.

Partie 1

Avec Astra Control Center, vous pouvez créer des snapshots respectueux des applications pour une protection
locale des données. Si vous supprimez ou corrompre accidentellement vos données, vous pouvez restaurer
vos applications et les données associées a un état correct connu a 'aide d’un instantané précédemment
enregistre.

Dans ce scénario, une équipe de développement et de test (DevTest) déploie un exemple d’application avec
état (site de blog) qui est une application de blog Ghost, ajoute du contenu et met a niveau I'application vers la
derniére version disponible. L’application Ghost utilise SQLite pour la base de données. Avant de mettre a
niveau I'application, un snapshot (a la demande) est utilisé avec Astra Control Center pour la protection des
données. Les étapes détaillées sont les suivantes :

1. Déployez I'application exemple de blogging et synchronisez-la a partir d’ArgoCD.

S ovic o e s 7% (=

| FAVORITES ONLY

@ myblog w
Project default
SYMNC STATUS - Labels
— Unknown 0 ) Rt
- Reposilony https://github com/netapp-abhinav/demo
[] & synced 2 Target Revisi T

(] ounoiSync 0

Path ghost/
Destination default/api-ocp-flexpod-netapp-com: 63443 /abhinav3

MNamespace bLlog

| e D

14



2. Connectez-vous au premier cluster OpenShift, accédez a Project et entrez Blog dans la barre de
recherche.

Projects

1 Coaplany Furrs St Hacqueiter Migomary U Crastsd

1 Status Locaton Cervice

4. La page d’accueil du blog s’affiche. Ajoutez du contenu au site du blog et publiez-le.

15



5. Rendez-vous a Astra Control Center. Commencez par gérer I'application a partir de 'onglet découverte,
puis effectuez une copie Snapshot.

&b Applications

O Applaation tea +

Vous pouvez également protéger vos applications en créant des snapshots, des
sauvegardes ou les deux a un calendrier défini. Pour plus d’informations, voir "Protéger les
applications avec les snapshots et les sauvegardes".

6. Une fois le snapshot a la demande créé, mettez I'application a niveau vers la derniére version. La version

16

actuelle de 'image est ghost: 3.6-alpine et la version cible est ghost:latest. Pour mettre a niveau
I'application, apportez directement des modifications au référentiel Git et synchronisez-les sur le CD Argo.


https://docs.netapp.com/us-en/astra-control-center/use/protect-apps.html
https://docs.netapp.com/us-en/astra-control-center/use/protect-apps.html

cNear

*-‘—.'h.i
AT a aT-1 ad
i alners
o’ - -l
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e . o o P oy
- contalnerrorc<.

7. Vous pouvez voir que la mise a niveau directe vers la derniére version n’est pas prise en charge car le site
du blog est en panne et I'application entiére est corrompue.

@ Mmyblog-5f899f7b76-zv7Tq © crasticcpsackor

=| 36mINFO~| 3%m Creating databaze backup
=[ 3GmINFO=] 259m Datal b P written ta Svar/lib/fgho ‘content/data/astra.ghost. 28 B6-11-12-54-25 . jzon
“[ 36mINFO-] 359m Running migrations

[ 26mINFO-[ 35= Rolling bac Unable to run migrations.

«[ 3EmINFO+[ 20 sack was s ful.

ations
iiminable to

I7m" ¥ou must b the latest w3.x to update across major wvers 5 : p/docs /S updates ™ [ 39m

33m~Run " gh te wv3' to get the lates ; € W . then run “g o the latest.”«[3%9m

erError: Unable

hutting down
hut down
iz now offline

running for a few

8. Pour confirmer I'indisponibilité du site du blog, actualisez 'URL.

17



Application is not available

@ Fossible reasons you are seeing this page:

<« => C A Mot secure | myblog-route-blog.apps.ocp.flexpod.netapp.com

The application is currently not serving requests al this endpoint. It may not have been startad or is still starting

s The host doesn’® exist Make sure ha FoRnams WhS IySed cofrectly Snd NI & Fouts MEehing this Rostnbme Exals

« The howt existy, but doesn’t have 3 matching path. Craci if the USL path wal typad sormeclly Bnd tha! the souls WBS CHEFIRS ing the delind path

=+ Route and path matches, but il pods are down, Make sure thas he esources expesed by this reum (pods, sendces. depioyment conlige, #i0) have a1 least one god mnning

9. Restaurez 'application a partir du snapshot.

© blog

Biviaapes
P e
bt detee

Chvot v Data protection Storage
Actisns = © Confiquis peotection polcy
Faame

blog-snapeshot- 203 F0611135244

== AFFLICATION STATUS

= Haslty

Revournc o

[ TR Tep——
[ttt

Execution hooks

Statu

=1 bdmalihy

Activity

On-Schesdule / On- Cemand

@ o Bwmand

0 APPLICATION FROTECTION STATUS

(00 martsally proascted

Chates
£3 sngewm-cap-tm

Crwaiod #

J0ITAAN T

1EEE UTE

Actrons ~r

- IR - Te——

Actions

Mackiigs

Bastne apgle

Diwhete wnapshat

10. L’application est restaurée sur le méme cluster OpenShift.
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—_—
REVIEW RESTORE INFORMATION

All existing resources associated with this namespace application will be deleted and replaced with the source snapshot "blog-snapshot-202206111252447 taken on
2 2022706/11 12:52 UTC, Persstent volumes will be deleted and recreated. External rezources with dependencies on this namespace application might be impacted

We recommend taking a snapshot or a backup of your namespace application before proceeding.

[T] SNAPSHOT &) RESTORE
- 202 206VIZ 5244 blog

blog anag

DRIGINAL GROUP

@

DESTINATION GROUP
-y - ey

ORIGINAL CLUSTER DESTINATION CLUSTER

&

angeem -oop-tim oapremn-aep-bm
o% RESOURCE LABELS ﬂao RESOURCE LABELS

Chaster Rales Clusier Roles

b ﬂel!’!-l(l.!’bmb"applilfj- rbac-defaults =1 hubernetes. lUJ‘bO-n‘slwplelg: rhac-defaults =1

Chustor Role Bindmnas Clusier Robe Bincinag

Are you sure you want to restore the namespace application "blog”™?

Type restore below to confirm

restore

") Restore namespace application STEPTISUMMARY x

11. Le processus de restauration des applications démarre immédiatement.

& Applications
Actions * + Define D Abcusters = = blod ¥ W Managed Q1 Discovered o @ ignored
C Hpllar e
Name State Protection Cluster Group Descovered & Actions
blog R Restonng G enprem-0cp-bm | blog 2020611 1238 UTC

12. En quelques minutes, I'application est restaurée a partir du snapshot disponible.

© Applications

Actions ¥ + Define @ Al clusters = blog £ % Managed  (Q Discoversd ) Q@ 1gnored
& 4-10f1entnes
Name State Protection Cluster Group: Discovered & Actions
blog %) sealthy £ onprem-ocp-bm = biog 2022/06/11 1234 UTC '

13. Pour voir si la page Web est disponible, actualisez 'TURL.
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Astra Control

Avec l'aide d’Astra Control Center, une équipe DevTest peut réussir la récupération d’'une application de blog
et de ses données associées a l'aide de la capture d’écran.

Partie 2

Avec Astra Control Center, vous pouvez déplacer 'ensemble d’'une application avec ses données d’un cluster
Kubernetes vers un autre, quel que soit 'emplacement des clusters (sur site ou dans le cloud).

1. L’équipe DevTest met initialement a niveau I'application vers la version prise en charge (ghost-4.6-
alpine) avant la mise a niveau vers la version finale (ghost-latest) pour la préparer a la production.
lls publient ensuite une mise a niveau de I'application clonée vers le cluster OpenShift de production
s’exécutant sur un autre systeme FlexPod.

2. A ce stade, I'application est mise & niveau vers la derniére version et préte a étre clonée sur le cluster de
production.
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> Pod details

@ Mmyblog-55ffdofeS8-tkbfq o running

Details

Metrics YAML Environment Logs Events Terminal

Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility selution that
manages, protects and moves data-rich Kubernetes workloads in both publie
clouds and on-premises. Astra Control enables data protection, disaster recovery,
and migration for your Kubernetes workloads leveraging NetApp's industry-

leading technology for snapshots, backups, replication, and cloning.

Sign up for more like this.

4. A partir d’Astra Control Center, clonez 'application vers I'autre cluster OpenShift de production qui
s’exécute sur VMware vSphere.
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Clone namespace application

STEP 273 SUMMARY

({1 ORIGINAL CLUSTER £ DESTIMATION CLUSTIR
Un nouveau clone d’application est désormais provisionné dans le cluster OpenShift de production.
© Applications
Actions * + Define & Al clusters v blog x % Managed () Discovered €) @ Ignored
Name State Protection Cluster Group Discovered 4 Actions
blog-prod \J Provisionng ($] Qnprem-GIp-amware W blog-prod 2022,/06/11 13:17 UTC
blog Hi 9 cnpaem-ocp-bm ™ hiog 20220611 1234 UT

Draplay name

6. Dans le menu latéral, sélectionnez réseau > itinéraires et cliquez sur 'URL sous emplacement. La méme
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page d’accueil avec le contenu s’affiche.



& 3 A Nobsscure  myblog-route-blog-prodappsocp flexpod.netappicom/astrs-control -2/ =% 0O &
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Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility solution that
manages, protects and moves data-rich Kubernetes workloads in both public
clouds and on-premises. Astra Control enables data protection, disaster recovery,
and migration for vour Kubernetes workloads leveraging NetApp's industry-
leading technolagy for snapshots, backups, replication, and cloning.

Sign up for more like this.

La validation de la solution Astra Control Center est maintenant terminée. Vous pouvez désormais cloner une
application et ses données d’un cluster Kubernetes a un autre, quel que soit 'emplacement du cluster
Kubernetes.

"Suivant: Conclusion."
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