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Utilisation de I'interface du nceud de gestion

Présentation de I'interface du noeud de gestion

Grace a l'interface du nceud de gestion (https://<mNodeIP>:442), VOUS pouvez
modifier les paramétres du réseau et du cluster, exécuter des tests systéme ou utiliser
des utilitaires systéme.

Les taches que vous pouvez effectuer sur l'interface du nceud de gestion :

+ "Configurez le contrble des alertes sur NetApp HCI"
+ "Modifiez et testez les paramétres réseau, cluster et systéme du noeud de gestion"

» "Exécutez les utilitaires du systéme a partir du nceud de gestion"

Trouvez plus d’informations

» "Accédez au nceud de gestion"

* "Plug-in NetApp Element pour vCenter Server"

Configurez le contréle des alertes sur NetApp HCI

Vous pouvez configurer les paramétres de fagon a surveiller les alertes sur votre systéme
NetApp HCI.

La fonction de surveillance des alertes NetApp HCI transmet les alertes du systéme de stockage NetApp HCI
au serveur vCenter, ce qui vous permet de voir toutes les alertes pour NetApp HCI a partir de I'interface du
client Web vSphere.

1. Ouvrez l'interface utilisateur de noeud de gestion par nceud (https:// [IP address]:442).

2. Cliquez sur I'onglet moniteur d’alertes.

3. Configurez les options de contréle des alertes.

Options de contréle des alertes

options Description
Exécuter les tests du moniteur d’alertes Exécute les tests systéme du moniteur pour vérifier
les éléments suivants :
» Connectivité de NetApp HCI et VMware vCenter

» Couplage de NetApp HCI et de VMware vCenter
via les informations de datastore fournies par le
service QoSSIOC

* Listes actuelles d’alarmes NetApp HCI et vCenter


https://<mNodeIP>:442
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options

Collectez des alertes

Collectez des alertes relatives aux meilleures
pratiques

Envoyez les données de support a AlQ

Description

Active ou désactive le transfert des alarmes de
stockage NetApp HCI vers vCenter. Vous pouvez
sélectionner le cluster de stockage cible dans la liste
déroulante. Le parameétre par défaut de cette option
est Enabled.

Active ou désactive le transfert des alertes relatives
aux meilleures pratiques de stockage NetApp HCI a
vCenter. Les alertes de meilleure pratique sont des
erreurs déclenchées par une configuration systeme
sous-optimale. Le paramétre par défaut de cette
option est Disabled. Lorsque cette option est
désactivée, les alertes relatives aux meilleures
pratiques de stockage NetApp HCI n’apparaissent pas
dans vCenter.

Controle le flux de données de prise en charge et de
surveillance de VMware vCenter vers NetApp
SolidFire Active 1Q.

Les options sont les suivantes :

* Activé : toutes les alarmes vCenter, les alarmes
de stockage NetApp HCI et les données de
support sont envoyées a NetApp SolidFire Active
IQ. NetApp peut ainsi assurer une prise en charge
et une surveillance proactives de l'installation
NetApp HCI, de sorte que les problemes
éventuels puissent étre détectés et résolus avant
d’affecter le systeme.

» Désactivé : aucune alarme vCenter, les alarmes
de stockage NetApp HCI ou les données de
support ne sont envoyées a NetApp SolidFire
Active Q.

Si vous avez désactivé I'option
Envoyer les données a AlQ a l'aide
du moteur de déploiement NetApp,
@ vous devez "activer la télemétrie"
Utilisez de nouveau I'API REST du
nceud de gestion pour configurer le
service a partir de cette page.


https://docs.netapp.com/fr-fr/hci/docs/task_mnode_enable_activeIQ.html

options Description

Envoyez les données du nceud de calcul a AIQ Controle le flux de données de support et de
surveillance des nceuds de calcul vers NetApp
SolidFire Active 1Q.

Les options sont les suivantes :

 Activé : les données de support et de controle des
nceuds de calcul sont transmises a NetApp
SolidFire Active 1Q afin de permettre un support
proactif pour le matériel du nceud de calcul.

» Désactivé : les données de prise en charge et de
surveillance concernant les nceuds de calcul ne
sont pas transmises a NetApp SolidFire Active 1Q.

Si vous avez désactivé 'option
Envoyer les données a AlQ a l'aide
du moteur de déploiement NetApp,
@ vous devez "activer la télémétrie"
Utilisez de nouveau I'API REST du
nceud de gestion pour configurer le
service a partir de cette page.

En savoir plus

"Plug-in NetApp Element pour vCenter Server"

Modifiez et testez les parametres réseau, cluster et systeme
du nceud de gestion

Vous pouvez modifier et tester les paramétres réseau, cluster et systeme du nceud de
gestion.

* Mettre a jour les parametres réseau du nceud de gestion
* Mettez a jour les paramétres du cluster du nceud de gestion

» Testez les paramétres du noeud de gestion

Mettre a jour les parameétres réseau du nceud de gestion

Dans I'onglet Parameétres réseau de l'interface utilisateur du noeud de gestion par nceud, vous pouvez modifier
les champs d’interface réseau du nceud de gestion.

1. Ouvrez l'interface utilisateur de nceud de gestion par nceud.

2. Cliquez sur I'onglet Paramétres réseau.

3. Afficher ou saisir les informations suivantes :

a. Méthode : choisissez 'une des méthodes suivantes pour configurer I'interface :
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* loopback: Utilisez pour définir l'interface de bouclage IPv4.

* manual: Permet de définir les interfaces pour lesquelles aucune configuration n’est effectuée par
défaut.

* dhop: Utilisez pour obtenir une adresse IP via DHCP.

* static: Permet de définir des interfaces Ethernet avec des adresses IPv4 allouées statiquement.
b. Vitesse de liaison : vitesse négociée par la carte réseau virtuelle.
c. Adresse IPv4 : adresse IPv4 pour le réseau ethO.
d. Masque de sous-réseau IPv4 : sous-divisions d’adresse du réseau IPv4.

e. Adresse de passerelle IPv4 : adresse de réseau du routeur pour envoyer des paquets hors du réseau
local.

f. Adresse IPv6 : adresse IPv6 pour le réseau ethO.

g. Adresse de passerelle IPv6 : adresse de réseau du routeur pour envoyer des paquets hors du réseau
local.

@ Les options IPv6 ne sont pas prises en charge pour les versions 11.3 ou ultérieures du
nceud de gestion.

h. MTU : la plus grande taille de paquet qu’un protocole réseau peut transmettre. Doit étre supérieur ou
égal a 1500. Si vous ajoutez une deuxieme carte réseau de stockage, la valeur doit étre 9000.

i. Serveurs DNS : interface réseau utilisée pour la communication en cluster.

j- Domaines de recherche : recherchez des adresses MAC supplémentaires disponibles pour le
systéme.

k. Statut : valeurs possibles :
" UpAndRunning
" Down
* Up

I. Routes : routes statiques vers des hbtes ou des réseaux spécifiques via l'interface associée, les routes
sont configurées pour étre utilisées.

Mettez a jour les parametres du cluster du nceud de gestion

Dans 'onglet Parameétres du cluster de I'interface utilisateur par noeud pour le nceud de gestion, vous pouvez
modifier les champs d’interface du cluster lorsqu’un noeud est a I'état disponible, en attente, PendingActive et
Active.
1. Ouvrez l'interface utilisateur de nceud de gestion par nceud.
2. Cliquez sur I'onglet Paramétres du cluster.
3. Afficher ou saisir les informations suivantes :
° Réle : réle du nceud de gestion dans le cluster. Valeur possible : Management.
> Version : version du logiciel Element s’exécutant sur le cluster.

o Interface par défaut : interface réseau par défaut utilisée pour la communication de nceud de gestion
avec le cluster exécutant le logiciel Element.



Testez les parameétres du nceud de gestion

Aprés avoir modifié les parametres de gestion et de réseau du nceud de gestion et validé les modifications,
vous pouvez exécuter des tests pour valider les modifications effectuées.

1. Ouvrez l'interface utilisateur de nceud de gestion par nceud.

2. Dans l'interface utilisateur du nceud de gestion, cliquez sur tests systéme.

3. Effectuez I'une des opérations suivantes :

a. Pour vérifier que les parameétres réseau que vous avez configurés sont valides pour le systéme,
cliquez sur Tester la configuration réseau.

b. Pour tester la connectivité réseau a tous les nceuds du cluster sur les interfaces 1G et 10G a I'aide de
paquets ICMP, cliquez sur Test Ping.

4. Afficher ou saisir les informations suivantes :

o Hotes : spécifiez une liste séparée par des virgules d’adresses ou de noms d’hote de périphériques a
envoyer par ping.

o Tentatives : spécifiez le nombre de fois que le systéme doit répéter le test ping. Valeur par défaut : 5.

o Packet Size : spécifiez le nombre d’octets a envoyer dans le paquet ICMP envoyé a chaque adresse
IP. Le nombre d’octets doit étre inférieur au MTU maximal spécifié dans la configuration réseau.

o Timeout msec : spécifiez le nombre de millisecondes a attendre pour chaque réponse ping
individuelle. Valeur par défaut : 500 ms.

- Délai total sec : spécifiez le temps en secondes pendant laquelle la commande ping doit attendre une
réponse du systéme avant de lancer la prochaine tentative ping ou de mettre fin au processus. Valeur
par défaut : 5.

o Interdire la fragmentation : activez l'indicateur DF (ne pas fragmenter) pour les paquets ICMP.

En savoir plus

"Plug-in NetApp Element pour vCenter Server"

Exécutez les utilitaires du systéme a partir du nceud de
gestion

Vous pouvez utiliser I'interface utilisateur par nceud pour le nceud de gestion afin de créer
ou de supprimer des bundles de prise en charge du cluster, de réinitialiser les paramétres
de configuration des nceuds ou de redémarrer la mise en réseau.

Etapes

1. Ouvrez l'interface utilisateur de chaque nceud de gestion a l'aide des identifiants d’administrateur du noeud
de gestion.

2. Cliquez sur Utilitaires systéme.
3. Cliquez sur le bouton de I'utilitaire que vous souhaitez exécuter :

a. Control Power : redémarre, cycles d’alimentation ou arréte le nceud. Spécifiez I'une des options
suivantes.

@ Cette opération entraine une perte temporaire de la connectivité réseau.
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= Action: Les options incluent Restart et Halt (hors tension).
= Retard de réveil: Tout temps supplémentaire avant que le nceud ne soit remis en ligne.

b. Créer un Cluster support Bundle : crée le cluster support bundle pour aider le support NetApp a
effectuer les évaluations diagnostic d’'un ou plusieurs nceuds d’un cluster. Spécifiez les options
suivantes :

= Nom du pack : nom unique pour chaque bundle de support créé. Si aucun nom n’est fourni, «
supportbundle » et le nom du nceud sont utilisés comme nom de fichier.

= MVIP : le MVIP du cluster. Des bundles sont collectés sur tous les nceuds du cluster. Ce paramétre
est requis si le paramétre nceuds n’est pas spécifié.

= Noeuds: Les adresses IP des noeuds a partir desquels rassembler des paquets. Utilisez soit des
noeuds, soit des MVIP, mais pas les deux pour spécifier les noeuds a partir desquels vous
souhaitez rassembler des bundles. Ce parametre est requis si MVIP n’est pas spécifié.

= Nom d'’utilisateur : le nom d'utilisateur admin du cluster.
= Mot de passe : mot de passe d’administration du cluster.

= Autoriser incomplet : permet au script de continuer a s’exécuter si les bundles ne peuvent pas
étre rassemblés a partir d’'un ou plusieurs nceuds.

* Extra args : ce paramétre est alimenté au sf make support bundle script. Ce parametre doit
étre utilisé uniquement a la demande du support NetApp.

c. Supprimer tous les modules de support : supprime tous les packs de support actuels sur le noeud
de gestion.

d. Réinitialiser le nceud : réinitialise le nceud de gestion sur une nouvelle image d’installation. Tous les
parameétres, a 'exception de la configuration réseau, sont alors modifiés par défaut. Spécifiez les
options suivantes :

= Build : URL d’'une image logicielle d’élément distant vers laquelle le nceud sera réinitialisé.

= Options : spécifications pour I'exécution des opérations de réinitialisation. Les informations sont
fournies par le support NetApp, le cas échéant.

@ Cette opération entraine une perte temporaire de la connectivité réseau.
e. Redémarrer réseau : redémarre tous les services réseau sur le noeud de gestion.

@ Cette opération entraine une perte temporaire de la connectivité réseau.

En savoir plus

"Plug-in NetApp Element pour vCenter Server"
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