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Utilisation de ’API REST du nceud de gestion

Présentation de l’'interface de I’API REST du nceud de
gestion

A l'aide de l'interface utilisateur de I'’API REST intégrée
(https://<ManagementNodelIP>/mnode), VOUS pouvez executer ou comprendre des
API relatives aux services de nceud de gestion, y compris la configuration du serveur
proxy, les mises a jour du niveau de service ou la gestion des ressources.

Taches autorisées avec les API REST :

Autorisation

» "Obtenez l'autorisation d’utiliser les API REST"

Configuration des ressources

» "Activation de la surveillance Active 1Q et NetApp HCI"

» "Configurez un serveur proxy pour le nceud de gestion"

« "Configuration du contréle du cloud hybride NetApp pour plusieurs datacenters"
» "Ajoutez des ressources de calcul et de contréleur au nceud de gestion"

« "Créer et gérer les ressources du cluster de stockage"

La gestion des actifs

« "Afficher ou modifier des actifs de contréleur existants"

» "Créer et gérer les ressources du cluster de stockage"

* "Supprimer une ressource du nceud de gestion"

« "Utilisez 'API REST pour collecter les journaux NetApp HCI"

+ "Vérifiez les versions du systéme d’exploitation du nceud de gestion et des services"

+ "Obtention de journaux des services de gestion"

Trouvez plus d’informations

* "Accédez au nceud de gestion"

* "Plug-in NetApp Element pour vCenter Server"

Obtenez 'autorisation d’utiliser les API REST

Vous devez effectuer une autorisation avant d’utiliser des API pour les services de
gestion dans l'interface utilisateur de 'API REST. Pour ce faire, vous devez obtenir un
jeton d’acces.

Pour obtenir un token, vous devez fournir des informations d’identification d’administrateur de cluster et un ID


https://<ManagementNodeIP>/mnode
https://<ManagementNodeIP>/mnode
https://<ManagementNodeIP>/mnode
https://docs.netapp.com/fr-fr/hci19/docs/task_hcc_collectlogs.html#use-the-rest-api-to-collect-netapp-hci-logs
https://docs.netapp.com/fr-fr/hci19/docs/task_mnode_access_ui.html
https://docs.netapp.com/us-en/vcp/index.html

client. Chaque jeton dure environ dix minutes. Aprés I'expiration d’un jeton, vous pouvez a nouveau autoriser
un nouveau jeton d’acces.

La fonctionnalité d’autorisation est configurée pour vous lors de linstallation et du déploiement du nceud de
gestion. Ce service de token est basé sur le cluster de stockage que vous avez défini lors de la configuration.

Avant de commencer

 Votre version du cluster doit exécuter le logiciel NetApp Element 11.3 ou une version ultérieure.

* Vous devez avoir déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.

Commande API

TOKEN="curl -k -X POST https://MVIP/auth/connect/token -F client id=mnode-
client -F grant type=password -F username=CLUSTER ADMIN -F
password=CLUSTER PASSWORD|awk -F':' '{print $2}'Jawk -F',' '{print
$1}'Ised s/\"//g"

ETAPES DE L'INTERFACE UTILISATEUR DE L’API REST

1. Accédez a l'interface d’API REST du service en entrant I'adresse IP du nceud de gestion suivie du nom du
service, par exemple /mnode/:

https://<ManagementNodeIP>/mnode/

2. Cliquez sur Autoriser.

@ Vous pouvez également cliquer sur une icéne de verrouillage en regard de n’importe quelle
API de service.

3. Procédez comme suit :
a. Saisissez le nom d’utilisateur et le mot de passe du cluster.
b. Saisissez I'ID client en tant que mnode-client.
c. N’entrez pas de valeur pour le secret client.
d. Cliquez sur Autoriser pour démarrer une session.

4. Fermez la boite de dialogue autorisations disponibles.

(D Si vous essayez d’exécuter une commande aprés I'expiration du token, un 401 Error:
UNAUTHORIZED un message s'affiche. Si vous le voyez, autorisez a nouveau.

Trouvez plus d’informations

"Plug-in NetApp Element pour vCenter Server"

Activation de la surveillance Active 1Q et NetApp HCI

Vous pouvez activer la surveillance du stockage Active |Q pour les ressources de calcul


https://docs.netapp.com/us-en/vcp/index.html

NetApp HCI et NetApp HCI si ce n'est pas déja le cas pendant l'installation ou la mise a
niveau. Cette procédure peut étre nécessaire si vous avez désactive la télémétrie a 'aide
du moteur de déploiement NetApp HCI.

Le service Active 1Q Collector transmet les données de configuration et les metrics de performance du cluster

basés sur le logiciel Element a NetApp Active IQ pour un reporting historique et un contréle des performances

en temps quasi réel. Le service de surveillance NetApp HCI permet de transférer les défaillances de cluster de
stockage vers vCenter pour en informer les alertes.

Avant de commencer
 Votre cluster de stockage exécute NetApp Element version 11.3 ou ultérieure.

* Vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.
* Vous avez acces a Internet. Le service Active IQ Collector ne peut pas étre utilisé a partir de sites sombres
qui n‘ont pas de connectivité externe.
Etapes
1. Procurez-vous I'ID de ressource de base pour I'installation :

a. Ouvrez linterface utilisateur de 'API REST du service d’inventaire sur le nceud de gestion :
https://<ManagementNodeIP>/inventory/1/

b. Cliquez sur Authorise et procédez comme suit :
i. Saisissez le nom d’utilisateur et le mot de passe du cluster.
i. Saisissez I'ID client en tant que mnode-client.
ii. Cliquez sur Autoriser pour démarrer une session.
iv. Fermez la fenétre.
c. Dans l'interface utilisateur de I'API REST, cliquez sur OBTENIR /installations.
d. Cliquez sur essayez-le.
e. Cliquez sur Exécuter.

f. A partir du corps de réponse du code 200, copiez le id pour l'installation.

"installations": [
{
" links": {

"collection":
"https://10.111.211.111/inventory/1/installations",

"self":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

by
"id": "abcdO0le2-ab00-1xxx-9lee-12f111xxc7x0x",



@ Votre installation dispose d’'une configuration de ressource de base créée lors de
l'installation ou de la mise a niveau.

2. Activer la télémétrie :

a. Accédez a l'interface de I'API du service mNode sur le nceud de gestion en entrant I'adresse IP du
nceud de gestion suivie de /mnode:

https://<ManagementNodeIP>/mnode

b. Cliquez sur Authorise ou sur une icdne de verrouillage et procédez comme suit :
i. Saisissez le nom d’utilisateur et le mot de passe du cluster.
ii. Saisissez I'ID client en tant que mnode-client.
iii. Cliquez sur Autoriser pour démarrer une session.
iv. Fermez la fenétre.
c. Configurer I'actif de base :
i. Cliqguez sur PUT /Assets/{ASSET_ID}.
i. Cliquez sur essayez-le.

ii. Entrez la valeur suivante dans la charge JSON :

{
"telemetry active": true
"config": {}

}

iv. Saisissez I'ID de base de I'étape précédente dans Asset_ID.

v. Cliquez sur Exécuter.

Le service Active 1Q redémarre automatiquement dés que les ressources sont modifiées. La
modification des actifs entraine un court délai avant I'application des paramétres.

3. Si vous ne l'avez pas encore fait, ajoutez un contréleur vCenter pour la surveillance NetApp HCI
(installations NetApp HCI uniquement) et le contrdle du cloud hybride (pour toutes les installations) au
nceud de gestion des ressources connues :

@ Une ressource de contrbleur est requise pour les services de surveillance NetApp HCI.

a. Cliquez sur POST /Assets/{ASSET_ID}/contréleurs pour ajouter un sous-actif de contrbleur.
b. Cliquez sur essayez-le.

c. Saisissez I'ID d’actif de base parent que vous avez copié dans le presse-papiers dans le champ
Asset_ID.

d. Entrer les valeurs de charge utile requises avec t ype comme vCenter Et vCenter.



{

"username": "string",
"password": "string",
"ip": "string",
"type": "vCenter",
"host name": "string",
"config": {}

}

@ ip EstI'adresse IP vCenter.
e. Cliquez sur Exécuter.

Trouvez plus d’informations

"Plug-in NetApp Element pour vCenter Server"

Configuration du contréle du cloud hybride NetApp pour
plusieurs datacenters

Vous pouvez configurer le contréle des clouds hybrides NetApp pour gérer les
ressources de deux ou plusieurs centres qui n'utilisent pas le mode lié.

Vous devez utiliser ce processus apres votre installation initiale lorsque vous devez ajouter des ressources
pour une installation récemment mise a I'échelle ou lorsque de nouvelles ressources n’ont pas été ajoutées
automatiquement a votre configuration. Utilisez ces API pour ajouter des ressources qui sont des ajouts
récents a votre installation.
Ce dont vous avez besoin

* Votre version du cluster exécute NetApp Element 11.3 ou une version ultérieure.

* Vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.
Etapes
1. "Ajouter de nouveaux vCenters comme actifs de contréleur" a la configuration du nceud de gestion.

2. "Ajoutez de nouveaux nceuds de calcul en tant que ressources de calcul" a la configuration du noeud de
gestion.

Vous devrez peut-étre le faire "Modifiez les informations d’identification BMC pour les
nceuds de calcul" pour résoudre un Hardware ID not available ou Unable to
Detect Erreur indiquée dans le contréle du cloud hybride NetApp.

3. Actualisez I'API du service d’inventaire sur le nceud de gestion :

https://<ManagementNodeIP>/inventory/1/


https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/fr-fr/hci19/docs/task_hcc_edit_bmc_info.html
https://docs.netapp.com/fr-fr/hci19/docs/task_hcc_edit_bmc_info.html

@ Vous pouvez également attendre 2 minutes que l'inventaire soit mis a jour dans l'interface
utilisateur NetApp Hybrid Cloud Control.

a. Cliquez sur Authorise et procédez comme suit :
i. Saisissez le nom d’utilisateur et le mot de passe du cluster.
i. Saisissez I'ID client en tant que mnode-client.

ii. Cliquez sur Autoriser pour démarrer une session.

iv. Fermez la fenétre.

b. Dans l'interface utilisateur de I'API REST, cliquez sur OBTENIR /installations.

c. Cliquez sur essayez-le.

d. Cliquez sur Exécuter.

e. Dans le cas d’une réponse, copiez I'ID de ressource d’installation ("id").

f. Dans linterface utilisateur de 'API REST, cliquez sur OBTENIR /installations/{ID}.
g. Cliquez sur essayez-le.

h. Réglez rafraichissement sur True.
i. Collez I'ID de ressource d’installation dans le champ ID.
j- Cliquez sur Exécuter.

4. Actualisez le navigateur NetApp Hybrid Cloud Control pour voir tous les changements.

Trouvez plus d’informations

"Plug-in NetApp Element pour vCenter Server"

Ajoutez des ressources de calcul et de contréleur au nceud
de gestion

Vous pouvez ajouter des ressources de calcul et de contréleur a la configuration du
nceud de gestion a I'aide de l'interface utilisateur de 'API REST.

Vous devrez peut-étre ajouter une ressource si vous avez recemment fait évoluer votre installation et que de
nouvelles ressources n’ont pas été ajoutées automatiquement a votre configuration. Utilisez ces API pour
ajouter des ressources qui sont des ajouts récents a votre installation.

Ce dont vous avez besoin

* Votre version du cluster exécute NetApp Element 11.3 ou une version ultérieure.
* Vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.

* Vous avez "Creéation d’'un nouveau role NetApp HCC dans vCenter" Limiter I'affichage des services de
nceud de gestion aux ressources NetApp uniquement.

» Vous disposez de I'adresse IP de gestion vCenter et des identifiants.
» Vous disposez de I'adresse IP de gestion du nceud de calcul (ESXi) et des identifiants root.

* Vous disposez de I'adresse IP de gestion du matériel (BMC) et des informations d’identification de
I'administrateur.


https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/fr-fr/hci19/docs/task_mnode_create_netapp_hcc_role_vcenter.html

Description de la tache

(NetApp HCI uniqguement) si vous ne voyez pas de noeuds de calcul dans le contréle du cloud hybride (HCC)
apres avoir fait évoluer votre systéeme NetApp HCI, vous pouvez ajouter un nceud de calcul a 'aide du POST
/assets/{asset id}/compute-nodes décrit dans cette procédure.

@ Lorsque vous ajoutez manuellement des nceuds de calcul, assurez-vous d’ajouter également
les ressources BMC, sinon une erreur est renvoyée.

Etapes
1. Procurez-vous I'ID de ressource de base pour I'installation :

a. Ouvrez l'interface utilisateur de 'API REST du service d’inventaire sur le nceud de gestion :
https://<ManagementNodeIP>/inventory/1/

b. Sélectionnez Authorise et procédez comme suit :
i. Saisissez le nom d’utilisateur et le mot de passe du cluster.
ii. Saisissez I'ID client en tant que mnode-client.
iii. Sélectionnez Autoriser pour démarrer une session.
iv. Fermez la fenétre.
c. Dans linterface utilisateur de I'API REST, sélectionnez OBTENIR /installations.
d. Sélectionnez essayez-le.
e. Sélectionnez Exécuter.

f. A partir du corps de réponse du code 200, copiez le id pour l'installation.

"installations": [
{
" links": {

"collection™":
"https://10.111.211.111/inventory/1/installations",

"self":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

b
"id": "abcdO0le2-ab00-1xxx-9lee-12£f111xxc7x0x",

(D Votre installation dispose d’'une configuration de ressource de base créée lors de
l'installation ou de la mise a niveau.

g. Dans l'interface utilisateur de ’API REST, sélectionnez GET /installations/{ID}.
h. Sélectionnez essayez-le.

i. Collez I'ID de ressource d’installation dans le champ ID.



j- Sélectionnez Exécuter.

k. Depuis le réponse, copiez et enregistrez I'ID du contréleur du cluster ("controllerId") pour une
utilisation ultérieure.

2. (Pour les nceuds de calcul uniquement) Recherchez le numéro de matériel de votre nceud de calcul Dans
vSphere.

3. Pour ajouter une ressource de controleur (vCenter), un nceud de calcul (ESXi) ou du matériel (BMC) a une
ressource de base existante, sélectionnez I'une des options suivantes :

Option Description

POST /Assets/{ASSET _ID}/contrbleurs a. Ouvrez linterface de 'API REST du service nceud M sur le
nceud de gestion :

https://<ManagementNodeIP>/mnode

i. Sélectionnez Authorise et procédez comme suit :

A. Saisissez le nom d'utilisateur et le mot de passe du
cluster.

B. Saisissez I'ID client en tant que mnode-client.

C. Sélectionnez Autoriser pour démarrer une
session.

D. Fermez la fenétre.
b. Sélectionnez POST /Assets/{ASSET_ID}/controleurs.
c. Sélectionnez essayez-le.

d. Saisissez I'ID de I'actif de base parent dans le champ
Asset_ID.

e. Ajouter les valeurs requises a la charge utile.

f. Sélectionnez Exécuter.



Option

POST /Assets/{ASSET_ID}/Compute-
nodes

Description

a. Ouvrez I'interface de I'API REST du service nosud M sur le
nceud de gestion :

https://<ManagementNodeIP>/mnode

i. Sélectionnez Authorise et procédez comme suit :

A. Saisissez le nom d'utilisateur et le mot de passe du
cluster.

B. Saisissez I'ID client en tant que mnode-client.

C. Sélectionnez Autoriser pour démarrer une
session.

D. Fermez la fenétre.

b. Sélectionnez POST /Assets/{ASSET_ID}/Compute-
nodes.

c. Sélectionnez essayez-le.

d. Entrez I'ID d’actif de base parent que vous avez copié a
une étape précédente dans le champ Asset_ID.

e. Dans la charge utile, procédez comme suit :
i. Saisissez I'lP de gestion du nceud dans le ip légale.

i. Pour hardwareTag, entrez la valeur de I'étiquette
matérielle que vous avez enregistrée lors d’'une étape
précédente.

ii. Entrez d’autres valeurs, si nécessaire.

f. Sélectionnez Exécuter.



Option Description

POST /Assets/{ASSET _ID}/Hardware- a. Ouvrez linterface de 'API REST du service nceud M sur le
nodes nceud de gestion :

https://<ManagementNodeIP>/mnode

i. Sélectionnez Authorise et procédez comme suit :

A. Saisissez le nom d'utilisateur et le mot de passe du
cluster.

B. Saisissez I'ID client en tant que mnode-client.

C. Sélectionnez Autoriser pour démarrer une
session.

D. Fermez la fenétre.

b. Sélectionnez POST /Assets/{ASSET_ID}/Hardware-
nodes.

c. Sélectionnez essayez-le.

d. Saisissez I'ID de l'actif de base parent dans le champ
Asset_ID.

e. Ajouter les valeurs requises a la charge utile.

f. Sélectionnez Exécuter.

Trouvez plus d’informations

"Plug-in NetApp Element pour vCenter Server"

Localisation d’une balise matérielle pour un nceud de calcul

Vous avez besoin de la balise matérielle pour ajouter vos ressources de nceud de calcul
a la configuration du nceud de gestion a I'aide de I'interface utilisateur de 'API REST.

10
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VMware vSphere 8.0 et 7.0
Localisez le tag matériel d’'un nceud de calcul dans VMware vSphere Web client 8.0 et 7.0.
Etapes

1. Sélectionnez I'héte dans le navigateur vSphere Web client.

2. Sélectionnez I'onglet configurer.

3. Dans la barre latérale, sélectionnez matériel > Présentation. Vérifiez si I'étiquette matérielle est
répertoriée dans le System tableau.

Summary Momutor Conhgurs Permissions Wiz Jatastorss Metworks Uipdates
Agenl WM Sotlings 2
Overview
. Sl [
o Flle Location
¥ 1 {aalami THAl & T |y
System w
Ucenizing System
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&t (-1
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Sarial number 2F2 25082
Advanced Syrem Setbnas
Enclosmie senial 2X20080FIITEIA
SYEEm Resouarce Seienvation PPl P
S Fr‘_' PR TN R WS e T F'-ﬁ:']
G
Orthih bedaniifying (Al asiet Tag IN-04E+AD
e P
Reiraas dace W3 2030
-1 oW =]
. Boot devige
Fackaoes
Hardwaire

4. Copiez et enregistrez la valeur pour Tag.

5. Ajoutez vos ressources de calcul et de contrdleur au nceud de gestion.

VMware vSphere 6.7 et 6.5
Localisez le tag matériel d’'un nceud de calcul dans VMware vSphere Web client 6.7 et 6.5.
Etapes

1. Sélectionnez I'héte dans le navigateur vSphere Web client.

2. Sélectionnez I'onglet moniteur et sélectionnez Santé du matériel.

3. Vérifiez si I'étiquette est répertoriée avec le fabricant et le numéro de modeéle du BIOS.

11
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4. Copiez et enregistrez la valeur pour Tag.

5. Ajoutez vos ressources de calcul et de contréleur au nceud de gestion.

Créer et gérer les ressources du cluster de stockage

Vous pouvez ajouter de nouvelles ressources de cluster de stockage au nceud de
gestion, modifier les informations d’identification stockées des ressources de cluster de
stockage connues et supprimer des ressources de cluster de stockage du nceud de
gestion a 'aide de 'API REST.

Ce dont vous avez besoin
« Vérifiez que votre cluster de stockage exécute la version 11.3 ou ultérieure du logiciel NetApp Element.

* Vérifiez que vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.

Options de gestion des ressources du cluster de stockage
Choisissez 'une des options suivantes :

* Récupérer I'ID d’installation et I'ID de cluster d’'une ressource de cluster de stockage
* Ajoutez un nouveau actif de cluster de stockage
* Modifiez les informations d’identification enregistrées pour une ressource de cluster de stockage

« Supprimer une ressource de cluster de stockage

Récupérer I'ID d’installation et I'ID de cluster d’une ressource de cluster de
stockage

Vous pouvez obtenir I'ID d’installation et I'ID du cluster de stockage via ’'API REST. L’ID d’installation est
nécessaire pour ajouter une nouvelle ressource de cluster de stockage et I'ID de cluster pour modifier ou
supprimer une ressource de cluster de stockage spécifique.

Etapes
1. Accédez a l'interface utilisateur de I'API REST pour le service d’inventaire en entrant 'adresse IP du noceud
de gestion suivie de /inventory/1/:

12



https://<ManagementNodeIP>/inventory/1/

2. Cliquez sur Authorise ou sur une icone de verrouillage et procédez comme suit :
a. Saisissez le nom d'utilisateur et le mot de passe du cluster.
b. Saisissez I'ID client en tant que mnode-client.
c. Cliquez sur Autoriser pour démarrer une session.
d. Fermez la fenétre.
3. Cliquez sur OBTENIR /installations.
4. Cliquez sur essayez-le.

5. Cliquez sur Exécuter.

L’API renvoie une liste de toutes les installations connues.

6. A partir du corps de réponse du code 200, enregistrez la valeur dans le id ce champ se trouve dans la
liste des installations. Il s’agit de I'ID d’installation. Par exemple :

"installations": [

{
"id": "1234a678-12ab-35dc-7b4a-1234a5b6a7ba",

"name": "my-hci-installation™,

" links": {
"collection": "https://localhost/inventory/l/installations",
"self": "https://localhost/inventory/1l/installations/1234a678-

12ab-35dc-7b4a-1234a5b6a7ba"
}

7. Accédez a I'interface d’API REST pour le service de stockage en entrant 'adresse IP du nceud de gestion
suivie de /storage/1/:

https://<ManagementNodeIP>/storage/1/

8. Cliquez sur Authorise ou sur une icone de verrouillage et procédez comme suit :
a. Saisissez le nom d’utilisateur et le mot de passe du cluster.
b. Saisissez I'ID client en tant que mnode-client.
c. Cliquez sur Autoriser pour démarrer une session.
d. Fermez la fenétre.
9. Cliquez sur LIRE /clusters.

10. Cliquez sur essayez-le.

13



11. Entrez I'ID d’installation que vous avez enregistré précédemment dans le installationId paramétre.

12. Cliquez sur Exécuter.
L'API renvoie la liste de tous les clusters de stockage connus dans cette installation.

13. Dans le corps de réponse du code 200, recherchez le cluster de stockage approprié et enregistrez la
valeur dans le cluster storageId légale. Il s’agit de I'ID du cluster de stockage.

Ajoutez un nouveau actif de cluster de stockage

Vous pouvez utiliser ’API REST pour ajouter une ou plusieurs nouvelles ressources du cluster de stockage a
linventaire des noeuds de gestion. Lorsque vous ajoutez un nouveau actif de cluster de stockage, il est
automatiquement enregistré auprés du nceud de gestion.

Ce dont vous avez besoin

» Vous avez copié le ID de cluster de stockage et ID d'installation si vous souhaitez ajouter des clusters de
stockage,

« Si vous ajoutez plusieurs nceuds de stockage, vous avez lu et compris les limites du "cluster faisant
autorité" et de nombreux clusters de stockage.

@ Tous les utilisateurs définis sur le cluster faisant autorité sont définis comme des utilisateurs
sur tous les autres clusters reliés a l'instance Cloud Control hybride.

Etapes
1. Accédez a l'interface d’API REST pour le service de stockage en entrant 'adresse IP du nceud de gestion
suivie de /storage/1/:

https://<ManagementNodeIP>/storage/1/

2. Cliquez sur Authorise ou sur une icone de verrouillage et procédez comme suit :
a. Saisissez le nom d'utilisateur et le mot de passe du cluster.
b. Saisissez I'ID client en tant que mnode-client.
c. Cliquez sur Autoriser pour démarrer une session.
d. Fermez la fenétre.
3. Cliquez sur POST /clusters.
4. Cliquez sur essayez-le.

5. Entrez les informations du nouveau cluster de stockage dans les paramétres suivants dans le champ
corps de demande :
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"installationId": "alb2c34d-e56f-1laz2b-cl23-1ab2cd345d6e",

"mvip": "10.0.0.1",
"password": "admin",
"userId": "admin"
}
Parameétre Type
installationId chaine
mvip chaine
password chaine
userId chaine

6. Cliquez sur Exécuter.

Description

Installation dans laquelle ajouter
le nouveau cluster de stockage.
Entrez I'ID d’installation que vous
avez enregistré préecédemment
dans ce paramétre.

Adresse IP virtuelle de gestion
IPv4 (MVIP) du cluster de
stockage.

Mot de passe utilisé pour
communiquer avec le cluster de
stockage.

ID utilisateur utilisé pour
communiquer avec le cluster de
stockage (I'utilisateur doit disposer
de privileges d’administrateur).

L'API renvoie un objet contenant des informations sur I'actif de cluster de stockage nouvellement ajouté,

telles que le nom, la version et I'adresse IP.

Modifiez les informations d’identification enregistrées pour une ressource de

cluster de stockage

Vous pouvez modifier les informations d’identification stockées utilisées par le nceud de gestion pour vous
connecter a un cluster de stockage. L'utilisateur que vous choisissez doit disposer d’'un accés admin du

cluster.
@ Assurez-vous d’avoir suivi les étapes de la section Récupérer I'ID d’installation et I'lD de cluster
d’une ressource de cluster de stockage avant de continuer.
Etapes

1. Accédez a l'interface d’API REST pour le service de stockage en entrant 'adresse IP du nceud de gestion

suivie de /storage/1/:

https://<ManagementNodeIP>/storage/1/
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. Cliquez sur Authorise ou sur une icone de verrouillage et procédez comme suit :
a. Saisissez le nom d'utilisateur et le mot de passe du cluster.
b. Saisissez I'ID client en tant que mnode-client.
c. Cliquez sur Autoriser pour démarrer une session.
d. Fermez la fenétre.
. Cliquez sur PUT /clusters/{storageld}.

3

4. Cliquez sur essayez-le.

9. Collez I'D de cluster de stockage que vous avez copié précédemment dans I' storageId paramétre.
6

. Modifiez 'un des paramétres suivants ou les deux dans le champ corps de la demande :

"password": "adminadmin",
"userId": "admin"
}
Parameétre Type Description
password chaine Mot de passe utilisé pour
communiquer avec le cluster de
stockage.
userId chaine ID utilisateur utilisé pour

communiquer avec le cluster de
stockage (I'utilisateur doit disposer
de privileges d’administrateur).

7. Cliquez sur Exécuter.

Supprimer une ressource de cluster de stockage

Vous pouvez supprimer une ressource du cluster de stockage si le cluster de stockage n’est plus en service.
Lorsque vous supprimez un actif de cluster de stockage, il n’est pas enregistré automatiquement du nceud de
gestion.

@ Assurez-vous d’avoir suivi les étapes de la section Recupérer I'ID d’installation et I'|D de cluster
d’'une ressource de cluster de stockage avant de continuer.

Etapes
1. Accédez a l'interface d’API REST pour le service de stockage en entrant I'adresse IP du nceud de gestion
suivie de /storage/1/:

https://<ManagementNodeIP>/storage/1/

2. Cliquez sur Authorise ou sur une icone de verrouillage et procédez comme suit :

a. Saisissez le nom d'utilisateur et le mot de passe du cluster.

16



b. Saisissez I'ID client en tant que mnode-client.
c. Cliquez sur Autoriser pour démarrer une session.
d. Fermez la fenétre.

Cliquez sur DELETE /cluster/{storageld}.

Cliquez sur essayez-le.

Entrez I'ID de cluster de stockage que vous avez copié précédemment dans storageId paramétre.

o o kW

Cliquez sur Exécuter.

Une fois réussi, 'API renvoie une réponse vide.

Trouvez plus d’informations

» "Cluster faisant autorité"

* "Plug-in NetApp Element pour vCenter Server"

Afficher ou modifier des actifs de controleur existants

Vous pouvez afficher des informations sur les contréleurs VMware vCenter existants et
les modifier dans la configuration du nceud de gestion a l'aide de 'API REST. Les
contréleurs sont des instances VMware vCenter enregistrées sur le nceud de gestion
pour votre installation NetApp HCI.

Avant de commencer

* Assurez-vous que votre version de cluster exécute le logiciel NetApp Element 11.3 ou une version
ultérieure.

« Vérifiez que vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.

Accédez a I’API REST des services de gestion

Etapes

1. Accédez a l'interface d’API REST pour les services de gestion en entrant 'adresse IP du nceud de gestion
suivie de /vcenter/1/:

https://<ManagementNodeIP>/vcenter/1/

2. Cliquez sur Authorise ou sur une icone de verrouillage et procédez comme suit :
a. Saisissez le nom d'’utilisateur et le mot de passe du cluster.
b. Saisissez I'ID client en tant que mnode-client.
c. Cliquez sur Autoriser pour démarrer une session.

d. Fermez la fenétre.
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Afficher les informations stockées relatives aux controleurs existants

Vous pouvez lister les contrdleurs vCenter existants enregistrés auprés du nceud de gestion et afficher les
informations stockées les concernant a I'aide de 'API REST.

Etapes
1. Cliqguez sur OBTENIR /calculer/controleurs.
2. Cliquez sur essayez-le.
3. Cliquez sur Exécuter.

L'API renvoie la liste de tous les contréleurs vCenter connus, ainsi que I'adresse IP, I'ID de contrdleur, le
nom d’héte et I'ID utilisateur utilisés pour communiquer avec chaque contréleur.

4. Si vous souhaitez que I'état de connexion d’un contrdleur particulier soit défini, copiez I'ID du contréleur a
partir du id champ de ce controleur dans le presse-papiers et voir Afficher I'état d’'un contréleur existant.

Afficher I’état d’un controleur existant

Vous pouvez afficher I'état de tous les contréleurs vCenter existants enregistrés avec le nceud de gestion.
L'API renvoie un état indiquant si NetApp Hybrid Cloud Control peut se connecter au contréleur vCenter et la
raison de ce statut.

Etapes
1. Cliquez sur OBTENIR /calculer/controleurs/{Controller_ID}/status.
2. Cliquez sur essayez-le.
3. Entrez I'ID de controleur que vous avez copié précédemment dans controller id paramétre.

4. Cliquez sur Exécuter.

L'API renvoie I'état de ce contrbleur vCenter en particulier, ainsi qu’une raison pour cet état.

Modifier les propriétés stockées d’un contréleur

Vous pouvez modifier le nom d’utilisateur ou le mot de passe stockés pour tous les contréleurs vCenter
existants enregistrés avec le nceud de gestion. Vous ne pouvez pas modifier 'adresse IP stockée d’un
contréleur vCenter existant.

Etapes
1. Cliquez sur PUT /Compute/controllers/{Controller_ID}.
2. Entrez I'ID de contrdleur d’un controleur vCenter dans le controller id paramétre.
3. Cliquez sur essayez-le.

4. Modifiez I'un des parametres suivants dans le champ corps de la demande :

Paramétre Type Description

userId chaine Modifiez I'ID utilisateur utilisé pour
communiquer avec le contréleur
vCenter (I'utilisateur doit disposer
des privileges d’administrateur).
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Parameétre Type Description

password chaine Modifiez le mot de passe utilisé
pour communiquer avec le
contréleur vCenter.

5. Cliquez sur Exécuter.

L'API renvoie la mise a jour des informations relatives au contréleur.

Trouvez plus d’informations

» "Ajoutez des ressources de calcul et de contréleur au noeud de gestion”

* "Plug-in NetApp Element pour vCenter Server"

Supprimer une ressource du nceud de gestion

Si vous remplacez physiquement un noeud de calcul ou que vous devez le supprimer du
cluster NetApp HCI, vous devez supprimer cette ressource a I'aide des API de noeud de
gestion.

Ce dont vous avez besoin
 Votre cluster de stockage exécute NetApp Element version 11.3 ou ultérieure.

* Vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.

Etapes
1. Saisissez I'adresse IP du noeud de gestion suivie de /mnode/1/:

https://<ManagementNodeIP>/mnode/1/

2. Cliquez sur Autoriser ou sur une icone de verrouillage et entrez les informations d’identification
d’administrateur de cluster pour les autorisations d’utilisation des API.

a. Saisissez le nom d’utilisateur et le mot de passe du cluster.
b. Sélectionnez corps de demande dans la liste déroulante type si la valeur n’est pas déja sélectionnée.
C. Saisissez I'ID client en tant que mnode-client sila valeur n'est pas déja renseignée.
d. N’entrez pas de valeur pour le secret client.
e. Cliquez sur Autoriser pour démarrer une session.
f. Fermez la fenétre.
Fermez la boite de dialogue autorisations disponibles.
Cliquez sur OBTENIR/Ressources.
Cliquez sur essayez-le.

Cliquez sur Exécuter.

N o gk~ w

Faites défiler le corps de réponse vers le bas jusqu’a la section Compute et copiez le parent et id
valeurs du nceud de calcul ayant échoué.
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8. Cliquez sur DELETE/Assets/{ASSET_ID}/Compute-nodes/{Compute_ID}.
9. Cliquez sur essayez-le.
10. Entrez le parent et id valeurs copiées dans une étape précédente.

11. Cliquez sur Exécuter.

Configurez un serveur proxy

Si votre cluster est derriére un serveur proxy, vous devez configurer les paramétres proxy
pour pouvoir accéder a un réseau public.

Un serveur proxy est utilisé pour les collecteurs de télémétrie et les connexions en tunnel inversé. Vous
pouvez activer et configurer un serveur proxy a l'aide de l'interface utilisateur de 'API REST si vous n’avez pas
déja configuré de serveur proxy lors de I'installation ou de la mise a niveau. Vous pouvez également modifier
les paramétres de serveur proxy existants ou désactiver un serveur proxy.

La commande permettant de configurer un serveur proxy met a jour, puis renvoie les paramétres de proxy
actuels pour le nceud de gestion. Les paramétres proxy sont utilisés par Active IQ, le service de surveillance
NetApp HCI déployé par le moteur de déploiement NetApp et les autres utilitaires logiciels Element installés
sur le nceud de gestion, notamment le tunnel de support inversé pour le support NetApp.

Avant de commencer
» Vous devez connaitre les informations d’héte et d’identification du serveur proxy que vous configurez.

» Assurez-vous que votre version de cluster exécute le logiciel NetApp Element 11.3 ou une version
ultérieure.

« Vérifiez que vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.
* (Nceud de gestion 12.0 et versions ultérieures) vous avez mis a jour NetApp Hybrid Cloud Control vers la
version 2.16 des services de gestion avant de configurer un serveur proxy.
Etapes

1. Accédez a l'interface de 'API REST sur le nceud de gestion en entrant I'adresse IP du nceud de gestion
suivie de /mnode:

https://<ManagementNodeIP>/mnode

2. Cliquez sur Authorise ou sur une icone de verrouillage et procédez comme suit :
a. Saisissez le nom d’utilisateur et le mot de passe du cluster.
b. Saisissez I'ID client en tant que mnode-client.
c. Cliquez sur Autoriser pour démarrer une session.
d. Fermez la fenétre.
3. Cliquez sur PUT /settings.
4. Cliquez sur essayez-le.

3. Pour activer un serveur proxy, vous devez définir use _proxy a vrai. Entrez le nom IP ou I'héte et les
destinations du port proxy.

Le nom d’utilisateur proxy, le mot de passe proxy et le port SSH sont facultatifs et doivent étre omis s’ils ne

20



sont pas utilisés.

{

"proxy ip or hostname": "[IP or name]",

"use proxy": [true/false],

"proxy username": "[username]",

"proxy password": "[password]",

"proxy port": [port value],

"proxy ssh port": [port value: default is 443]

}

6. Cliquez sur Exécuter.

@ Vous devrez peut-étre redémarrer votre nceud de gestion, en fonction de votre environnement.

Trouvez plus d’informations

"Plug-in NetApp Element pour vCenter Server"

Vérifiez les versions du systéeme d’exploitation du nceud de
gestion et des services

Vous pouvez vérifier les numéros de version de 'OS du nceud de gestion, les packs de
services de gestion et les services individuels exécutés sur le nceud de gestion a l'aide
de I'API REST dans le nceud de gestion.

Ce dont vous avez besoin

 Votre cluster exécute le logiciel NetApp Element version 11.3 ou ultérieure.

* Vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.

Options
» Commandes d’API

« ETAPES DE LINTERFACE UTILISATEUR DE L'API REST

Commandes d’API

* Obtenir des informations de version sur le systéme d’exploitation du nceud de gestion, le bundle de
services de gestion et le service de '’API du noeud de gestion (mNode-api) exécuté sur le noceud de gestion

curl -X GET "https://<ManagementNodeIP>/mnode/about" -H "accept:
application/json"

» Obtenir des informations de version sur les services individuels exécutés sur le nceud de gestion :
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curl -X GET "https://<ManagementNodeIP>/mnode/services?status=running”
-H T"accept: */*" -H "Authorization: Bearer S{TOKEN}"

@ Vous pouvez trouver le porteur $ { TOKEN} Utilisé par la commande API lorsque vous
"autoriser". Le porteur $ { TOKEN} est dans la réponse curl.

ETAPES DE L’INTERFACE UTILISATEUR DE L’API REST

1. Accédez a l'interface d’API REST pour le service en entrant I'adresse IP du nceud de gestion suivie de
/mnode/:

https://<ManagementNodeIP>/mnode/

2. Effectuez I'une des opérations suivantes :

> Obtenir des informations de version sur le systéme d’exploitation du nceud de gestion, le bundle de
services de gestion et le service de 'API du nceud de gestion (mNode-api) exécuté sur le nceud de
gestion :

i. Sélectionnez OBTENIR /About.

i. Sélectionnez essayez-le.

ii. Sélectionnez Exécuter.
Version du pack des services de gestion ("mnode bundle version"), version de 'OS du noeud
de gestion ("os_version™") Et la version API du nceud de gestion ("version") sont indiqués
dans le corps de réponse.

> Obtenir des informations de version sur les services individuels exécutés sur le nceud de gestion :

i. Sélectionnez OBTENIR /services.

ii. Sélectionnez essayez-le.

ii. Sélectionnez I'état en cours d’exécution.

iv. Sélectionnez Exécuter.

Les services en cours d’exécution sur le nceud de gestion sont indiqués dans le corps de réponse.

Trouvez plus d’informations

"Plug-in NetApp Element pour vCenter Server"

Obtention de journaux des services de gestion

Vous pouvez récupérer des journaux a partir des services exécutés sur le nceud de
gestion a 'aide de 'API REST. Vous pouvez extraire des journaux de tous les services
publics ou spécifier des services spécifiques et utiliser les paramétres de requéte pour
mieux définir les résultats de retour.
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Ce dont vous avez besoin

* Votre version du cluster exécute NetApp Element 11.3 ou une version ultérieure.

* Vous avez déployé un nceud de gestion exécutant la version 11.3 ou ultérieure.
Etapes

1. Ouvrez l'interface utilisateur de I'API REST sur le nceud de gestion.

o En commencgant par les services de gestion 2.21.61 :
https://<ManagementNodeIP>/mnode/4/

o Pour les services de gestion version 2.20.69 ou antérieure :
https://<ManagementNodeIP>/mnode

2. Sélectionnez Authorise ou une icdne de verrouillage et procédez comme suit :
a. Saisissez le nom d’utilisateur et le mot de passe du cluster.
b. Entrez I'ID client en tant que client mNode si la valeur n’est pas déja renseignée.
c. Sélectionnez Autoriser pour démarrer une session.
d. Fermez la fenétre.
3. Sélectionnez OBTENIR /logs.
4. Sélectionnez essayez-le.

5. Spécifiez les paramétres suivants :

° Lines: Entrez le nombre de lignes que vous souhaitez que le journal revienne. Ce paramétre est un
entier qui est par défaut de 1000.

Evitez de demander l'intégralité de I’historique du contenu du journal en définissant
lignes sur 0.

° since: Ajoute un horodatage ISO-8601 pour le point de départ des journaux de service.

Utiliser un moyen raisonnable since paramétre lors de la collecte de journaux de
timesans plus larges.

° service-name: Saisissez un nom de service.

Utilisez le GET /services commande permettant de lister les services sur le nceud de
gestion.

° stopped: Défini sur true pour récupérer les journaux des services arrétés.
6. Sélectionnez Exécuter.

7. Dans le corps de réponse, sélectionnez Download pour enregistrer la sortie du journal.
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En savoir plus

"Plug-in NetApp Element pour vCenter Server"
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