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De formation

Configuration requise pour I'infrastructure virtuelle de
Keystone Collector

Votre systéme VMware vSphere doit répondre a plusieurs exigences avant de pouvoir
installer Keystone Collector.

Prérequis pour la machine virtuelle du serveur Keystone Collector :

» Systéme d’exploitation : serveur VMware vCentre et ESXi 8.0 ou version ultérieure

» Coeeur : 1 processeur
* RAM : 2 GO DE RAM
» Espace disque : 20 Go de vDisk

Autres exigences

S’assurer que les exigences génériques suivantes sont respectées :

Exigences de mise en réseau

Les exigences de mise en réseau de Keystone Collector sont répertoriées dans le tableau suivant.

Keystone Collector nécessite une connectivité Internet. Vous pouvez fournir une connectivité
Internet par routage direct via la passerelle par défaut (via NAT) ou via le proxy HTTP. Les deux
variantes sont décrites ici.

Source

Collecteur
Keystone (pour
Keystone
ONTAP)

Collecteur
Keystone (pour
Keystone
StorageGRID)

Destination Service

Active IQ Unified HTTPS
Manager

(Unified

Manager)

Noeuds HTTPS
d’administration

StorageGRID

Protocole et
ports

TCP 443

TCP 443

Catégorie

Obligatoire (en
cas d'utilisation
de Keystone
ONTAP)

Obligatoire (en
cas d'utilisation
de Keystone
StorageGRID)

Objectif

Collecte de
metrics
d’utilisation du
collecteur
Keystone pour
ONTAP

Collecte de
metrics
d’utilisation du
collecteur
Keystone pour
StorageGRID



Collecteur
Keystone
(générique)

Collecteur
Keystone
(générique)

Collecteur
Keystone
(générique)

Collecteur
Keystone
(générique)

Collecteur
Keystone (pour
Keystone
ONTAP)

Collecteur
Keystone
(générique)

Postes de travail
opérationnels du
client

Adresses
NetApp ONTAP
de gestion de
cluster et de
noceud

Internet
(conformément
aux exigences
d’URL fournies
ultérieurement)

Proxy HTTP
client

Serveurs DNS
du client

Serveurs NTP
du client

Unified Manager

Systeme de
surveillance
client

Collecteur
Keystone

Collecteur
Keystone

HTTPS

Proxy HTTP

DNS

NTP

MYSQL

HTTPS

SSH

HTTP_8000,
PING

TCP 443

Port proxy client

TCP/UDP 53

UDP 123

TCP 3306

TCP 7777

TCP 22

TCP 8000,
demande/répons
e d’écho ICMP

Obligatoire
(connectivité
Internet)

Obligatoire
(connectivité
Internet)

Obligatoire

Obligatoire

En option

En option

Gestion

En option

Le logiciel
Keystone
Collector, les
mises a jour du
systéme
d’exploitation et
le
téléchargement
de metrics

Le logiciel
Keystone
Collector, les
mises a jour du
systéme
d’exploitation et
le
téléchargement
de metrics

Résolution DNS

Synchronisation
de 'heure

Collecte de
metrics de
performance
pour Keystone
Collector

Reporting sur
I'état du
collecteur
Keystone

Acces a la

gestion des
collecteurs
Keystone

Serveur Web
pour les mises a
jour du
micrologiciel
ONTAP



Le port par défaut de MySQL, 3306, est limité a localhost uniquement lors d’une nouvelle
@ installation d’Unified Manager, ce qui empéche la collecte des mesures de performances pour
Keystone Collector. Pour plus d’'informations, voir "Configuration requise pour ONTAP".
Accés a 'URL

Le collecteur Keystone doit accéder aux hétes Internet suivants :

Adresse Raison

https://keystone.netapp.com Mises a jour logicielles Keystone Collector et rapports
d’utilisation

https://support.netapp.com Siege de NetApp, pour la facturation et la livraison
AutoSupport

Configuration requise pour Keystone Collector sous Linux

La préparation de votre systéme Linux avec le logiciel requis garantit une installation et
une collecte de données précises par Keystone Collector.

Assurez-vous que votre VM serveur Linux et Keystone Collector posséde ces configurations.

Serveur Linux :
+ Systéme d’exploitation : 'un des systémes suivants :

o Debian 12

o Red Hat Enterprise Linux 8.6 ou versions ultérieures 8.x.

o Red Hat Enterprise Linux 9.0 ou versions ultérieures

o CentOS 7 (pour les environnements existants uniquement)
« Temps Chronyd synchronisé

» Acces aux référentiels logiciels Linux standard
Le méme serveur doit également avoir les packages tiers suivants :

* Podman (Manager POD)
* SOS

 chrony

* Python 3 (3.9.14 & 3.11.8)

Serveur virtuel Keystone Collector :
* Coeur : 2 processeurs

* RAM : 4 GO DE RAM
» Espace disque : 50 Go de vDisk


https://keystone.netapp.com
https://support.netapp.com

Autres exigences

S’assurer que les exigences génériques suivantes sont respectées :

Exigences de mise en réseau

Les exigences de mise en réseau de Keystone Collector sont répertoriées dans le tableau suivant.

Keystone Collector nécessite une connectivité Internet. Vous pouvez fournir une connectivité
Internet par routage direct via la passerelle par défaut (via NAT) ou via le proxy HTTP. Les deux
variantes sont décrites ici.

Source

Collecteur
Keystone (pour
Keystone
ONTAP)

Collecteur
Keystone (pour
Keystone
StorageGRID)

Collecteur
Keystone
(générique)

Collecteur
Keystone
(générique)

Destination

Service

Active 1Q Unified HTTPS

Manager
(Unified
Manager)

Nosuds
d’administration
StorageGRID

Internet
(conformément
aux exigences
d’'URL fournies
ultérieurement)

Proxy HTTP
client

HTTPS

HTTPS

Proxy HTTP

Protocole et
ports

TCP 443

TCP 443

TCP 443

Port proxy client

Catégorie

Obligatoire (en
cas d'utilisation
de Keystone
ONTAP)

Obligatoire (en
cas d’utilisation
de Keystone
StorageGRID)

Obligatoire
(connectivité
Internet)

Obligatoire
(connectivité
Internet)

Objectif

Collecte de
metrics
d’utilisation du
collecteur
Keystone pour
ONTAP

Collecte de
metrics
d’utilisation du
collecteur
Keystone pour
StorageGRID

Le logiciel
Keystone
Collector, les
mises a jour du
systeme
d’exploitation et
le
téléchargement
de metrics

Le logiciel
Keystone
Collector, les
mises a jour du
systéme
d’exploitation et
le
téléchargement
de metrics



Collecteur
Keystone
(générique)

Collecteur
Keystone
(générique)

Collecteur
Keystone (pour
Keystone
ONTAP)

Collecteur
Keystone
(générique)

Postes de travalil
opérationnels du
client

Adresses
NetApp ONTAP
de gestion de
cluster et de
noeud

®

Serveurs DNS
du client

Serveurs NTP
du client

Unified Manager

Systeme de
surveillance
client

Collecteur
Keystone

Collecteur
Keystone

DNS

NTP

MYSQL

HTTPS

SSH

HTTP_8000,
PING

TCP/UDP 53

UDP 123

TCP 3306

TCP 7777

TCP 22

TCP 8000,
demande/répons
e d’écho ICMP

Obligatoire

Obligatoire

En option

En option

Gestion

En option

Résolution DNS

Synchronisation
de 'heure

Collecte de
metrics de
performance
pour Keystone
Collector

Reporting sur
I'état du
collecteur
Keystone

Acces ala

gestion des
collecteurs
Keystone

Serveur Web
pour les mises a
jour du
micrologiciel
ONTAP

Le port par défaut de MySQL, 3306, est limité a localhost uniquement lors d’'une nouvelle
installation d’Unified Manager, ce qui empéche la collecte des mesures de performances pour

Keystone Collector. Pour plus d’'informations, voir "Configuration requise pour ONTAP".

Acceés a 'URL

Le collecteur Keystone doit accéder aux hbtes Internet suivants :

Adresse

https://keystone.netapp.com

https://support.netapp.com

Raison

Mises a jour logicielles Keystone Collector et rapports

d’utilisation

Siege de NetApp, pour la facturation et la livraison

AutoSupport


https://keystone.netapp.com
https://support.netapp.com

Configuration requise pour ONTAP et StorageGRID pour
Keystone

Avant de commencer a utiliser Keystone, vous devez vous assurer que les clusters
ONTARP et les systemes StorageGRID répondent a quelques exigences.



ONTAP
Versions logicielles
1. ONTAP 9.8 ou version ultérieure

2. Active 1Q Unified Manager (Unified Manager) 9.10 ou version ultérieure

Avant de commencer

Si vous prévoyez de collecter des données d’utilisation uniquement via ONTAP, respectez les exigences
suivantes :

1. Assurez-vous que ONTAP 9.8 ou version ultérieure est configuré. Pour plus d’informations sur la
configuration d’un nouveau cluster, reportez-vous aux liens suivants :

o "Configurez ONTAP sur un nouveau cluster avec System Manager"
o "Configuration d’'un cluster via I'interface de ligne de commandes"

2. Créez des comptes de connexion ONTAP avec des rbles spécifiques. Pour en savoir plus, reportez-
vous "En savoir plus sur la création de comptes de connexion ONTAP" a la section .

o Interface utilisateur Web

i. Connectez-vous a ONTAP System Manager a l'aide de vos informations d’identification par
défaut. Pour en savoir plus, reportez-vous "Gestion du cluster avec System Manager" a la
section .

i. Créez un utilisateur ONTAP avec le role « lecture seule » et le type d’application « http », puis
activez I'authentification par mot de passe en accédant a Cluster > Paramétres > sécurité >
utilisateurs.

> CLI

i. Connectez-vous a l'interface de ligne de commande ONTAP a l'aide de vos identifiants par
défaut. Pour en savoir plus, reportez-vous "Gestion du cluster avec interface de ligne de
commande" a la section .

i. Créez un utilisateur ONTAP avec le rble « lecture seule » et le type d’application « http », puis
activez I'authentification par mot de passe. Pour en savoir plus sur l'authentification, reportez-
vous "Activez I'accés par mot de passe du compte ONTAP" a la section .

Si vous prévoyez de collecter des données d’utilisation via Active IQ Unified Manager, respectez les
exigences suivantes :

1. Assurez-vous que Unified Manager 9.10 ou version ultérieure est configuré. Pour plus d’informations
sur l'installation de Unified Manager, consultez les liens suivants :
o "Installation de Unified Manager sur des systémes VMware vSphere"
o "Installation de Unified Manager sur des systémes Linux"

2. Veérifiez que le cluster ONTAP a été ajouté a Unified Manager. Pour plus d’informations sur I'ajout de
clusters, reportez-vous a la section "Ajout de clusters".

3. Créez des utilisateurs Unified Manager avec des roles spécifiques pour la collecte de données sur
I'utilisation et les performances. Procédez comme suit. Pour plus d’informations sur les réles
d’utilisateur, reportez-vous a la section "Définitions des réles utilisateur".

a. Connectez-vous a l'interface utilisateur Web d’Unified Manager a I'aide des informations
d’identification utilisateur par défaut de 'administrateur de I'application générées lors de
linstallation. Voir "Accés a I'interface utilisateur Web de Unified Manager".


https://docs.netapp.com/us-en/ontap/task_configure_ontap.html
https://docs.netapp.com/us-en/ontap/software_setup/task_create_the_cluster_on_the_first_node.html
https://docs.netapp.com/us-en/ontap/authentication/create-svm-user-accounts-task.html#cluster-and-svm-administrators
https://docs.netapp.com/us-en/ontap/concept_administration_overview.html
https://docs.netapp.com/us-en/ontap/system-admin/index.html
https://docs.netapp.com/us-en/ontap/system-admin/index.html
https://docs.netapp.com/us-en/ontap/authentication/enable-password-account-access-task.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-vapp/concept_requirements_for_installing_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-linux/concept_requirements_for_install_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_add_clusters.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/reference_definitions_of_user_roles.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_access_unified_manager_web_ui.html

b. Créez un compte de service pour Keystone Collector avec Operator rble utilisateur. Les APl du
service Keystone Collector utilisent ce compte de service pour communiquer avec Unified
Manager et collecter les données d’utilisation. Voir "Ajout d’utilisateurs".

C. Créer un Database compte utilisateur, avec le Report Schema rble. Cet utilisateur est requis
pour la collecte des données de performances. Voir "Creéation d’un utilisateur de base de
données".

Le port par défaut pour MySQL, 3306, est limité a localhost uniquement lors d’'une
nouvelle installation d’Unified Manager, qui empéche la collecte des données de
@ performances pour Keystone ONTAP. Cette configuration peut étre modifiée et la
connexion peut étre mise a disposition d’autres hétes a l'aide de I' Control
access to MySQL port 3306 option de la console de maintenance d’Unified
Manager. Pour plus d’informations, voir "Options de menu supplémentaires”.

4. Activez API Gateway dans Unified Manager. Keystone Collector utilise la fonctionnalité de passerelle
d’API pour communiquer avec les clusters ONTAP. Vous pouvez activer la passerelle d’API depuis
l'interface utilisateur Web ou en exécutant quelques commandes via l'interface de ligne de commande
Unified Manager.

Interface utilisateur Web

Pour activer API Gateway a partir de l'interface utilisateur Web d’Unified Manager, connectez-vous a
l'interface utilisateur Web d’Unified Manager et activez APl Gateway. Pour plus d’informations,
reportez-vous a la section "Activation de la passerelle API".

CLI

Pour activer la passerelle d’API via I'interface de ligne de commande d’Unified Manager, effectuez la
procédure suivante :

a. Sur le serveur Unified Manager, démarrez une session SSH et connectez-vous a l'interface de
ligne de commande d’Unified Manager.
‘um cli login -u <umadmin>"Pour plus d’informations sur les commandes CLI, reportez-vous a la
section "Commandes CLI Unified Manager prises en charge".

b. Vérifiez si la passerelle API est déja activée.
um option list api.gateway.enabled A " true Valeurindique que la passerelle d’API
est activée.

C. Sila valeur renvoyée est false, exécutez la commande suivante :
um option set api.gateway.enabled=true

d. Redémarrez le serveur Unified Manager :
= Linux : "Redémarrage de Unified Manager".

= VMware vSphere : "Redémarrage de la machine virtuelle Unified Manager".

StorageGRID
Les configurations suivantes sont requises pour I'installation de Keystone Collector sur StorageGRID.

* StorageGRID 11.6.0 ou une version ultérieure doit étre installée. Pour plus d’informations sur la
mise a niveau de StorageGRID, voir "Metire a niveau le logiciel StorageGRID : présentation”.

» Un compte utilisateur admin local StorageGRID doit étre créé pour la collecte des données
d'utilisation. Ce compte de service est utilisé par le service Keystone Collector pour communiquer
avec StorageGRID via les APl du nceud administrateur.


https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_add_users.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_create_database_user.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_create_database_user.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/reference_additional_menu_options.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/concept_api_gateway.html
https://docs.netapp.com/us-en/active-iq-unified-manager/events/reference_supported_unified_manager_cli_commands.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-linux/task_restart_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-vapp/task_restart_unified_manager_virtual_machine.html
https://docs.netapp.com/us-en/storagegrid-116/upgrade/index.html

Etapes
a. Connectez-vous au Gestionnaire de grille. Voir "Connectez-vous au Grid Manager".

b. Créez un groupe d’administration local avec Access mode: Read-only. Voir "Créer un groupe
d’administration”.

c. Ajoutez les autorisations suivantes :
= Comptes de locataires
= Maintenance
* Requéte de metrics

d. Créez un utilisateur de compte de service Keystone et associez-le au groupe d’administration.
Voir "Gérer les utilisateurs”.


https://docs.netapp.com/us-en/storagegrid-116/admin/signing-in-to-grid-manager.html
https://docs.netapp.com/us-en/storagegrid-116/admin/managing-admin-groups.html#create-an-admin-group
https://docs.netapp.com/us-en/storagegrid-116/admin/managing-admin-groups.html#create-an-admin-group
https://docs.netapp.com/us-en/storagegrid-116/admin/managing-users.html
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