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VMware pour le cloud public

Présentation de NetApp Hybrid Multicloud avec VMware

La plupart des organisations informatiques adoptent I'approche du cloud hybride en
premier. Ces organisations sont en phase de transformation et les clients évaluent leur
paysage informatique actuel, puis migrent leurs charges de travail vers le cloud en
fonction de I'exercice d’évaluation et de découverte.

Les facteurs qui poussent les clients a migrer vers le cloud peuvent inclure I'élasticité et I'explosion, la sortie du
centre de données, la consolidation du centre de données, les scénarios de fin de vie, les fusions, les
acquisitions, etc. La raison de cette migration peut varier en fonction de chaque organisation et de ses priorités
commerciales respectives. Lors du passage au cloud hybride, le choix du stockage approprié dans le cloud est
trés important afin de libérer la puissance du déploiement et de I'élasticité du cloud.

Options VMware Cloud dans le cloud public

Cette section décrit comment chacun des fournisseurs de cloud prend en charge une pile VMware Software
Defined Data Center (SDDC) et/ou VMware Cloud Foundation (VCF) au sein de leurs offres de cloud public
respectives.

Solution Azure VMware

Azure VMware Solution est un service cloud hybride qui permet des SDDC VMware entierement fonctionnels
au sein du cloud public Microsoft Azure. Azure VMware Solution est une solution propriétaire entierement
gérée et prise en charge par Microsoft, vérifiee par VMware s’appuyant sur l'infrastructure Azure. Cela signifie
que lorsque Azure VMware Solution est déployé, les clients bénéficient de 'ESXi de VMware pour la
virtualisation du calcul, de vSAN pour le stockage hyperconvergé et de NSX pour la mise en réseau et la
sécurité, tout en profitant de la présence mondiale de Microsoft Azure, des installations de centre de données
de pointe et de la proximité du riche écosysteme de services et de solutions Azure natifs.

VMware Cloud sur AWS

VMware Cloud sur AWS apporte le logiciel SDDC de classe entreprise de VMware au cloud AWS avec un
acces optimisé aux services AWS natifs. Propulsé par VMware Cloud Foundation, VMware Cloud sur AWS
integre les produits de virtualisation de calcul, de stockage et de réseau de VMware (VMware vSphere,
VMware vSAN et VMware NSX) ainsi que la gestion de VMware vCenter Server, optimisée pour fonctionner
sur une infrastructure AWS dédiée, élastique et bare-metal.

Moteur VMware de Google Cloud

Google Cloud VMware Engine est une offre laaS (Infrastructure as a Service) basée sur I'infrastructure
évolutive et performante de Google Cloud et la pile VMware Cloud Foundation (VMware vSphere, vCenter,
vSAN et NSX-T). Ce service permet une transition rapide vers le cloud, en migrant ou en étendant de maniére
transparente les charges de travail VMware existantes depuis les environnements sur site vers Google Cloud
Platform, sans les colts, les efforts ni les risques liés a la réarchitecture des applications ou a la refonte des
opérations. Il s’agit d’un service vendu et supporté par Google, en étroite collaboration avec VMware.

@ Le cloud privé SDDC et la colocation NetApp Cloud Volumes offrent les meilleures
performances avec une latence réseau minimale.



Saviez-vous?

Quel que soit le cloud utilisé, lorsqu’'un SDDC VMware est déployé, le cluster initial comprend les produits
suivants :

* Hotes VMware ESXi pour la virtualisation du calcul avec une appliance vCenter Server pour la gestion

» Stockage hyperconvergé VMware vSAN intégrant les ressources de stockage physique de chaque hote
ESXi

* VMware NSX pour la mise en réseau virtuelle et la sécurité avec un cluster NSX Manager pour la gestion

Configuration de stockage

Pour les clients qui prévoient d’héberger des charges de travail gourmandes en stockage et de les faire
évoluer sur n'importe quelle solution VMware hébergée dans le cloud, l'infrastructure hyperconvergée par
défaut impose que I'extension soit effectuée a la fois sur les ressources de calcul et de stockage.

En s’intégrant a NetApp Cloud Volumes, tels qu’Azure Azure NetApp Files, Amazon FSx ONTAP, Cloud
Volumes ONTAP (disponible dans les trois principaux hyperscalers) et Google Cloud NetApp Volumes pour
Google Cloud, les clients ont désormais la possibilité de mettre a I'échelle leur stockage de maniere
indépendante et d’ajouter uniquement des nceuds de calcul au cluster SDDC selon les besoins.

Remarques :

* VMware ne recommande pas les configurations de cluster déséquilibrées. Par conséquent, I'extension du
stockage implique I'ajout de plus d’hétes, ce qui implique un co(t total de possession plus élevé.

* Un seul environnement vSAN est possible. Par conséquent, tout le trafic de stockage sera en concurrence
directe avec les charges de travail de production.

* Il n’existe aucune option permettant de fournir plusieurs niveaux de performances pour aligner les
exigences, les performances et les colts des applications.

* Il est trés facile d’atteindre les limites de capacité de stockage du vSAN construit sur les hétes du cluster.
Utilisez NetApp Cloud Volumes pour mettre a I'échelle le stockage afin d’héberger des ensembles de
données actifs ou de hiérarchiser les données les plus froides vers un stockage persistant.

Azure NetApp Files, Amazon FSx ONTAP, Cloud Volumes ONTAP (disponible dans les trois principaux
hyperscalers) et Google Cloud NetApp Volumes pour Google Cloud peuvent étre utilisés conjointement avec
des machines virtuelles invitées. Cette architecture de stockage hybride se compose d’une banque de
données vSAN qui contient les données binaires du systeme d’exploitation invité et de I'application. Les
données d’application sont attachées a la machine virtuelle via un initiateur iISCSI basé sur un invité ou les
montages NFS/SMB qui communiquent directement avec Amazon FSx ONTAP, Cloud Volume ONTAP, Azure
NetApp Files et Google Cloud NetApp Volumes pour Google Cloud respectivement. Cette configuration vous
permet de surmonter facilement les défis liés a la capacité de stockage, car avec vSAN, I'espace libre
disponible dépend de I'espace libre et des politiques de stockage utilisées.

Considérons un cluster SDDC a trois noeuds sur VMware Cloud sur AWS :

 La capacité brute totale d’'un SDDC a trois nceuds = 31,1 To (environ 10 To pour chaque nceud).
* L'espace libre a maintenir avant I'ajout d’hbtes supplémentaires = 25 % = (0,25 x 31,1 To) = 7,7 To.
* La capacité brute utilisable aprés déduction de I'espace libre = 23,4 To

» L'espace libre effectif disponible dépend de la politique de stockage appliquée.

Par exemple:



> RAID 0 = espace libre effectif = 23,4 To (capacité brute utilisable/1)
o RAID 1 = espace libre effectif = 11,7 To (capacité brute utilisable/2)
> RAID 5 = espace libre effectif = 17,5 To (capacité brute utilisable/1,33)

Ainsi, I'utilisation de NetApp Cloud Volumes comme stockage connecté aux invités contribuerait a étendre le
stockage et a optimiser le colt total de possession tout en répondant aux exigences de performances et de
protection des données.

@ Le stockage interne était la seule option disponible au moment de la rédaction de ce document.

Points a retenir

Dans les modeles de stockage hybrides, placez les charges de travail de niveau 1 ou de haute priorité sur
la banque de données vSAN pour répondre a toutes les exigences de latence spécifiques, car elles font
partie de I’h6te lui-méme et se trouvent a proximité. Utilisez des mécanismes intégrés pour toutes les
machines virtuelles de charge de travail pour lesquelles les latences transactionnelles sont acceptables.

Utilisez la technologie NetApp SnapMirror pour répliquer les données de charge de travail du systeme
ONTARP sur site vers Cloud Volumes ONTAP ou Amazon FSx ONTAP afin de faciliter la migration a l'aide
de mécanismes au niveau des blocs. Ceci ne s’applique pas aux Azure NetApp Files et aux Google Cloud
NetApp Volumes. Pour migrer des données vers Azure NetApp Files ou Google Cloud NetApp Volumes,
utilisez NetApp XCP, BlueXP Copy and Sync, rysnc ou robocopy selon le protocole de fichier utilisé.

Les tests montrent une latence supplémentaire de 2 a 4 ms lors de I'accés au stockage a partir des SDDC
respectifs. Tenez compte de cette latence supplémentaire dans les exigences de 'application lors du
mappage du stockage.

Pour monter le stockage connecté a l'invité pendant le basculement de test et le basculement réel,
assurez-vous que les initiateurs iSCSI sont reconfigurés, que le DNS est mis a jour pour les partages SMB
et que les points de montage NFS sont mis a jour dans fstab.

Assurez-vous que les parametres de registre Microsoft Multipath I/O (MPIO), de pare-feu et de délai
d’expiration du disque sont correctement configurés dans la machine virtuelle.

@ Ceci s’applique uniguement au stockage connecté en tant qu’invité.

Avantages du stockage cloud NetApp

Le stockage cloud NetApp offre les avantages suivants :

Améliore la densité de calcul et de stockage en mettant a I'échelle le stockage indépendamment du calcul.
Permet de réduire le nombre d’hétes, réduisant ainsi le cout total de possession global.
La défaillance du nceud de calcul n’a pas d’impact sur les performances de stockage.

La capacité de remodelage du volume et de niveau de service dynamique d’ Azure NetApp Files vous
permet d’optimiser les colts en dimensionnant les charges de travail en régime permanent, évitant ainsi le
surprovisionnement.

L'efficacité du stockage, la hiérarchisation du cloud et les capacités de modification du type d’instance de
Cloud Volumes ONTAP permettent des moyens optimaux d’ajouter et de mettre a I'échelle le stockage.

Empéche le surprovisionnement des ressources de stockage, qui ne sont ajoutées qu’en cas de besoin.

Les copies et clones Snapshot efficaces vous permettent de créer rapidement des copies sans aucun
impact sur les performances.



» Aide a lutter contre les attaques de ransomware en utilisant une récupération rapide a partir de copies
instantanées.

» Fournit une récupération aprées sinistre régionale efficace basée sur un transfert de blocs incrémentiel et un
niveau de bloc de sauvegarde intégré dans toutes les régions pour de meilleurs RPO et RTO.

Hypothéses

 La technologie SnapMirror ou d’autres mécanismes de migration de données pertinents sont activés. I
existe de nombreuses options de connectivité, depuis le cloud local jusqu’a n'importe quel cloud
hyperscaler. Utilisez le chemin approprié et travaillez avec les équipes réseau concernées.

 Le stockage interne était la seule option disponible au moment de la rédaction de ce document.

Engagez les architectes de solutions NetApp et les architectes cloud hyperscaler respectifs pour
la planification et le dimensionnement du stockage et du nombre d’hdtes requis. NetApp

@ recommande d’identifier les exigences de performances de stockage avant d'utiliser le
dimensionneur Cloud Volumes ONTAP pour finaliser le type d’instance de stockage ou le niveau
de service approprié avec le débit approprié.

Architecture détaillée

D’un point de vue général, cette architecture (illustrée dans la figure ci-dessous) explique comment obtenir une
connectivité multicloud hybride et une portabilité des applications sur plusieurs fournisseurs de cloud a I'aide
de NetApp Cloud Volumes ONTAP, Google Cloud NetApp Volumes pour Google Cloud et Azure NetApp Files
comme option de stockage supplémentaire en invité.
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Solutions NetApp pour VMware dans les hyperscalers

Découvrez-en plus sur les fonctionnalités que NetApp apporte aux trois (3) principaux



hyperscalers : de NetApp en tant que périphérique de stockage connecté en tant qu’invité
ou banque de données NFS supplémentaire a la migration des flux de travail, a
'extension/a I'éclatement vers le cloud, a la sauvegarde/restauration et a la reprise aprés
sinistre.

Choisissez votre cloud et laissez NetApp faire le reste !

I_& Microsoft Azure

Google Cloud

(D Pour voir les capacités d’'un hyperscaler spécifique, cliquez sur 'onglet approprié pour cet
hyperscaler.

Accédez a la section du contenu souhaité en sélectionnant parmi les options suivantes :

* "VMware dans la configuration des hyperscalers"
+ "Options de stockage NetApp"
* "Solutions cloud NetApp / VMware"

VMware dans la configuration des hyperscalers

Comme pour les environnements locaux, la planification d’'un environnement de virtualisation basé sur le cloud
est essentielle pour un environnement prét pour la production et la création de machines virtuelles et la
migration.


https://docs.netapp.com/fr-fr/netapp-solutions-cloud/vmware/.html#config
https://docs.netapp.com/fr-fr/netapp-solutions-cloud/vmware/.html#datastore
https://docs.netapp.com/fr-fr/netapp-solutions-cloud/vmware/.html#solutions

AWS / VMC

Cette section décrit comment configurer et gérer VMware Cloud sur AWS SDDC et I'utiliser en
combinaison avec les options disponibles pour la connexion au stockage NetApp .

@ Le stockage en invité est la seule méthode prise en charge pour connecter Cloud Volumes
ONTAP a AWS VMC.

Le processus de configuration peut étre décomposé selon les étapes suivantes :

» Déployer et configurer VMware Cloud pour AWS
» Connectez VMware Cloud a FSx ONTAP

Voir le détail"étapes de configuration pour VMC" .

Azure /| AVS

Cette section décrit comment configurer et gérer Azure VMware Solution et I'utiliser en combinaison avec
les options disponibles pour la connexion au stockage NetApp .

@ Le stockage en invité est la seule méthode prise en charge pour connecter Cloud Volumes
ONTAP a Azure VMware Solution.

Le processus de configuration peut étre décomposé selon les étapes suivantes :

» Enregistrez le fournisseur de ressources et créez un cloud privé
» Connectez-vous a une passerelle de réseau virtuel ExpressRoute nouvelle ou existante

« Valider la connectivité réseau et accéder au cloud privé
Voir le détail"étapes de configuration pour AVS" .

GCP/ GCVE

Cette section décrit comment configurer et gérer GCVE et I'utiliser en combinaison avec les options
disponibles pour la connexion au stockage NetApp .

@ Le stockage en invité est la seule méthode prise en charge pour connecter Cloud Volumes
ONTAP et Google Cloud NetApp Volumes a GCVE.

Le processus de configuration peut étre décomposé selon les étapes suivantes :

» Déployer et configurer GCVE

 Activer I'acceés privé a GCVE

Voir le détail"étapes de configuration pour GCVE" .

Options de stockage NetApp

Le stockage NetApp peut étre utilisé de plusieurs maniéeres, soit en tant qu’invité connecté, soit en tant que
banque de données NFS supplémentaire, dans chacun des 3 principaux hyperscalers.

S’il vous plait visitez"Options de stockage NetApp prises en charge" pour plus d’informations.


../vmware/vmw-aws-vmc-setup.html
../vmware/vmw-azure-avs-setup.html
../vmware/vmw-gcp-gcve-setup.html
vmw-hybrid-support-configs.html

AWS /| VMC
AWS prend en charge le stockage NetApp dans les configurations suivantes :

* FSx ONTAP comme stockage connecté invité
* Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
* FSx ONTAP comme banque de données NFS supplémentaire

Voir le détail"options de stockage de connexion invité pour VMC" . Voir le détail"options de banque de
données NFS supplémentaires pour VMC" .

Azure | AVS
Azure prend en charge le stockage NetApp dans les configurations suivantes :

» Azure NetApp Files (ANF) en tant que stockage connecté invité
* Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
» Azure NetApp Files (ANF) comme banque de données NFS supplémentaire

Voir le détail"options de stockage de connexion invité pour AVS" . Voir le détail"options de banque de
données NFS supplémentaires pour AVS" .

GCP / GCVE
Google Cloud prend en charge le stockage NetApp dans les configurations suivantes :

* Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
* Google Cloud NetApp Volumes (NetApp Volumes) en tant que stockage connecté invité
» Google Cloud NetApp Volumes (NetApp Volumes) comme banque de données NFS supplémentaire

Voir le détail"options de stockage de connexion invité pour GCVE" . Voir le détail"options de banque de
données NFS supplémentaires pour GCVE" .

En savoir plus sur"Prise en charge du magasin de données Google Cloud NetApp Volumes pour Google

Cloud VMware Engine (blog NetApp )" ou"Comment utiliser Google Cloud NetApp Volumes comme
banques de données pour Google Cloud VMware Engine (blog Google)"

Solutions cloud NetApp / VMware

Avec les solutions cloud NetApp et VMware, de nombreux cas d’utilisation sont simples a déployer dans
I'hyperscaler de votre choix. VMware définit les principaux cas d’utilisation de la charge de travail cloud comme

suit :

* Protéger (comprend a la fois la reprise apres sinistre et la sauvegarde/restauration)
+ Emigrer

« Etendre


../vmware/vmw-aws-vmc-guest-storage.html
../vmware/vmw-aws-vmc-nfs-ds-config.html
../vmware/vmw-aws-vmc-nfs-ds-config.html
../vmware/vmw-azure-avs-guest-storage.html
../vmware/vmw-azure-avs-nfs-ds-config.html
../vmware/vmw-azure-avs-nfs-ds-config.html
../vmware/vmw-gcp-gcve-guest-storage.html
../vmware/vmw-gcp-gcve-nfs-ds-overview.html
../vmware/vmw-gcp-gcve-nfs-ds-overview.html
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine

AWS /| VMC
"Parcourez les solutions NetApp pour AWS / VMC"

Azure | AVS
"Parcourez les solutions NetApp pour Azure / AVS"

GCP / GCVE
"Parcourez les solutions NetApp pour Google Cloud Platform (GCP) / GCVE"

Configurations prises en charge pour NetApp Hybrid
Multicloud avec VMware

Comprendre les combinaisons de prise en charge du stockage NetApp dans les
principaux hyperscalers.

Invité connecté Magasin de données NFS supplémentaire
AWS CVO FSx ONTAP"Détails" FSx ONTAP"Détails"
Azuré CVO ANF"Détails" ANF"Détails"
BPC CVO NetApp Volumes"Détails" NetApp Volumes"Détails"

VMware dans la configuration des hyperscalers

Configuration de I’environnement de virtualisation chez le fournisseur de cloud

Les détails sur la fagon de configurer I'environnement de virtualisation dans chacun des
hyperscalers pris en charge sont traités ici.


https://docs.netapp.com/fr-fr/netapp-solutions-cloud/vmware/vmw-aws-vmc-solutions.html
https://docs.netapp.com/fr-fr/netapp-solutions-cloud/vmware/vmw-azure-avs-solutions.html
https://docs.netapp.com/fr-fr/netapp-solutions-cloud/vmware/vmw-gcp-gcve-solutions.html
vmw-aws-vmc-guest-storage.html
vmw-aws-vmc-nfs-ds-overview.html
vmw-azure-avs-guest-storage.html
vmw-azure-avs-nfs-ds-overview.html
vmw-gcp-gcve-guest-storage.html
vmw-gcp-gcve-nfs-ds-overview.html

AWS / VMC

Cette section décrit comment configurer et gérer VMware Cloud sur AWS SDDC et I'utiliser en
combinaison avec les options disponibles pour la connexion au stockage NetApp .

@ Le stockage en invité est la seule méthode prise en charge pour connecter Cloud Volumes
ONTAP a AWS VMC.

Le processus de configuration peut étre décomposé selon les étapes suivantes :

» Déployer et configurer VMware Cloud pour AWS
» Connectez VMware Cloud a FSx ONTAP

Voir le détail"étapes de configuration pour VMC" .

Azure /| AVS

Cette section décrit comment configurer et gérer Azure VMware Solution et I'utiliser en combinaison avec
les options disponibles pour la connexion au stockage NetApp .

@ Le stockage en invité est la seule méthode prise en charge pour connecter Cloud Volumes
ONTAP a Azure VMware Solution.

Le processus de configuration peut étre décomposé selon les étapes suivantes :

» Enregistrez le fournisseur de ressources et créez un cloud privé
» Connectez-vous a une passerelle de réseau virtuel ExpressRoute nouvelle ou existante

« Valider la connectivité réseau et accéder au cloud privé
Voir le détail"étapes de configuration pour AVS" .

GCP/ GCVE

Cette section décrit comment configurer et gérer GCVE et I'utiliser en combinaison avec les options
disponibles pour la connexion au stockage NetApp .

@ Le stockage en invité est la seule méthode prise en charge pour connecter Cloud Volumes
ONTAP et Google Cloud NetApp Volumes a GCVE.

Le processus de configuration peut étre décomposé selon les étapes suivantes :

» Déployer et configurer GCVE

 Activer I'acceés privé a GCVE

Voir le détail"étapes de configuration pour GCVE" .

Déployer et configurer I’environnement de virtualisation sur AWS

Comme pour les environnements locaux, la planification de VMware Cloud sur AWS est
essentielle pour un environnement prét pour la production et la création de machines
virtuelles et la migration.


../vmware/vmw-aws-vmc-setup.html
../vmware/vmw-azure-avs-setup.html
../vmware/vmw-gcp-gcve-setup.html

Cette section décrit comment configurer et gérer VMware Cloud sur AWS SDDC et I'utiliser en combinaison
avec les options disponibles pour la connexion au stockage NetApp .

@ Le stockage en invité est actuellement la seule méthode prise en charge pour connecter Cloud
Volumes ONTAP (CVO) a AWS VMC.

Le processus de configuration peut étre décomposé selon les étapes suivantes :

10



Déployer et configurer VMware Cloud pour AWS

"VMware Cloud sur AWS"offre une expérience cloud native pour les charges de travail basées sur
VMware dans I'écosysteme AWS. Chaque centre de données défini par logiciel VMware (SDDC)
s’exécute dans un Amazon Virtual Private Cloud (VPC) et fournit une pile VMware compléte (y compris
vCenter Server), une mise en réseau définie par logiciel NSX-T, un stockage défini par logiciel vSAN et
un ou plusieurs hétes ESXi qui fournissent des ressources de calcul et de stockage a vos charges de
travail.

Cette section décrit comment configurer et gérer VMware Cloud sur AWS et I'utiliser en combinaison avec
Amazon FSx ONTAP et/ou Cloud Volumes ONTAP sur AWS avec stockage invité.

@ Le stockage en invité est actuellement la seule méthode prise en charge pour connecter
Cloud Volumes ONTAP (CVO) a AWS VMC.

Le processus de configuration peut étre divisé en trois parties :

Inscrivez-vous pour un compte AWS

Inscrivez-vous pour un"Compte Amazon Web Services" .

Vous avez besoin d’un compte AWS pour commencer, en supposant qu’il n’y en ait pas déja un
créé. Nouveau ou existant, vous avez besoin de privileges administratifs sur le compte pour de
nombreuses étapes de cette procédure. Regarde ¢a"lien" pour plus d’informations sur les
informations d’identification AWS.

Inscrivez-vous pour un compte My VMware

Inscrivez-vous pour un"Mon VMware" compte.

Pour accéder au portefeuille cloud de VMware (y compris VMware Cloud sur AWS), vous avez
besoin d’'un compte client VMware ou d’'un compte My VMware. Si vous ne 'avez pas déja fait,
créez un compte VMware"ici" .

11


https://www.vmware.com/products/vmc-on-aws.html
https://aws.amazon.com/
https://docs.aws.amazon.com/general/latest/gr/aws-security-credentials.html
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Provisionner un SDDC dans VMware Cloud

Une fois le compte VMware configuré et le dimensionnement approprié effectué, le déploiement d’un
centre de données défini par logiciel est la prochaine étape évidente pour utiliser le service VMware
Cloud on AWS. Pour créer un SDDC, choisissez une région AWS pour I'héberger, donnez un nom
au SDDC et spécifiez le nombre d’hétes ESXi que vous souhaitez que le SDDC contienne. Si vous
ne possédez pas encore de compte AWS, vous pouvez toujours créer un SDDC de configuration de
démarrage contenant un seul héte ESXi.

1. Connectez-vous a la console VMware Cloud a l'aide de vos informations d’identification VMware
existantes ou nouvellement créées.

Welcome to
VMware Cloud Services

Sign in with your Vikware account

Email address

New to Viware Cloud? ||

CREATE YOUR VMWARE ACCOUNT |

EMNGLISH

OO WHwae, Ins Termd  Pimey  Coderls Pelessy Hians

2. Configurez la région AWS, le déploiement, le type d’hbte et le nom du SDDC :

changas.

«®
Launchpiad
v 1 SD0C Properiies Give your SDDIC & name. chooss a size, and spocify the AWS reglon wheta it will be
& soocs crmated
T Subscriptions
i= Acthdty L
siin fred AW Bk U5 West [Grenan;
=1 Tools
& Dip o Ciedar Dupiayment O singse Host Pl Host @
Host Typs [ EE- R ] 13en (Logal 5503 3
SDDC Name PRt -
Mursier of Hasts t | (TF Vhost S30Cs exgire in 60 days LEARN MORE
Hast Capacity 2 Socwnts, 28 Conee S12/GIE SAM, 10 27 T Starsge
Tousi Copacty 2 Bociopts, 36 Corps, 513 GIB SaM, 1037 TE Sarage
SHOW ADVANCED CONFISURATION
WEXT
2 Connect to &WS Specify the AWS accaunt that you want to connact your SDDC with
L v




3. Connectez-vous au compte AWS souhaité et exécutez la pile AWS Cloud Formation.

CloudFermation Stacks

Quick create stack

Template

It Ferimware-stlck 83 is-west-Lamazariass ooy 1eh0d T54-a 706-4488-ab68-65 2aad0a S0
Syl ohtclsah3lsnTSneggSorabdod 7ilfg 07 m Ty 638

Stack description

This et i ereated by Viwane Cloud on A0S for SDOC deploymant an evtancy, Pleasa o NoT remeve,

Stack name

Stack rame

yrraaee-sdde-formation-af 757 cd-p Sac-4nbL-9d1 e-SaSdabd 1570

Parameters

Paramesers ame deined m yoar TempiEte o sllow pom o inpr Qurbom vk es wher you crEE or updace 3 toc

Stack name

Stack name
wrerwarg-sedde - formation-a8 7151 c9-pSac-dnhd -G te-Gaidabd 1570 7

Stack name can et e (A7 ard 321, numben: (129, and catres (-]

Parameters
Parmmeaers sre definad in your te

O T It

3t el £ Wher you el or Lupd

Mo parameters

Thore an: na parameters defined in your iemplate

Capabilities

() The following resourcels) require capa b ithes: [AWS: 1AM :Rala]

s A0gess 10 mee Changes 10 your AWS agcount

12

Thes template oo

i Identity and Access Management (LAM) sesources that might oeovide ent
Chick that you want o creats aach of these resources and that thay have the minimuem required parmissions,

I acknowwdedge that AWS CloudFormation might oreate 1AM resources.

Cancel | Create change set
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TENTAEr.COm

tap-fsn-demo - THOS

Canfect o AWS Specily thie AWS acoount that you want o connict your SDOC witk

%)

This step ghees Vidiwana pesmisson to sat op networking commectly for yous SDDC on your AWS Infrastructune usn

Davwloper Canter

Sl lor mandd ) Coanect 10 AWSE Row

Eliiai A MWS S2oint Canrer] G @ e WS acioun|

Establishing Connection

WEXT

S yTTErE.COm

“«
el 2 sSDDC Properties S

= 5000
Subus 2 Connect to AWS Speciy thi AWS sccount tNat yeu want ba ecanect your SDDC witk

THE §tep gives Viiwina pesmigean to 55t op Aetworking comectly far yous ED0C on yoor AWS Infrastiuclune Ui

Danpoper Centar
sl fer e ) Conmset 18 AWS Fow

Chaean an AWE seeeun T e

b |
Congratulations! aws g
Your connection is sueccessfully established |

| VI

WOC and submet Specity the VP and tha SUbRet 10 Connect T your AWS arao

4 Canfigure Mebwork

@ La configuration a héte unique est utilisée dans cette validation.

4. Sélectionnez le VPC AWS souhaité pour connecter I'environnement VMC.



S NTTANEr.COm

<«
Connect 1o AWS Aws Account ID 334 a001e-16a7-3860-01a7 - 300447 Ddbidb
sunchpad
B 5000 . <
T WPC and subret Specitythe VRC and the submet to connect to your AWS scoount
Submctnicon
Actvity Leg :
wRC YpC-OcEdnatet d20m {100,006

Davwloper Canter

w A, Confgure Netwik Managenent Subnet (aptional)

[

5. Configurez le sous-réseau de gestion VMC ; ce sous-réseau contient des services gérés par
VMC tels que vCenter, NSX, etc. Ne choisissez pas un espace d’adressage qui se chevauche
avec d’autres réseaux nécessitant une connectivité a I'environnement SDDC. Enfin, suivez les
recommandations concernant la taille du CIDR indiquées ci-dessous.

- VITAareCom

1< ¥
sunchpad
¥ SPDC Fropertias Map-fex-dena - 1 Hosts - us-west-2
B2 5ODC
nrect i AWS Lwe Account D 3adacie-fSa7-3RG0-b1a7-30%d7 Odbtdt
VPG and subnet VPE - vpe-0cE TSaa5es T d2ddl
Davploper Canter
d Coanfigure Metwork Management Subnet (apticonal)

+ Speily i

* Choose a rang
& Minimuen CIOR
+ Resprvad CIDRy 1000005, 72310 O/%

Mannyeennnt Sulnel

i
NEXT I

Review dnd Acknowladge Review and acknowledge cost before deployiment

[

6. Vérifiez et reconnaissez la configuration du SDDC, puis cliquez sur déployer le SDDC.



i SOBE on your AWS Firastructure dsing oross-occont nies

Sk foe wove. (@) Conmct b AW s

Choose an AWS acooud T EIEOES

Congratulations! "
o0 EL T

1 Tooa
Your connection is succasshuly established,
Ll e |
it S0 oo Tat i Pk S AL e Bal s FTEY | b oy
w i i A | T
KEET
WG pad subngt VPE < ypeGos 7940

Confgure Metwork 10 45 0.0/23

pe gt Do o by

»ACkrkedge  Davies and acknoy

T o

your SOOI fi

5 AT PSR &

i -sdshe i Al prrTTER, iR e veskmly, Lisen move [

NTEATIFE.ECET]

“ (SDDC)

memored, Tefropn the pose to gpdate T cdats

&7 ntap-fex-demo

= Todls

. (75 Depiyny cnAWS
Dawelofied Center S e ol

DEPLOYING SDOC

Estimatea time te complkition: 86 Minutos

How ensy was il for you te create your SDDCT

7. Une fois terminé, le SDDC est prét a étre utilisé.



Software-Defined Data Centers &
(SDDC)

CPU Memaory Storage
82.8 GHz 512 GiB 10.37 TiB
VITW DETAILY RPN VEERTER . AL THONE W

BACK TOOTON 0 TO BRD YIEW

L s

Pour un guide étape par étape sur le déploiement de SDDC, consultez"Déployer un SDDC depuis la

console VMC" .
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-EF198D55-03E3-44D1-AC48-6E2ABA31FF02.html
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Connectez VMware Cloud a FSx ONTAP
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Pour connecter VMware Cloud a FSx ONTAP, procédez comme suit :

1. Une fois le déploiement de VMware Cloud terminé et connecté a AWS VPC, vous devez déployer

Amazon FSx ONTAP dans un nouveau VPC plutét que dans le VPC connecté d’origine (voir la
capture d’écran ci-dessous). FSx (IP flottantes NFS et SMB) n’est pas accessible s’il est déployé
dans le VPC connecté. Gardez a I'esprit que les points de terminaison ISCSI comme Cloud Volumes
ONTAP fonctionnent trés bien a partir du VPC connecté.

+ ALLSCOCS Tl
OPEN VCENTER

ACTIGNS ¥ |

ﬁ ntap_fsx.demg | AN i AWS SDOE 5 LS Wl (Cregn)
S uTTTTacy Natworking & Securlly.  Add Dne Marlenence Troubleshoating Satiings

overvlew Owvenview

®

Hetwark
Sagments
el

W EUEEG 24 T2 349

HAT Managemon Gateway Coraees @
Trer-] Galaways -
Tianes Capnect Lt

Seurity

Galeway Firewall

WS vl TEIT

DAL

Dstibuted Firdeiall VA5 V3

u Fakes
Hvermiory A0 b roup: & Mo Peae Win Corgiras

[T r:n (RS Ll v S 1.,
Samvicer

Workuns Machines

Took (.;4
FFiX o)
Port Mirroring
Conmested Cormnzhes U g Sl BAaatind 13 ()
System

OHNS

g PAT Sl

THEEEER

Drrect Connect

. Déployez un VPC supplémentaire dans la méme région, puis déployez Amazon FSx ONTAP dans le

nouveau VPC.

La configuration d’un groupe SDDC dans la console VMware Cloud active les options de
configuration réseau requises pour se connecter au nouveau VPC ou FSx est déployé. A I'étape 3,
vérifiez que « La configuration de VMware Transit Connect pour votre groupe entrainera des frais par
piece jointe et par transfert de données » est cochée, puis choisissez Créer un groupe. Le processus
peut prendre quelques minutes.



“ ¢ Create SDDC Group
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“ ¢ Create SDDC Group

- . Narm and Dese intion i
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< Create 5DDC Group

1, Harts sned DascHgten

ST it 1 Mambarship Mamoers
Log
i 1 dicknowindgeaent
Jols
whocer Cu
B ceata W -
1] i Lanien

CRIATE SROUP

3. Attachez le VPC nouvellement créé au groupe SDDC qui vient d’étre créé. Sélectionnez 'onglet VPC

externe et suivez les"instructions pour connecter un VPC externe" au groupe. Ce processus peut

prendre de 10 a 15 minutes.

ALL 5000 Crovee

B-tauneipa sddcgroupO1

= Aoty Log | ApEaccoLN

WA Bcurs |
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
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4. Dans le cadre du processus VPC externe, vous étes invité via la console AWS a accéder a une
nouvelle ressource partagée via Resource Access Manager. La ressource partagée est la"Passerelle
de transit AWS" géré par VMware Transit Connect.

Resouirce Access
Manager

Stast sharing your AWS resmorees with other
accounis

AWS Resource Access Manager

Shire 45 retources mith pohes

¥ Shared by ms

Pricing

How it works EWS RAM s alfered sl ne sdational chisye
Thara ar6 no seug Tees or updony
it

Permmzions dbary S Mare resources £
Sattingy T

Your AZ 1D

n
USE cases of & resource sornm
¥ Thins rrisikess 18 doaslon S o
1 ik 0 prwisinn resoerTes cantally = a el
Manage resources cemtrally in a multi- Inerease afficiency, decrease coits - g

acenunt and share them soroas muitinle

L o b

account environment
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Resource Acceds X Resmrce Aciss Managee
Manager

Shared with me | Resouree shares Remseorre shie 05 1afife5 O te- ASRD-A5T) <155 508 5500

VMC-Group-dc49300e-f5e7-4fa5-b016-ae6176a1e8a6 (051a6fc5-0ale-4560-853f-e2939d856b0c)

»
it Iy Dheta ity and formatean felating te this resource share

Resource sheres

Weject resource share :r—nu 0 share
Shared msounes ool
Princinzls
Summary
¥ Shared with me
Sesisurea shans
S W GrOup-cod9300%-15a7-4Tas-B0 16~ B45455501102 010016 @ panding
Brnn ipuads s TEa Teiah
Ann Beruat
. AW - TISTEISINELS
Permmatony Wby S
wash: b2 EAELEDT 10 Tes0uroe:
Swtthingy share 51 M50 a4 560-B5 5
PrEEEREL

5. Créez la piéce jointe de la passerelle de transit.

VL Trars !t gataway 3tEchments ot TrENGIE gatRARy Attachmant

Create transit gateway attachment .

A ransit gatewaoy (TEW) o'a network ransit bub thet interconrects attechments (WPCs and VPX s} within the same AN
SLEOUNE oF ACross AWS accounts,

Details

Mama tag - aptiana
Crmstes 3 T W He sy el B K and e wil e s 10 3he sec e wiing

TTyAran st o eway-attachment

Trans® gateway 1D infs

w001 GAGL3Ee el Ta2ch L

Artachment type Info
WL ¥

VPC attachment

St and rorfgum wou-VEE st

B ONS support s

|Pifi support o
YRCID
Sefier he VL 0 i o e ensi gutegy

wpc I CTRAb oA U5 RIS (ymofsrd vpo) v

Subnet 105 Info

6. De retour sur la console VMC, acceptez la piece jointe VPC. Ce processus peut prendre environ 10
minutes.
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7. Dans l'onglet VPC externe, cliquez sur l'icbne de modification dans la colonne Routes et ajoutez les
routes requises suivantes :

o Un itinéraire pour la plage d’adresses IP flottantes pour Amazon FSx ONTAP"adresses |IP
flottantes" .

o Un itinéraire pour la plage IP flottante pour Cloud Volumes ONTAP (le cas échéant).

o Un itinéraire pour I'espace d’adressage VPC externe nouvellement créé.

“
AL ADEC G
ACTIENE ¥
£ Lamirgag sddcgroupd
5000 Sumemery  wlemerbindceg  Diesctlocnes  EMemSiVRE . Eyomal TEW  Fooong  Ssppen
Mol 400 AccoanT
&= Touk A Soinet i
+ Devuopur Sartut E - %
WGt A DD T 4Tk S0 ecfi P steSaf
" Ao e
B o WHE ors oW Rrmion Frant Sty A kb 19 Aeiey stot
B | wmoodicraabociobens L& Wiest vecon) s ortnc D ANE R B A (AT AL

i mees

8. Enfin, autorisez le trafic bidirectionnel'regles de pare-feu" pour accéder a FSx/CVO. Suivez
ces"étapes détaillées" pour les regles de pare-feu de passerelle de calcul pour la connectivité de
charge de travail SDDC.
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9. Une fois les groupes de pare-feu configurés pour la passerelle de gestion et de calcul, le vCenter est
accessible comme suit :
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L’étape suivante consiste a vérifier qu’Amazon Amazon FSx ONTAP ou Cloud Volumes ONTAP est
configuré en fonction de vos besoins et que les volumes sont provisionnés pour décharger les
composants de stockage de vSAN afin d’optimiser le déploiement.
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Déployer et configurer I’environnement de virtualisation sur Azure

Comme pour les environnements locaux, la planification de la solution Azure VMware est
essentielle pour un environnement prét pour la production et la création de machines
virtuelles et la migration.

Cette section décrit comment configurer et gérer Azure VMware Solution et I'utiliser en combinaison avec les
options disponibles pour la connexion au stockage NetApp .

Le processus de configuration peut étre décomposé selon les étapes suivantes :
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Enregistrez le fournisseur de ressources et créez un cloud privé

Pour utiliser Azure VMware Solution, enregistrez d’abord le fournisseur de ressources dans 'abonnement
identifié :

1. Sign in au portail Azure.
Dans le menu du portail Azure, sélectionnez Tous les services.
Dans la boite de dialogue Tous les services, entrez 'abonnement, puis sélectionnez Abonnements.
Pour afficher, sélectionnez 'abonnement dans la liste des abonnements.

Sélectionnez Fournisseurs de ressources et entrez Microsoft.AVS dans la recherche.

I T o

Si le fournisseur de ressources n’est pas enregistré, sélectionnez S’inscrire.

Home > Sulscnplions

Subscriptions o | Resource providers - X

£ Add [T Manage Polices Search (Ctrl+ () Refresh

View Iest of subsonpions for which you have
rede-ated socedt control (REAC) per st
to manage Asure resources. To view
sulbricriptans for which you have biling

d Resource groups Avs

B Resources

o U s Proview leatures Provides Statui
Shamming tubsorptions o Netipp drectory
Dont see a subscription? = Unage = quotas IM"'M*!! e = ) I
Switch deectones @ Regatering
My rode Status B Pokcies

B sebected W 3 slected W ¥ Management cevtificates

Apply R My peimessions

Showing 1of 1 subscriptions. [l gleos
Shag 0y Sulbrscrplions selected m the

v ptae Rt

Resource providers

= Deployments
— Nl Properties

Subscription name T,
4 Rescurce locks

1V Support + troubleshootng w
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Provider Status

Microsoft.OperationsManagement @ Registered
Microsoft Compute @ Registered
Microsoft. ContainerService © Registered
Microsoft Managedidentity @ Registered
MicroscftAVS @ Registered
Microsoft Operationalinsights @ Registered
Microsoft. GuestConfiguration @ Reaistered

7. Une fois le fournisseur de ressources enregistré, créez un cloud privé Azure VMware Solution a l'aide
du portail Azure.

8. Sign in au portail Azure.
9. Sélectionnez Créer une nouvelle ressource.

10. Dans la zone de texte Rechercher sur la place de marché, saisissez Azure VMware Solution et
sélectionnez-la dans les résultats.

11. Sur la page Solution Azure VMware, sélectionnez Créer.

12. Dans l'onglet Bases, saisissez les valeurs dans les champs et sélectionnez Réviser + Créer.
Remarques :

* Pour un démarrage rapide, rassemblez les informations nécessaires lors de la phase de planification.

« Sélectionnez un groupe de ressources existant ou créez un nouveau groupe de ressources pour le
cloud privé. Un groupe de ressources est un conteneur logique dans lequel les ressources Azure sont
déployées et gérées.

» Assurez-vous que I'adresse CIDR est unique et ne chevauche pas d’autres réseaux virtuels Azure ou
réseaux locaux. Le CIDR représente le réseau de gestion du cloud privé et est utilisé pour les
services de gestion de cluster, tels que vCenter Server et NSX-T Manager. NetApp recommande
d’utiliser un espace d’adressage /22. Dans cet exemple, 10.21.0.0/22 est utilisé.
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Create a private cloud

Prevoquasities  "Basics  Tge  Reviow and Create

Project details

Sulricrptsan * Gaas Rackup Produdion L

Retosuroe group * O (Pae) MImCAY S0 M el
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Farvview and Create Previaus. Mxt ; Tags »

Le processus d’approvisionnement prend environ 4 a 5 heures. Une fois le processus terminé, vérifiez
que le déploiement a réussi en accédant au cloud privé depuis le portail Azure. Un statut Réussi s’affiche
lorsque le déploiement est terminé.

Un cloud privé Azure VMware Solution nécessite un réseau virtuel Azure. Etant donné qu’Azure VMware
Solution ne prend pas en charge vCenter sur site, des étapes supplémentaires sont nécessaires pour
l'intégration a un environnement sur site existant. La configuration d’un circuit ExpressRoute et d’'une
passerelle réseau virtuelle est également requise. En attendant la fin du provisionnement du cluster,
créez un nouveau réseau virtuel ou utilisez-en un existant pour vous connecter a Azure VMware Solution.

Home >

nimoavspriv. 2

AVS Private cloud

I Bearch (Cirl=/) | « E} Delete

B O ~ o~ Essentials

E Activity log Resource group (change) Address block for private cloud
NimoAVSDemo 10.21.0.0/22

R Access control (AM) Status Primary peening subnet

@ Tags Succeeded 10.21.0.232/30

: Location Secondary peering subnet
Z» Diagnose and sclve problems East US 2 10.21.0236/30
. Subscription [change) Private Cloud Managemeant network

Sattings Saas Backup Production 10.21.00/26

lc."-‘ Locks Subscription 1D vMaotion metwork
B58a04 1a-2464-4497 -8be0- 50483690821 10.21.1.128/25

Manage Mumber of hosts

& Connectivity 3

Tags (change)

o d
b Ideniity Click here to add tags
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Connectez-vous a une passerelle de réseau virtuel ExpressRoute nouvelle ou existante

Pour créer un nouveau réseau virtuel Azure (VNet), sélectionnez I'onglet Azure VNet Connect. Vous
pouvez également en créer un manuellement a partir du portail Azure a I'aide de I'assistant Créer un

réseau virtuel :

1. Accédez au cloud privé Azure VMware Solution et accédez a Connectivité sous I'option Gérer.

2. Sélectionnez Azure VNet Connect.

3. Pour créer un nouveau réseau virtuel, sélectionnez I'option Créer un nouveau.

Cette fonctionnalité permet a un réseau virtuel d’étre connecté au cloud privé Azure VMware Solution.

Le VNet permet la communication entre les charges de travail de ce réseau virtuel en créant
automatiquement les composants requis (par exemple, jump box, services partagés tels qu’Azure
Azure NetApp Files et Cloud Volume ONTAP) dans le cloud privé créé dans Azure VMware Solution

sur ExpressRoute.

Remarque : I'espace d’adressage du réseau virtuel ne doit pas chevaucher le CIDR du cloud privé.

@ nimoavspriv | Connectivity = - x
=+ Ay Private cloud
2 Search (Ctrl+/) @ '\'_:' Refresh

Overview
Activity log

Tags

L]
=1
Ba  Access control (IAM)
L 4
&

Diagnose and solve problems

Settings

B Locks

Manage

& Connectivity
M@ identity

B Ciusters

- Add-ons

Azure vMet connect  Settings ExpressRoute Public IP

This is an opticnal feature that allows an Azure virtual network to be connected to your Azure Vidware Solution
private cloud. A viNet enables the communication between workioads in this virtual network (for example,
Jumpbow} to the private cloud created in Azure YiMware Solution over ExpressRoute, Only a viNet with a valid
subnet ‘GatewaySubnet” should be selected. You can create a new vMet or use an existing one provided the vNet
address space does not overlap with your private cloud CIDR. Learn more about adding a subnet in a virtual
network

Virtual network v

Create new

Address block for vnet

Address block for private cloud 10:21.0.0/22 oy

4. Fournissez ou mettez a jour les informations du nouveau VNet et sélectionnez OK.

29



30

Create virtual network ®

This virtual netwark enables the communication between workloads inthis virtual network (e.g. a lumphost} to the private cloed created in
Azure Viiware Sodution ower an BExpress route, A default ddress range and & subnet is selected for this virtual netwaork. For changing the
defauit address range and submet of this virtual network, follow these steps. Step 1! Change the *Address Range” to desired range (e.g.
TF2160,0/16) Step 2 Add a subnet under "Subnets” with the name as "Gatewsysubnet” and provide subnet's address mange In CIDR natation
feg. 172:16.1.0/24), Leam morz about virtual natworks C

Mame = nimoavspriv-vnet

Address space

The virtual network's address space specified as one or mare address prefives in CIDR notation {e.g. 10.0.0.0/16).

||  Address range Addresses Overlap

I:I 172240016 Tr2.24.04 - 172.24,255.254 (65531 addresses) Mane ]
0 Addreases) Mane

Subnets

The subnet's address range in CIOR notation (e.g. 10.0U000/24), t must be contained by the address space of the virual network

D Submnet name Address range Addresses
] Gatewsysubnet 172200024 V722404 - 17224.0.254 (251 addresses) ¥
[0 Addresses)

I o |

Le réseau virtuel avec la plage d’adresses et le sous-réseau de passerelle fournis est créé dans
'abonnement et le groupe de ressources désignés.

®

Si vous créez un réseau virtuel manuellement, créez une passerelle de réseau virtuel avec
le SKU approprié et ExpressRoute comme type de passerelle. Une fois le déploiement
terminé, connectez la connexion ExpressRoute a la passerelle de réseau virtuel contenant
le cloud privé Azure VMware Solution a I'aide de la clé d’autorisation. Pour plus
d’informations, consultez la section "Configurer la mise en réseau de votre cloud prive
VMware dans Azure" .


https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-configure-networking#create-a-vnet-manually
https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-configure-networking#create-a-vnet-manually

Valider la connexion réseau et I’accés au cloud privé Azure VMware Solution

Azure VMware Solution ne vous permet pas de gérer un cloud privé avec VMware vCenter sur site. Au
lieu de cela, un hbte de saut est requis pour se connecter a l'instance Azure VMware Solution vCenter.
Créez un hote de saut dans le groupe de ressources désigné et connectez-vous a Azure VMware
Solution vCenter. Cet hote de saut doit &tre une machine virtuelle Windows sur le méme réseau virtuel
qui a été créé pour la connectivité et doit fournir un accés a la fois a vCenter et a NSX Manager.

Create a virtual machine

Basics  Disis  Networong Manggement  Advanced Tags  Review » reate

Create a virtual machine that funs Linen o Windows. Select an imags from azure madbetplace or wse your own cusiomized
image. Complete the Bamct tab then Biview = creake 1o prowion a vwiual machene with delaull parameters oF renes aach
Ak for full customeatian. Ledrn mone of

Project detalls

Seded! the dubicnphon 10 manage deployed retourdes ind casti. Uhie ridooros groaps like Tokderd 1o anganae and
manage all yous resourced

Subscrphion * (5 5235 Bachup Produdtion o
Resource group * O | MimaavEDeme bl

Create new

Instance details

Wirtual maching nasme * . RS

Regron I:U:l_‘- Easi U5 2 i

Avadabality opteond Mo srasiructure redundandy reguaed il

Image * B windows Server 2012 B2 Dalacenter - Genl L
S ol mages

Argre Spot imstance I:]

Sire * Sandard DiZs v} - I vopas. § Gl mamadny (81 30,67 month) bl

>d Al ST

Une fois la machine virtuelle provisionnée, utilisez I'option Connecter pour accéder a RDP.
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Home CreateVm-MicrosoftWindowsServer WindowsServer-201-202 10812120806 mmAVSIH

& nimAVSJH | Connect

Wirtual machine

2 Search (Ctrl+))

A Toimprove secunity, enable just-in-fime aooess on this VM, =
B Ovendew ity
B Activity log RDP S5H BASTION
Fa Access controf (LAM) "
Connect with RDP
‘ Tags To-connect to your virtual machine via RDP, select an 1P address, opticnally change the port number, and download the
RDP file.
& Diagnose and solve problems -
IP address *
Settings Public IP address {52.138,103.13%) il
& Networking Part number *
& Connect 3389
8 Disks Download RDP File
0 size

Sign in a vCenter a partir de cette machine virtuelle héte de saut nouvellement créée a 'aide de
I'utilisateur administrateur cloud. Pour accéder aux informations d’identification, accédez au portail Azure
et accédez a Identité (sous I'option Gérer dans le cloud privé). Les URL et les informations d’identification
utilisateur pour le cloud privé vCenter et NSX-T Manager peuvent étre copiées a partir d’ici.

nimoavspriv | l[dentity = X
AVS Private cloud
Login credentials
£ Search (Ctrl+/f) —
Hr Access control {(IAM) ~ vCenter credentials
¢ Tags Web client URL © https10.21.0.2¢ i
£2 Diagnose and solve problems Admin usemame () cmu&a&;-n'i'n@-:r\-sphele_[ocal Fj
Settings Admin password (0
B Locks
Certificate thumbpnint ) AE26B15A5CE38DC069D35F045F088CAB3434TSEC iy
Manage
i NSX-T Manager credentials
@ Connectivity Wab client URL O https/10.21.03/ ny
o0 |dentity , - A
Admin username (O wdlr‘l'un m
By Clusters
Admin pa d & [
B Placement policies (preview) W e
+ Add-ons Certificate thumbprint (0 B2B722EAGB3958283EE159007246D5166D050903 oy

Dans la machine virtuelle Windows, ouvrez un navigateur et accédez a 'URL du client Web
vCenter("https://10.21.0.2/" ) et utilisez le nom d’utilisateur administrateur comme
cloudadmin@vsphere.local et collez le mot de passe copié. De méme, le gestionnaire NSX-T est
également accessible a l'aide de 'URL du client Web("https://10.21.0.3/" ) et utilisez le nom
d’utilisateur administrateur et collez le mot de passe copié pour créer de nouveaux segments ou modifier
les passerelles de niveau existantes.

@ Les URL des clients Web sont différentes pour chaque SDDC provisionné.
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Le SDDC Azure VMware Solution est désormais déployé et configuré. Tirez parti d’ExpressRoute Global
Reach pour connecter I'environnement local au cloud privé Azure VMware Solution. Pour plus
d’informations, consultez la section "Associez des environnements locaux a Azure VMware Solution" .

Déployer et configurer I’environnement de virtualisation sur Google Cloud Platform
(GCP)

Comme sur site, la planification de Google Cloud VMware Engine (GCVE) est essentielle
pour un environnement prét pour la production pour la création de machines virtuelles et
la migration.

Cette section décrit comment configurer et gérer GCVE et I'utiliser en combinaison avec les options
disponibles pour la connexion au stockage NetApp .
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https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-expressroute-global-reach-private-cloud

Le processus de configuration peut étre décomposé selon les étapes suivantes :

Déployer et configurer GCVE

34

Pour configurer un environnement GCVE sur GCP, connectez-vous a la console GCP et accédez au
portail VMware Engine.

Cliquez sur le bouton « Nouveau Cloud Privé » et entrez la configuration souhaitée pour le Cloud Privé
GCVE. Sur « Emplacement », assurez-vous de déployer le cloud privé dans la méme région/zone ou
NetApp Volumes/CVO est déployé, pour garantir les meilleures performances et la latence la plus faible.

Prérequis :

 Configurer le réle IAM d’administrateur du service VMware Engine
» "Activer 'acceés a 'APlI VMWare Engine et le quota de nceuds"

» Assurez-vous que la plage CIDR ne chevauche aucun de vos sous-réseaux locaux ou cloud. La
plage CIDR doit étre /27 ou supérieure.

Google Cloud VMware Engine

& Create Private Cloud

‘ﬁ Private Cloud name
e . —
NMaGIVE
P
=
[ Location
P, us~#astd » v-200e-a » VE Placement Group 2 ¥
=2
detwegrh
Mode type *
o~
i vel-standard-77
L¥E [ 34 GHe. 34 Cores (T2 HTL T4 1 RAM
19.2 TB Raw, 332 TE Cache (AN-Flash
\epount
Mode count *
vophere VSAN subnets CIDR ranges *
1YELIEE.T00.0 i =
P Rasge: 192.160.300.0 - 192,168 103,755
HCX Deployment Netwark CIDR range
1921681040 Hh =

Remarque : la création d’un cloud privé peut prendre entre 30 minutes et 2 heures.


https://cloud.google.com/vmware-engine/docs/quickstart-prerequisites

Activer I’accés privé a GCVE

Une fois le cloud privé provisionné, configurez I'accés privé au cloud privé pour une connexion de chemin
de données a haut débit et a faible latence.

Cela garantira que le réseau VPC sur lequel les instances Cloud Volumes ONTAP s’exécutent est en
mesure de communiquer avec le cloud privé GCVE. Pour ce faire, suivez les"Documentation GCP" . Pour
Cloud Volume Service, établissez une connexion entre VMware Engine et Google Cloud NetApp Volumes
en effectuant un peering unique entre les projets hotes locataires. Pour les étapes détaillées, suivez
ceci'lien” .

Tenant F Service Region +  Routing Mode - Pesred Project 1D ~  Peared VPC ~ VPCPeering Sta.. ~ Region Status
kef4 1 3888560 VIPC Metwisdk Eurape-weitd Glotas! Ev-perlah mance- 18, Elound - lames - Whe & Artive ® Connected

1bd 7275100 3ebbf Metapp TVS elrope-wistd Global w2bac 17 I02akddc nétapp-tenant-vpo ® Active ® Connectad

Sign in a vcenter a 'aide de I'utilisateur CloudOwner@gve.local. Pour accéder aux informations
d’identification, accédez au portail VMware Engine, accédez a Ressources et sélectionnez le cloud privé
approprié. Dans la section Informations de base, cliquez sur le lien Afficher pour obtenir les informations
de connexion a vCenter (vCenter Server, HCX Manager) ou les informations de connexion a NSX-T (NSX
Manager).

Google Cloud VMware Engine

Resources
|Fj & gove-cvs-hw-eu-west3 S LAUNCH VSPHERE CLIE} G
Humr .
A
v ] SUMIMARY LUSTLR IBNETS AETIVITY WS RE BAARAGERENT ME TV ADNVANCED WEENTER SETTINGS DS COMFROLIRATICN
Wit ies
AT Mame Seatiis Cloud Manitoring
prve-tvi-fivesu-westd » Cperatinnnl
[Terp—
2 Chusturs Location Private Cloud DNS Servers
A
kgt i eurape-westd » v rone-a » VE Plscement Groun 1 I0D1688 100149
sieity
. wiphare/vSAN sutnets CIDR rangs Expandable Upgradeable
fr Basic Infa i i .
sy 100 14.0/74 No
e
wConter kogin info WSH-T kogin Info
W Reset posraad Wirm  Reset pasowond
Tolal rodes Total CPU capacity Totsl RAM
+ 4 144 gores 072 GE
@ Total stocage capackty
Capacity To i T Banss, 128 TH Cache, All-Flash

Dans une machine virtuelle Windows, ouvrez un navigateur et accédez a 'URL du client Web
vCenter("https://10.0.16.6/" ) et utilisez le nom d’utilisateur administrateur comme
CloudOwner@gve.local et collez le mot de passe copié. De méme, le gestionnaire NSX-T est également
accessible via 'URL du client Web("https://10.0.16.11/" ) et utilisez le nom d’utilisateur
administrateur et collez le mot de passe copié pour créer de nouveaux segments ou modifier les
passerelles de niveau existantes.

Pour vous connecter a partir d’'un réseau local au cloud privé VMware Engine, utilisez le VPN cloud ou

Cloud Interconnect pour une connectivité appropriée et assurez-vous que les ports requis sont ouverts.
Pour les étapes détaillées, suivez ceci'lien” .
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Déployer le magasin de données supplémentaire Google Cloud NetApp Volumes sur GCVE

Référer"Procédure de déploiement d’'une banque de données NFS supplémentaire avec des volumes

NetApp sur GCVE"

Stockage NetApp dans les clouds publics

Options de stockage NetApp pour les fournisseurs de cloud public

Explorez les options de NetApp en tant que stockage dans les trois principaux

hyperscalers.
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vmw-gcp-gcve-nfs-ds-overview.html
vmw-gcp-gcve-nfs-ds-overview.html

AWS /| VMC
AWS prend en charge le stockage NetApp dans les configurations suivantes :

* FSx ONTAP comme stockage connecté invité
* Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
* FSx ONTAP comme banque de données NFS supplémentaire

Voir le détail"options de stockage de connexion invité pour VMC" . Voir le détail"options de banque de
données NFS supplémentaires pour VMC" .

Azure | AVS
Azure prend en charge le stockage NetApp dans les configurations suivantes :

» Azure NetApp Files (ANF) en tant que stockage connecté invité
* Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
» Azure NetApp Files (ANF) comme banque de données NFS supplémentaire

Voir le détail"options de stockage de connexion invité pour AVS" . Voir le détail"options de banque de
données NFS supplémentaires pour AVS" .

GCP / GCVE
Google Cloud prend en charge le stockage NetApp dans les configurations suivantes :

* Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
* Google Cloud NetApp Volumes (NetApp Volumes) en tant que stockage connecté invité

» Google Cloud NetApp Volumes (NetApp Volumes) comme banque de données NFS supplémentaire

Voir le détail"options de stockage de connexion invité pour GCVE" . Voir le détail"options de banque de
données NFS supplémentaires pour GCVE" .

En savoir plus sur"Prise en charge du magasin de données Google Cloud NetApp Volumes pour Google
Cloud VMware Engine (blog NetApp )" ou"Comment utiliser Google Cloud NetApp Volumes comme
banques de données pour Google Cloud VMware Engine (blog Google)"

Amazon Web Services : options d’utilisation du stockage NetApp

Le stockage NetApp peut étre connecté aux services Web Amazon en tant que stockage
invité connecté ou stockage supplémentaire.

Amazon FSx for NetApp ONTAP (FSx ONTAP) en tant que banque de données NFS supplémentaire

Amazon FSx ONTAP offre d’excellentes options pour déployer et gérer les charges de travail des applications
ainsi que les services de fichiers tout en réduisant le colt total de possession en rendant les exigences de
données transparentes pour la couche application. Quel que soit le cas d'utilisation, choisissez VMware Cloud
sur AWS avec Amazon FSx ONTAP pour une réalisation rapide des avantages du cloud, une infrastructure et
des opérations cohérentes sur site vers AWS, une portabilité bidirectionnelle des charges de travail et une
capacité et des performances de niveau entreprise. Il s’agit du méme processus et des mémes procédures
familiers utilisés pour connecter le stockage.
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Pour plus d’informations, veuillez visiter :

* "FSx ONTAP comme banque de données NFS supplémentaire : présentation”

* "Amazon FSx pour ONTAP comme banque de données supplémentaire”

Amazon FSx for NetApp ONTAP comme stockage connecté en tant qu’invité

Amazon FSx ONTAP est un service entierement géré qui fournit un stockage de fichiers hautement fiable,
evolutif, performant et riche en fonctionnalités, basé sur le systéme de fichiers ONTAP populaire de NetApp.
FSx ONTAP combine les fonctionnalités, les performances, les capacités et les opérations API familiéres des
systemes de fichiers NetApp avec I'agilité, I'évolutivité et la simplicité d’un service AWS entierement géré.

FSx ONTAP fournit un stockage de fichiers partagé riche en fonctionnalités, rapide et flexible, largement
accessible a partir d’instances de calcul Linux, Windows et macOS exécutées dans AWS ou sur site. FSx
ONTAP offre un stockage SSD (Solid State Drive) hautes performances avec des latences inférieures a la
milliseconde. Avec FSx ONTAP, vous pouvez atteindre des niveaux de performances SSD pour votre charge
de travail tout en payant pour le stockage SSD pour seulement une petite fraction de vos données.

La gestion de vos données avec FSx ONTAP est plus simple car vous pouvez prendre des instantanés, cloner
et répliquer vos fichiers en un clic. De plus, FSx ONTAP hiérarchise automatiquement vos données vers un
stockage élastique et moins codteux, réduisant ainsi le besoin de provisionner ou de gérer la capacité.

FSx ONTAP fournit également un stockage hautement disponible et durable avec des sauvegardes
entierement gérées et une prise en charge de la reprise aprés sinistre interrégionale. Pour faciliter la protection
et la sécurisation de vos données, FSx ONTAP prend en charge les applications courantes de sécurité des
données et d’antivirus.

Pour plus d’informations, veuillez visiter'FSx ONTAP comme stockage connecté aux invites"

Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités

Cloud Volumes ONTAP, ou CVO, est la solution de gestion de données cloud leader du secteur, basée sur le
logiciel de stockage ONTAP de NetApp, disponible nativement sur Amazon Web Services (AWS), Microsoft
Azure et Google Cloud Platform (GCP).

Il s’agit d’'une version définie par logiciel d' ONTAP qui consomme du stockage natif dans le cloud, vous
permettant d’avoir le méme logiciel de stockage dans le cloud et sur site, réduisant ainsi le besoin de recycler
votre personnel informatique dans de toutes nouvelles méthodes de gestion de vos données.

CVO offre aux clients la possibilité de déplacer de maniere transparente les données de la périphérie vers le
centre de données, vers le cloud et vice-versa, en rassemblant votre cloud hybride, le tout géré avec une
console de gestion a volet unique, NetApp Cloud Manager.

De par sa conception, CVO offre des performances extrémes et des capacités avancées de gestion des
données pour satisfaire méme vos applications les plus exigeantes dans le cloud.

Pour plus d’informations, veuillez visiter"CVO comme stockage connecte aux invités" .

TR-4938 : Monter Amazon FSx ONTAP en tant que banque de données NFS avec
VMware Cloud sur AWS

Ce document décrit comment monter Amazon FSx ONTAP en tant que banque de
données NFS avec VMware Cloud sur AWS.

38


vmw-aws-vmc-guest-storage.html#fsx-ontap
vmw-aws-vmc-guest-storage.html#aws-cvo

Introduction

Toute organisation qui réussit est sur la voie de la transformation et de la modernisation. Dans le cadre de ce
processus, les entreprises utilisent généralement leurs investissements VMware existants pour tirer parti des
avantages du cloud et explorer comment migrer, déployer, étendre et assurer la reprise apres sinistre des
processus de la maniére la plus transparente possible. Les clients qui migrent vers le cloud doivent évaluer les
cas d’utilisation en termes d’élasticité et d’éclatement, de sortie du centre de données, de consolidation du
centre de données, de scénarios de fin de vie, de fusions, d’acquisitions, etc.

Bien que VMware Cloud sur AWS soit I'option préférée de la majorité des clients, car il offre des capacités
hybrides uniques au client, les options de stockage natives limitées ont limité son utilité pour les organisations
ayant des charges de travail lourdes en stockage. Etant donné que le stockage est directement lié aux héotes,
la seule fagon de faire évoluer le stockage est d’ajouter davantage d’hbtes, ce qui peut augmenter les colts de
35 a 40 % ou plus pour les charges de travail gourmandes en stockage. Ces charges de travail nécessitent un
stockage supplémentaire et des performances séparées, et non une puissance supplémentaire, mais cela
signifie payer pour des hotes supplémentaires. C’est ici que le "intégration recente" de FSx ONTAP est
pratique pour les charges de travail gourmandes en stockage et en performances avec VMware Cloud sur
AWS.

Considérons le scénario suivant : un client a besoin de huit hétes pour la puissance (vVCPU/vMem), mais il a
également un besoin substantiel en stockage. D’aprés leur évaluation, ils ont besoin de 16 hétes pour
répondre aux besoins de stockage. Cela augmente le colt total de possession global car ils doivent acheter
toute cette puissance supplémentaire alors qu’ils n’ont réellement besoin que de plus de stockage. Ceci
s’applique a tout cas d’utilisation, y compris la migration, la reprise apres sinistre, le bursting, le
développement/test, etc.

Ce document vous guide a travers les étapes nécessaires pour provisionner et attacher FSx ONTAP en tant
que banque de données NFS pour VMware Cloud sur AWS.

@ Cette solution est également disponible auprés de VMware. Veuillez visiter le"Documentation
VMware Cloud sur AWS" pour plus d’'informations.

Options de connectivité

@ VMware Cloud sur AWS prend en charge les déploiements multi-AZ et mono-AZ de FSx
ONTAP.

Cette section décrit I'architecture de connectivité de haut niveau ainsi que les étapes nécessaires a la mise en
ceuvre de la solution pour étendre le stockage dans un cluster SDDC sans avoir besoin d’ajouter des hotes
supplémentaires.
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Les étapes de déploiement de haut niveau sont les suivantes :

1. Créez Amazon FSx ONTAP dans un nouveau VPC désigné.

2. Créer un groupe SDDC.

3. Créez VMware Transit Connect et une piéce jointe TGW.

4. Configurez le routage (AWS VPC et SDDC) et les groupes de sécurité.

5. Attachez un volume NFS en tant que banque de données au cluster SDDC.

Avant de provisionner et d’attacher FSx ONTAP en tant que banque de données NFS, vous devez d’abord
configurer un environnement SDDC VMware on Cloud ou obtenir une mise a niveau d’'un SDDC existant vers
la version 1.20 ou supérieure. Pour plus d’informations, consultez le "Premiers pas avec VMware Cloud sur
AWS" .

(D FSx ONTAP n’est actuellement pas pris en charge avec les clusters étendus.

Conclusion

Ce document couvre les étapes nécessaires pour configurer Amazon FSx ONTAP avec VMware Cloud sur
AWS. Amazon FSx ONTAP offre d’excellentes options pour déployer et gérer les charges de travail des
applications ainsi que les services de fichiers tout en réduisant le colt total de possession en rendant les
exigences de données transparentes pour la couche application. Quel que soit le cas d’utilisation, choisissez
VMware Cloud sur AWS avec Amazon FSx ONTAP pour une réalisation rapide des avantages du cloud, une
infrastructure et des opérations cohérentes sur site vers AWS, une portabilité bidirectionnelle des charges de
travail et une capacité et des performances de niveau entreprise. Il s’agit du méme processus et des mémes
procédures familiers utilisés pour connecter le stockage. N’'oubliez pas que seule la position des données a
changé avec les nouveaux noms ; les outils et les processus restent tous les mémes et Amazon FSx ONTAP
contribue a optimiser le déploiement global.

Pour en savoir plus sur ce processus, n’hésitez pas a suivre la vidéo de présentation détaillée.
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws.getting-started/GUID-3D741363-F66A-4CF9-80EA-AA2866D1834E.html
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Amazon FSx ONTAP VMware Cloud

Création d’un magasin de données NFS supplémentaire dans AWS

Une fois que VMware Cloud est prét et connecté a AWS VPC, vous devez déployer
Amazon FSx ONTAP dans un VPC nouvellement désigné plutét que dans le VPC par
défaut connecté d’origine ou existant.

Pour commencer, déployez un VPC supplémentaire dans la méme région et la méme zone de disponibilité ou
réside SDDC, puis déployez Amazon FSx ONTAP dans le nouveau VPC. "Configuration d’'un groupe SDDC
dans VMware Cloud" la console active les options de configuration réseau requises pour se connecter au VPC
nouvellement désigné ou FSx ONTAP sera déployé.

@ Déployez FSx ONTAP dans la méme zone de disponibilité que VMware Cloud sur AWS SDDC.

Vous ne pouvez pas déployer FSx ONTAP dans le VPC connecté. Au lieu de cela, vous devez
le déployer dans un nouveau VPC désigné, puis connecter le VPC a une passerelle de transit
gérée VMware (vVTGW) via des groupes SDDC.
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Etape 1 : créer Amazon FSx ONTAP dans un nouveau VPC désigné

Pour créer et monter le systéme de fichiers Amazon FSx ONTAP , procédez comme suit :

1. Ouvrez la console Amazon FSx a https://console.aws.amazon.com/fsx/ et choisissez Créer
un systéme de fichiers pour démarrer I'assistant Création de systéme de fichiers.

2. Sur la page Sélectionner le type de systeme de fichiers, sélectionnez * Amazon FSx ONTAP*, puis
cliquez sur Suivant. La page Créer un systéeme de fichiers apparait.

Select file system type

File system optians

O drmaznn Fx fee Nithop ONTAR

FS¥e

Amazon FSx
for NetApp ONTAR

Asnutan Fix fer Open2iS

FSi¢-
Amazon FSx
for OpenZFs

Amazon Fix for NetApp ONTAR

Arasan P for Lustre

FSxa

Amazon FSx
for Lustre

Anaroe Pix for Windows s

Setwer

FSxa

Amazon Fix
for Windows File Server

demianton £ for Kathpn GRTAR provide frafure-rich, high-perfiormance, and Righly-riliabile sbocags ik on NesApp's popniar GHTAR file syntem and filly manaped by AWS

& Benadly accessible fram Linu, Windiws, and macilS computs invtances s tontainers [funnig on MWS or se-plembes] vid indeiry-standand NFS, SMIL and 5051 peotecots

® Frovides ONTAW popclar dats management oapatslitirs ikt Snapvhots, Snaphirrs (o dau

® Detvers hundreds of thousands of 1085 with

& Offr highty-avalalele bnd Nigihty-Soradde et AZ SS0rige with spperl bt &

plicationd, FexClane for dita coning), snd deta compernsion [ dedupbication.

bt sub-emilivcond tatenche, and up 103 GIJE o throughout

- O PRl aLN and budt-in, fully fandged badkig.

* Automanicatly thers infregaentiy-accessed data tn capacity poel storage, a fully elastic sinrage ter that can scale 1o petabytes in sire and is cost-optimized for intrequestiy-soresces data

® ergratrwith Microvoft At v Direetary (AD]) to wopsert Window-buaved srviconements and entepeiven.

i E]

3. Pour la méthode de création, choisissez Création standard.

Create file system

Creation method

Quick create

Use recommended best-practice configurations.
Most configuration options can be changed after
the file system is created.
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© Standard create

You set all of the configuration options, including
specifying performance, networking, security,
backups, and maintenance.



https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/

File system details

File system name - optional Info

FSxONTAPDatastoreFS

Maximum of 256 Unicode letters, whitespace, and numbers, plus +-=. _:/

Deployment type Info
O Multi-AZ
Single-AZ

SSD storage capacity Info

2048 2
Minimum 1024 GiB; Maximum 192 TIB.

Provisioned $5D IOPS
Amazon FSx provides 3 10PS per GiB of storage capacity. You can alse provision additional 55D 10PS as needed,
Automatic (3 IOPS per GiB of 55D storage)

© User-provisioned

40000 2

Maximum 80,000 IOPS
Throughput capacity Info

The sustained speed at which the file server hosting your file system can serve data. The file server can also
burst to higher speeds for periods of time.

Recommended throughput capacity
128 MB/s

© Specify throughput capacity
Throughput capacity

2048 MB/s v

Les tailles des magasins de données varient considérablement d’un client a I'autre.
Bien que le nombre recommandé de machines virtuelles par banque de données NFS
soit subjectif, de nombreux facteurs déterminent le nombre optimal de machines

@ virtuelles pouvant étre placées sur chaque banque de données. Bien que la plupart des
administrateurs ne prennent en compte que la capacité, la quantité d’'E/S simultanées
envoyées aux VMDK est I'un des facteurs les plus importants pour les performances
globales. Utilisez les statistiques de performances locales pour dimensionner les
volumes de la banque de données en conséquence.

4. Dans la section Réseau pour Virtual Private Cloud (VPC), choisissez le VPC approprié et les sous-
réseaux préférés ainsi que la table de routage. Dans ce cas, Demo-FSxforONTAP-VPC est
sélectionné dans le menu déroulant.

@ Assurez-vous qu’il s’agit d’'un nouveau VPC désigné et non du VPC connecté.
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Par défaut, FSx ONTAP utilise 198.19.0.0/16 comme plage d’adresses IP de point de
terminaison par défaut pour le systéme de fichiers. Assurez-vous que la plage

@ d’adresses IP du point de terminaison n’entre pas en conflit avec le VMC sur le SDDC
AWS, les sous-réseaux VPC associés et l'infrastructure sur site. Si vous n’étes pas sdr,
utilisez une plage sans chevauchement et sans conflits.

Network & security

Virtual Private Cloud (VPC) Info

Specify the VPC from which your file system is accessible.

Demo-FsxforONTAP-VPC | vpc- 7 v
VPC Security Groups Info

Specify VPC Security Groups to associate with your file system's network interfaces.

v

sg-0d fH X
Preferred subnet Info
Specify the preferred subnet for your file system.

DemoFSXxONTAP-Sub02 | subnet-0 3 (us-west-2b) v
Standby subnet

DemoFSxONTAP-Sub01 | subnet-( (us-west-2a) v
VPC route tables

Specify the VPC route tables associated with your file system,
© VPC's default route table
) Select one or more VPC route tables

Endpoint IP address range
Specify the IP address range in which the endpoints to access your file system will be created

No preference

© Select an IP address range

3.3.0.0/24

5. Dans la section Sécurité et chiffrement pour la clé de chiffrement, choisissez la clé de chiffrement
AWS Key Management Service (AWS KMS) qui protéege les données du systéme de fichiers au
repos. Pour le Mot de passe administratif du systéme de fichiers, entrez un mot de passe
sécurisé pour l'utilisateur fsxadmin.



Security & encryption

Encryption key Info
AWS Key Management Service (KMS) encryption key that protects your file system data at rest.

aws/fsx (default) v
Description Account KMS key ID
Default key that protects my FSx resaurces when no 402 6-

other key is defined et e e

File system administrative password
Password for this file system's “fsxadmin” user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password

6. Dans la section Configuration de la machine virtuelle de stockage par défaut, spécifiez le nom de
la SVM.

@ A partir de GA, quatre magasins de données NFS sont pris en charge.

Default storage virtual machine configuration

Storage virtual machine name

FSxONTAPDatastoreSVM

SVM administrative password
Password for this SVM's “vsadmin" user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password

Active Directory
Joining an Active Directory enables access from Windows and MacOS5 clients over the SMB protocol.

© Do not join an Active Directory

Join an Active Directory

7. Dans la section Configuration du volume par défaut, spécifiez le nom du volume et la taille requis
pour la banque de données et cliquez sur Suivant. Il doit s’agir d’'un volume NFSv3. Pour Efficacité
du stockage, choisissez Activé pour activer les fonctionnalités d’efficacité du stockage ONTAP
(compression, déduplication et compactage). Apres la création, utilisez le shell pour modifier les
paramétres du volume en utilisant volume modify comme suit :

Paramétre Configuration
Garantie de volume (style de garantie d’espace) Aucun (provisionnement Iéger) — défini par défaut

réserve_fractionnelle (réserve-fractionnelle) 0% — défini par défaut
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Parameétre

snap_reserve (pourcentage d’espace
d’instantané)

Taille automatique (mode taille automatique)
Efficacité du stockage

Suppression automatique

Politique de hiérarchisation des volumes
essayez_en_premier

Politique d’instantané

Configuration

0%

grandir_rétrécir

Activé — défini par défaut

volume / le plus ancien en premier
Instantané uniquement — défini par défaut
Auto-croissance

Aucune

Utilisez la commande SSH suivante pour créer et modifier des volumes :

Commande pour créer un nouveau volume de banque de données a partir du shell :

volume create -vserver FSxONTAPDatastoreSVM -volume DemoDS002

-aggregate aggrl -size 1024GB -state online -tiering-policy

snapshot-only -percent-snapshot-space 0 -autosize-mode grow

-snapshot-policy none -junction-path /DemoDS002

Remarque : les volumes créés via le shell prendront quelques minutes pour apparaitre dans la

console AWS.

Commande pour modifier les paramétres de volume qui ne sont pas définis par défaut :

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002

-fractional-reserve 0

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002 -space

-mgmt-try-first vol grow

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002

-—autosize-mode grow



Default volume configuration

Volume name
DemoDS01
Haximum of 203 alphanumeric characters, plus _.
Junction path
/DemoDS01
The location within your file system where your volume will be mounted.

Volume size

<y

2048000

Minimum 20 MiB; Maximum 104857600 MiB

Storage efficiency
Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

© Enabled (recommended)
Disabled

Capacity pool tiering policy
You can optionally enable automatic tiering of vour data to lower-cost capacity pool storage,

Snapshot Only v

v Backup and maintenance - optional

Daily automatic backup Info
Amazon FSx can protect your data through daily backups

Enabled
© Disabled

Weekly maintenance window Info
When patching needs to be performed, Amazon FSx performs maintenance on your file system only during this
window,

0O No preference
Select start time for 30-minute weekly maintenance window

» Tags - optional

Cancel Back m

Lors du scénario de migration initial, la stratégie de snapshot par défaut peut entrainer
@ des probleémes de capacité de stockage de données compléte. Pour y remédier,
modifiez la politique de snapshot en fonction des besoins.

8. Vérifiez la configuration du systéme de fichiers affichée sur la page Créer un systéme de fichiers.
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9. Cliquez sur Créer un systéme de fichiers.

FSa File systems
File systems Iil i ) flissy
qQ 1 @

Fia De, nt St Stora Thraughput

File system name ¥ File system ID - system Status v P oy e o rougnpu Creation time

type v type v capacity W capacity v
type
fs-
FSXONTAPDatastorers s 5 ONTAP @ Creating Multi-AZ 550 T::ff—?m-mm

=]

Amazon FSx

s FSK - Pla syites
Vodumes r—
Biies File systems LE ] [ croste ria sytem |
v ONTAP Qa 1 @
Storsge virtusl maching
e eployment Storage Snorage Throughput
v Opeaths File sysiemname  ® FlesptemiD & ::::m Statun v ki = S i - e Creation time ¥
Shapuhots
;%
¥ R PSONTAPDMasonefs,  19TO%AOESAECHSE  quap © Avatidia Mudti-AZ 550 ?:::::«-owo
¥ Lintre ﬂ

Data repasitony taks

PS4 on Service Quotas [4

Répétez les étapes précédentes pour créer davantage de machines virtuelles de
stockage ou de systémes de fichiers et les volumes de banque de données en fonction
des exigences de capacité et de performances.

Pour en savoir plus sur les performances Amazon FSx ONTAP , consultez "Performances Amazon FSx
ONTAP" .


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/performance.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/performance.html

Etape 2 : Créer un groupe SDDC

Une fois les systemes de fichiers et les SVM créés, utilisez VMware Console pour créer un groupe SDDC
et configurer VMware Transit Connect. Pour ce faire, procédez comme suit et n'oubliez pas que vous
devez naviguer entre la console VMware Cloud et la console AWS.

1. Connectez-vous a la console VMC a https://vmc.vmware. corm .
2. Sur la page Inventaire, cliquez sur Groupes SDDC.

3. Dans l'onglet Groupes SDDC, cliquez sur ACTIONS et sélectionnez Créer un groupe SDDC. A des
fins de démonstration, le groupe SDDC est appelé FSxONTAPDatastoreGrp .

4. Dans la grille d’'adhésion, sélectionnez les SDDC a inclure en tant que membres du groupe.

< Add SDDCs

Setect which SDDE(s) you want to add to the group

IEI Namae T Sddc id T Location

FSxNDemoSDDC

T Verslon T Managemaent CIDR

c6baecd9-e0lb-41d5-89e2-11095d719a0d US West (Oregon) 118.0.14 172.30.160.0/23

1

forms per page 104 110l 1 ems
ADD SDDCS | CANCEL |

5. Vérifiez que « La configuration de VMware Transit Connect pour votre groupe entrainera des frais par

piece jointe et par transfert de données » est cochée, puis sélectionnez Créer un groupe. Le
processus peut prendre quelques minutes.

FSXONTAPDatasto reGrp ACTIONE

B8 Inventory

Summary wCanter Linking Direct Connect External VRC External TGW Routing

Subscriptions
Description

SODC group for demo purposes
Aciivity Log
Transi Connect Status: CONNECTED
52 Tools
+ Developer Center SDDCs
%y Maintanance
| aoosoocs
1 Notification Preferences
Name ¥ SDDC ID T SODC Varsion T Managamant CIDE T Locathen T Connectiity Statue T
F NI 2 ibaec € 4 £09e2-WOF5IT19a0d 112.0.%
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Etape 3 : Configurer VMware Transit Connect

1. Attachez le VPC désigné nouvellement créé au groupe SDDC. Sélectionnez 'onglet VPC externe et
suivez les "instructions pour attacher un VPC externe au groupe" . Ce processus peut prendre 10 a
15 minutes.

Add AWS Account Association

AWS Account ID (T)

S m

2. Cliquez sur Ajouter un compte.
a. Fournissez le compte AWS qui a été utilisé pour provisionner le systeme de fichiers FSx ONTAP .
b. Cliquez sur Ajouter.

3. De retour dans la console AWS, connectez-vous au méme compte AWS et accédez a la page de
service Resource Access Manager. Il y a un bouton pour vous permettre d’accepter le partage de
ressources.

Resource Access x Resource Access Manager Shared with me : Resource shases Resource share fd99e8c3-b7A7-45aa-Baod-06aes 2ded 231
Manager
VMC-Group-487b0fe3-7d9b-407b-abbc-cce11ae6das7 (fd99e8c5-b787-49aa-8aad-
¥ Shared b
- 96ae52ded231)
Resaurce shares
Detaits and information relating to this resoorce thare
Shared resources
Principals Reject resource share I Accapt resource share
¥ Shared with me
Respurce shares Summary
Shored resources
Nama Owner invitation date Status
Principals
VMC-Group- B4 H 2022/03/12 (@) Pending
ccel Taebdas?
Permissions library ARR Beckiver
Settings APPSR S WSt - 9

264545350110 :resource-
share/fd99e8¢5-bTE7-49aa-Basd-
5aes2ded2dl

Dans le cadre du processus VPC externe, vous serez invité via la console AWS a

@ accéder a une nouvelle ressource partagée via le gestionnaire d’accés aux ressources.
La ressource partagée est la passerelle AWS Transit gérée par VMware Transit
Connect.

4. Cliquez sur Accepter le partage de ressources.
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html

wnw VMware Cloud

ACTIONS

FSXONTAPDatastoreGrp

Summary vienter Linking Direct Connect External VPC External TGW Routing Support

| ato account |

3 Tools WS Account 10 ¥ fescurce Share Nans T

T VPC Bl

= Developer Center 2 VMC-Groug-487

T Malntenance

it Notification Preferances

5. De retour dans la console VMC, vous voyez maintenant que le VPC externe est dans un état associé.

Cela peut prendre plusieurs minutes pour apparaitre.
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Etape 4 : Créer une piéce jointe de passerelle de transit

1. Dans la console AWS, accédez a la page du service VPC et accédez au VPC qui a été utilisé pour
provisionner le systeme de fichiers FSx. Ici, vous créez une piéce jointe de passerelle de transit en
cliguant sur Piéce jointe de passerelle de transit dans le volet de navigation a droite.

2. Sous Piéce jointe VPC, assurez-vous que la prise en charge DNS est cochée et sélectionnez le VPC
dans lequel FSx ONTAP a été déployé.

WPE Transit gateway attachments Creatn transit gateessy attachment o

Create transit gateway attachment ...

A transit gateway (TGW) is a netwark transit hub that interconnects attachments (VPCs and YPRs) within the same AWS

Sco0unt o acTons AWS Acoounts.
Details

Name tag - optional
Creates @ 12 with the bey wet 10 Nams and the valoe et to the specfs

faxontap-tgw-attach-01

Transit gatewsy ID info
tgw-0d v

Attachment type info

WP v

VPC attachment

Selec and Leitigure yous WPC attsehmant

DNS suppart infe

IPv6 suppart Info

3. Cliquez sur Créer une piéce jointe de passerelle de transit.

VPCID
Seloct the VPL o attach to the tramit gateway.

vpe-05506abeTRcbE5ILT [Demo-FuxdorONTAP-VPC) v
Subnet IDs info
Select the subrets in which to omate the tranut gatewsy VIPC attachment
-west-2a subnet-070acb3d6h 108044d [DemoFSxONTAP-,,, ¥
s-west-2h subnet-Ob2e5aTHEI4IF303 (DemoF SKONTAP-Su.,, ¥

subnet-070aeb2d6b1b804dd X | | subnet-ObZeSa7Hefaff393

astign 1o an MVS resourts. Each tag consints of @ ey and sn optionsl valise. You can use 1ags to search snd Hiter
wour AWS: couty,

Ky Value - optional
O Name X O fasontap-tgw-attach-01 x Remove
Add new tag

Cancel Create transit gateway attachment

4. De retour dans la console VMware Cloud, revenez a 'onglet Groupe SDDC > VPC externe.
Sélectionnez I'ID de compte AWS utilisé pour FSx, cliquez sur le VPC et cliquez sur Accepter.
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ww  VMware Cloud

ACTIONS
FSxONTAPDatastoreGrp
H Irmveniory Summary viCenter Linking Direct Connect External VPC External TGW Roasting Support
Subgeriptions
Activity Log TADO ACCOUNT |
= Tools AW Accoant 10 ¥ Rescurce Share Hams ¥ VPC Status
Developet Center VMC 0w Y Panding Acce 3

£, Mnintenance

fil Notification Preferances

vmw VMware Cloud

ACTIONS

FSXONTAPDatastoreGrp

H Irmventory Summary  vCenter Linking  Direct Connect  External VPC  External TGW  Routing  Support
Subseriptions
ADD ACCOUNT |

Activity Log

T Tools AW Account 10 T

Developer Center | n o

€4 Mnintenance

1l Notification Prefemances

WPCID T VMG an AWE Region ¥ Tramu Gateway ATischenent £ v  Routss Stansy

Eu- 4 US West (Gregon) gmlm s :E(NDING :

@ Cette option peut prendre plusieurs minutes a apparaitre.

5. Ensuite, dans I'onglet VPC externe de la colonne Routes, cliquez sur I'option Ajouter des routes et
ajoutez les routes requises :

o Un itinéraire pour la plage d’adresses IP flottantes pour les adresses IP flottantes Amazon FSx
ONTAP .

o Un itinéraire pour I'espace d’adressage VPC externe nouvellement créé.

ACTIONS

Summary  vCenterLinking  Direct Connect  External VPC  External TGW  Routing  Support

Subseriptions

Activity Log ADD ACCOUNT |
=1 Tools AWE Account 1D T

Developer Center y i

a 5 a7e nama | VM- Group-48 701 3-7d9b-40 7 0-a60c-coaTlaeSdasT
£, Mnintenance
State - ASSOCIATEL
Nl Notification Praferances
v iD T VMC on AWE Region T Tracant Gatewiy Anachmmen 0 T Routes Seatus

gw-attacn . |aco routes AVALABLE
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Etape 5 : Configurer le routage (AWS VPC et SDDC) et les groupes de sécurité

1. Dans la console AWS, créez la route de retour vers le SDDC en localisant le VPC dans la page de
service VPC et sélectionnez la table de routage principale pour le VPC.

2. Accédez au tableau des itinéraires dans le panneau inférieur et cliquez sur Modifier les itinéraires.

@0 Hew VPE Experience @
gl odes P VPC O Routetsbles > rtb-DaaneSdbesb?ciBer

o i

VPC dashbaard rtb-Oaaae5dbc8b7c26¢cc Acticns ¥ |

EC2 Global View [4

Filter by WPC:
Setct a VPE v Details 1o
* Virtual private cloud
Route table 1D Main Explicit subnet associations Edge associations
Your VPCs
& {9 rtb-Gasae5dbeabTcRbee 9 ves - =
Submets
VPC wner D
Route tables @
vpe 7 | Dema- £ 982589175402
Internet gateways FucforONTAPVPC
Egress-anly intermet
oatoways
Carrier gateways - o o .
Routes Subnet associations Edge associations Route propagation Tags
DHCP Option Sets
Elastic IPs
Managed profix lists Routes (9)
Endpolns
a Both hd 1 @
Endpoint services
NAT gateways
Peering connictions Destination Target Status Propagated
gt 00.0.0/0 igw-0 @ Active No

3. Dans le panneau Modifier les itinéraires, cliquez sur Ajouter un itinéraire et saisissez le CIDR de
l'infrastructure SDDC en sélectionnant Passerelle de transit et I'ID TGW associé. Cliquez sur
Enregistrer les modifications.

ME Esesn | Q ; B & O omer oo SEEE

D) torws VPC Exparionce o, @' Uplated rautes fof rtb-OsssascbaBbTedbo sucoesstully

L

VPO dashboard

EC2 Global View [4

Filter by VPEC: Routes Subnet assodations Edge associations Route propagation Tags
Seleie a VPC v
¥ Virtual private cloud Routes (10] Edit routet
Your VPCa a Both » . &
Subnets
Route tabiet
ks i Destination Target Statuy v Propagated
Egress-onty kntemet 0.0.0.0/0 0L EAT FaBE 5 GEasS & active o
ganeways 220.84/32 en-DES ILET0R S Te1 Be (A B Active Mo
Carigr gatuwerys 220149732 entl-D65 106 02 Sd 2 1 8 [4 =) Aithn Mo
DHCE Option Sets 0.49.00/16 bocal £ Acth No
; 1061, 150.0/24 vaw-Dddaccata T4 a6 5 (2 Active Yes
1061.987.0/24 wirw-OidcdaccaSa e Vac 6 3e & Active Mo
061.187.0/24 wirw-DeldaccaSa A 1ach i 2 aetive Ve
172.21.355.0/24 wgw-Oddarcasa Td lacBic & Active Wes
1T220,254.0/24 wwelcidacaSaTa Yach I &) Active Wes
Pariog sanections [ vr2s0s tigw- i 2 1D Active Ho |

4. L'étape suivante consiste a vérifier que le groupe de sécurité dans le VPC associé est mis a jour avec
les regles entrantes correctes pour le CIDR du groupe SDDC.

5. Mettez a jour la reégle entrante avec le bloc CIDR de linfrastructure SDDC.
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© B .‘fc,f"fl_mm x VPC Security Groups -0 26182 227641075 - defaule

VPC dashbbard sg-0d26f822a764c1075 - default Actions ¥
EC2 Global View [4
Filter by WPC: Details
Setect o VPC v
Security group name Security group 1D Description VPC 1D
¥ 5 i
¥ Virtusl private tloud P default P so-0d268222764c1075 & default VPC security aroup & vpe-0 b7
Yaur VPCs
Sobit Owmer Inbround rules count Outbound rules count
sunnets
@ 2 3 Permission entries 1 Permission entry

Route tables
Internéet gateways
Egress-anly internet Inbound rules Outhound rules Tags
gateways
Carrier gateways
DHEP Ogtion Sets ——

T 7
Elastic Ps Inbound rules () | C | tgr | Editinbound rules |
Managed profix lists Q 1 @
Endpoints
Endpoint services Name v Security group rule... Port range Source Desecription
NAT gateways sgr-0a95b19a62c 20084 Al 0.0.0.0/0
Peering cannection: - sgr-03fabedd2ad0baade Al 55-04261822a764¢107... -

S [ sgr-0011220bbAd et Al 172.30.160.0/23 - |

@ Vérifiez que la table de routage VPC (ou réside FSx ONTAP ) est mise a jour pour
éviter les problemes de connectivité.

@ Mettez a jour le groupe de sécurité pour accepter le trafic NFS.

Il s’agit de la derniére étape de la préparation de la connectivité au SDDC approprié. Une fois le systeme
de fichiers configuré, les itinéraires ajoutés et les groupes de sécurité mis a jour, il est temps de monter le
ou les magasins de données.



Etape 6 : attacher un volume NFS en tant que banque de données au cluster SDDC

Une fois le systeme de fichiers provisionné et la connectivité en place, accédez a VMware Cloud Console
pour monter la banque de données NFS.

1. Dans la console VMC, ouvrez I'onglet Stockage du SDDC.

vaw Viware Cloud

Lsunchpad

< Back 1T
OPEN N5X MANAGER OPEN VCENTER ACTIDNS ~

ﬁ‘ FSxNDemoSDDC | vMcen aws sooc ) us west (Oregen)

Acthity Log

&3 Tools Summary Metworking & Security Storage Add Ons Malntenance Troubleshoating Settings Support

External Storage

fit Notification Preterences ATTACH DATASTORE

Chuster ¥  Datastores Altached

2. Cliquez sur ATTACH DATASTORE et remplissez les valeurs requises.

@ L'adresse du serveur NFS est I'adresse IP NFS qui se trouve sous I'onglet FSx >
Machines virtuelles de stockage > Points de terminaison dans la console AWS.

vow ViMware Cloud

“ < Attach Datastore
Launchpad
Cluster Chustar-1
i Datastore Attach a new datastore
theit 00
= Tools NES server addreds 13021 vALibaTe ((SGecEss )
Export /DemoDS01
fit Notification Preferences okt Nendor: it o
Batastore Name Demabs0n

ATTACH DATASTORE CANCEL |

3. Cliquez sur ATTACHER LE STOCK DE DONNEES pour attacher le magasin de données au cluster.
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v Wiiware Cloud

Latinehpad (@) This SDOC will expire in 25 days.  LEARN MORE [semEue |

OPEN NiX MANAGER GPEN YCENTER ACTIONS ~

ﬁ; FSxMNDemoSDDC | vMe o awssonc © s west (Gregen)

Summary  Motworkdng & Security.  Storsge Add Ons  Maintenance  Troubleshaoting  Seltings  Support

External Storage

ATTACH DATASTORE
huster ¥
Cluster-1 x
v | NFSServes v ¥ Datastors States v
%

vSphere Client

Capacity and Usage i Related Objects
Lt pciativd at 406 PM

== Storage
— 186 TH
Hosts 1 1.07 1800 a8ocaton

Wirtual machines

WM templates @

Server 330033 Maone

Foider

Location
VIEW STATS REFRESH

Tags i Custom Attributes

Options de stockage invité NetApp connectées pour AWS

AWS prend en charge le stockage NetApp connecté aux invités avec le service FSx natif
(FSx ONTAP) ou avec Cloud Volumes ONTAP (CVO).

FSx ONTAP

Amazon FSx ONTAP est un service entierement géré qui fournit un stockage de fichiers hautement fiable,
evolutif, performant et riche en fonctionnalités, basé sur le systéme de fichiers ONTAP populaire de NetApp.
FSx ONTAP combine les fonctionnalités, les performances, les capacités et les opérations API familiéres des
systémes de fichiers NetApp avec I'agilité, I'évolutivité et la simplicité d’un service AWS entierement géré.

FSx ONTAP fournit un stockage de fichiers partagé riche en fonctionnalités, rapide et flexible, largement
accessible a partir d’instances de calcul Linux, Windows et macOS exécutées dans AWS ou sur site. FSx
ONTARP offre un stockage SSD (Solid State Drive) hautes performances avec des latences inférieures a la
milliseconde. Avec FSx ONTAP, vous pouvez atteindre des niveaux de performances SSD pour votre charge
de travail tout en payant pour le stockage SSD pour seulement une petite fraction de vos données.

La gestion de vos données avec FSx ONTAP est plus simple car vous pouvez prendre des instantanés, cloner
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et répliquer vos fichiers en un clic. De plus, FSx ONTAP hiérarchise automatiquement vos données vers un
stockage élastique et moins codteux, réduisant ainsi le besoin de provisionner ou de gérer la capacité.

FSx ONTAP fournit également un stockage hautement disponible et durable avec des sauvegardes

entierement gérées et une prise en charge de la reprise aprés sinistre interrégionale. Pour faciliter la protection

et la sécurisation de vos données, FSx ONTAP prend en charge les applications courantes de sécurité des
données et d’antivirus.

FSx ONTAP comme stockage connecté invité

Configurer Amazon FSx ONTAP avec VMware Cloud sur AWS

Les partages de fichiers et les LUN Amazon FSx ONTAP peuvent étre montés a partir de machines
virtuelles créées dans I'environnement VMware SDDC sur VMware Cloud chez AWS. Les volumes
peuvent également étre montés sur le client Linux et mappés sur le client Windows a I'aide du protocole
NFS ou SMB, et les LUN sont accessibles sur les clients Linux ou Windows en tant que périphériques de
bloc lorsqu’ils sont montés sur iISCSI. Amazon FSx pour le systéme de fichiers NetApp ONTAP peut étre
configuré rapidement en suivant les étapes suivantes.

Amazon FSx ONTAP et VMware Cloud sur AWS doivent se trouver dans la méme zone de
@ disponibilité pour obtenir de meilleures performances et éviter les frais de transfert de
données entre les zones de disponibilité.
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Créer et monter des volumes Amazon FSx ONTAP

Pour créer et monter le systéme de fichiers Amazon FSx ONTAP , procédez comme suit :

1. Ouvrez le"Console Amazon FSx" et choisissez Créer un systéme de fichiers pour démarrer I'assistant
de création de systeme de fichiers.

2. Sur la page Sélectionner le type de systeme de fichiers, choisissez Amazon FSx ONTAP, puis
Suivant. La page Créer un systéme de fichiers s’affiche.

Select file system type ®

File systemn options

Amaron Foa for NetApp ONTAP Amzzon Fix for Windows File Amason Fu for Lustre
Zerver
A
Amazon F5x ’ Amazon F5x
for NetApp ONTAP Amazon F5x for Lustre

for Windows File Server

Select file system type

1. Dans la section Mise en réseau, pour Virtual Private Cloud (VPC), choisissez le VPC approprié et les
sous-réseaux préférés ainsi que la table de routage. Dans ce cas, vmcfsx2.vpc est sélectionné dans
la liste déroulante.

Create file system

Creation method

Quick create © Standard create
Use recommended best-practice configurations. You set all of the configuration options, including
Most configuration options can be changed after specifying performance, networking, security,
the file systam is created, backups, and maintenance.

1. Pour la méthode de création, choisissez Création standard. Vous pouvez également choisir Création
rapide, mais ce document utilise I'option de création standard.
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File system details

File system name - optional  Info

| vmcfsaval2

Maxtmum of 256 Unicode Letters, whitespace, and numbers, plus # - = _ 1/

55D storage capacity  Info
i 1024 =
Minimwm 1004 GE; Maximum 192 TH,

Provisioned 550 10PS

Amazon FSx provides 3 10PS per GB of storage capacity. You can also provision additional 550 HOPS as
needed

© Automatic (3 IOPS per GB of S50 storage)
O User-provisioned
Throughput capacity  Info

The sustained speed at which the Ble server hosting your file system can serve data. The Ale server can also
burst to higher speeds for periods of time.

I 512 MB/s (Recommended) v

1. Dans la section Mise en réseau, pour Virtual Private Cloud (VPC), choisissez le VPC approprié et les
sous-réseaux préférés ainsi que la table de routage. Dans ce cas, vmcfsx2.vpc est sélectionné dans
la liste déroulante.

Network & security

Wirtual Private Cloud (WVPC)  Info

Speclfy the VPC from which your fite system is accessibde.
wmclsx2 vpe | vpe-Od1eTe4dbec 4952805 v

WP Security Groups  Info
';nr-ril'y".'F'I' Cecurtty Groups to pssociate with your file system's network inferface.

158 VP SRCLinty Grounis) -

5g-0188962a218164cch (default) X
Preferred subnet  Info

'S;,.‘u:-ﬁ.iiy the preferred subaet Tor youer file syslem.
subnetd2.sn | subnet-012675849a5099b 3¢ (us-west-2b) v
S;tandhy subnet

subnetd sn | subnet-0ef356cebfs 39F970 (us-west-23) v

WPC route tables
Specify the VP route tables assoclated with your fie system

0 VPC'= default route table
Select one or more VP route tables

Endpoint IP address range
Specify the 1P address range Inwhich the endpaints to access your file system will be created

© Mo preference
Select an IP address range
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Dans la section Mise en réseau, pour Virtual Private Cloud (VPC), choisissez le VPC
approprié et les sous-réseaux préférés ainsi que la table de routage. Dans ce cas,
vmcfsx2.vpc est sélectionné dans la liste déroulante.

1. Dans la section Sécurité et chiffrement, pour la clé de chiffrement, choisissez la clé de chiffrement
AWS Key Management Service (AWS KMS) qui protege les données du systéme de fichiers au
repos. Pour le mot de passe administratif du systeme de fichiers, entrez un mot de passe sécurisé
pour l'utilisateur fsxadmin.

Security & encryption

Encryption key Info
AWS Key Management Service (KMS} encryption key that protects your file systemn data at rest

aws/ffox (default) v
Description Account KMS key ID
Default mastar that protects my FSx resources T2745367-7Thh0-499¢-
Rk it protecsmy 139763910815 ¢
when no other key is defined acc0-4f2c0al0e7cs

File system administrative password
Password for this file system's “faxadmin® user, which you can use to access the ONTAF CLI or REST API

Don't specify a password
© Specfy a password

Password

Confirm password

LI 1Tl L]

1. Dans la machine virtuelle, spécifiez le mot de passe a utiliser avec vsadmin pour administrer ONTAP
a 'aide des API REST ou de la CLI. Si aucun mot de passe n’est spécifié, un utilisateur fsxadmin peut
étre utilisé pour administrer le SVM. Dans la section Active Directory, assurez-vous de joindre Active
Directory au SVM pour provisionner les partages SMB. Dans la section Configuration de la machine
virtuelle de stockage par défaut, indiquez un nom pour le stockage dans cette validation, les partages
SMB sont provisionnés a I'aide d’'un domaine Active Directory autogéré.



Default storage virtual machine configuration

Storage virtual machine name

vmcfsxvalZsvm

SVM administrative password
Password for this SV's "vsadmin®™ user, which you can use bo access the ONTAP CLI or REST AP

[on't specify a password
O Specify a password
Password

Confirm password
LI LI R])

Active Directory
Jaining an Active Directory enables access from Windows and MacO5 cllents over the SMB protocol

© Do not join an Active Directory
Join an Active Directory

1. Dans la section Configuration du volume par défaut, spécifiez le nom et la taille du volume. Il s’agit
d’'un volume NFS. Pour l'efficacité du stockage, choisissez Activé pour activer les fonctionnalités
d’efficacité du stockage ONTAP (compression, déduplication et compactage) ou Désactivé pour les
désactiver.

Default volume configuration

Volume name
| val1
Maximum of 203 alphanumeric characters, plus _
Junction path
| Jvolt
The location within your file systiem where your volume will be mounted
Volume size
1024 <
Mindmum 20 MiB; Maximuwm 104857600 MiB

Storage efficiency
Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

Enabled (recommended)
© Disabled

Capacity pool tiering policy

You can cptionally enable automatic tiering of your data to lower-cost capacity pool storage.

Auto v
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1. Vérifiez la configuration du systéme de fichiers affichée sur la page Créer un systéme de fichiers.

2. Cliquez sur Créer un systeme de fichiers.

Amazon F5x x Fox 3 Fllesystems
PRSI File systems | c R Cooe il system |
Backips
P a 1 @
v ONTAP
Storage virtial machines File File
system Fila system ID - system Status v Daployrnt Sterage = =
Volumes Aeb type type v type v ca
¥ Windows File Server F3-014c2B399batc 1 f5f
foamtapcifs g ONTAP & Available Multi-AZ 550 LKl
¥ Lustre
Fe-040ence5808c31077
Diata repository tasks wmeFsaval2 a ONTAP @ pvailabile Multi-AZ 550 1
fr-OababadTebada0R2aa
FSu on Sérvies Quatas [ Foritapigl ﬂ ONTAP {E) Aorailable Multi-AZ S50 2
Network & security Administration Storage virtual machines Volumes Backups Tags
Storage virtual machines (SVMs) (- C | Create storage virtual machine
Q | < 1 ®
SVM name ¥ SVM ID v Status ¢ Creation time a Active Directory +
2021-10-19 15:17: TC
fsxsmbtesting01 svm-075defbe2cfa2eced g&ate d +01 LB 51708 U FSXTESTING.LOCAL
1-1041 :16:54 UT
vmcfsxval2svm swm-095db076341561212 © 2U21T0IS AT UG
Created +01:00
Fax Storage virtual machines sym-075dcfbe2cfazeced
Delete [ Update

fsxsmbtesting01 (svm-075dcfbe2cfa2ece9)

Summary

SWM ID

svm-075dcfbe2cfaZeced

SVM name

fsxsmbtestingD1

Ui

4a50e659-30e7-11ec-acdf-
f3ad92a6a735

File system ID

fs-040eacc5d0ac3 1017

Creation time
2021-10-19T15:17:08+01:00

Lifecycle state
& Created

Subtype
DEFAULT

Active Directory
FSXTESTING.LOCAL

Met BIOS name
FSXSMBTESTINGO1

Fully qualified domain name

FSXTESTING.LOCAL

Service account username

administrator

Organizational unit distinguished name

CN=Computers

Pour des informations plus détaillées, voir"Premiers pas avec Amazon FSx ONTAP" .
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Une fois le systéme de fichiers créé comme ci-dessus, créez le volume avec la taille et le protocole
requis.
1. Ouvrez le"Console Amazon FSx" .

2. Dans le volet de navigation de gauche, choisissez Systémes de fichiers, puis choisissez le systéeme
de fichiers ONTAP pour lequel vous souhaitez créer un volume.

3. Sélectionnez 'onglet Volumes.
4. Sélectionnez I'onglet Créer un volume.
5. La boite de dialogue Créer un volume s’affiche.
A des fins de démonstration, un volume NFS est créé dans cette section qui peut étre facilement monté

sur des machines virtuelles exécutées sur le cloud VMware sur AWS. nfsdemovol01 est créé comme
illustré ci-dessous :

Create volume *
File system
fs-Od0eace500ac 31017 | vmickzoval2 v

Stodage virtual machine
wwm-095db0 76341561212 | wncfseval 2svm -

Woliimse name

niidemoneal0l

Maisitam of 205 slpbhanumseis charsciar, s

Junction path
Intedemavaldl
e Soammhn wirhies yoisr il wpvmmn wiiree yoor woluirs will b mossnied
Volume size
1024
Wi 0 WA M dvarmerm OGRS FEOO Ml
Stewage efficiency

el bkl o amuibilr ONTAF sinwage i=fh
i gomgiac

Enabled (recommended]
O Disabled
Capacity pool tering poliey
Vins Can Spigeally enabiln momati tering of o A28 1) Wt 05 COpily Pl Mg

farto v


https://console.aws.amazon.com/fsx/

Monter le volume FSx ONTAP sur un client Linux

Pour monter le volume FSx ONTAP créé a I'étape précédente a partir des machines virtuelles Linux dans
VMC sur AWS SDDC, procédez comme suit :
1. Connectez-vous a l'instance Linux désignée.

2. Ouvrez un terminal sur l'instance a I'aide de Secure Shell (SSH) et connectez-vous avec les
informations d’identification appropriées.

3. Créez un répertoire pour le point de montage du volume avec la commande suivante :

$ sudo mkdir /fsx/nfsdemovol0l
Montez le volume NFS Amazon FSx ONTAP dans le répertoire créé a
1" étape précédente.

sudo mount -t nfs nfsvers=4.1,198.19.254.239:/nfsdemovolll
/fsx/nfsdemovol0l

rootd@ubuntudl: /fse/nfsdemovol0ld mount -t nfs 198.19.254.239:/nfsdemovoldl Afsx/nfsdemovolDl

1. Une fois exécuté, exécutez la commande df pour valider le montage.

(57 whphere - uburtudl - Summany X ubumtull * - @

= L VINAWEREVINIC.COM

ubuntudi Enforce US Keyboard Layout | View Fullscreen

Monter le volume FSx ONTAP sur un client Linux
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Attacher des volumes FSx ONTAP aux clients Microsoft Windows

Pour gérer et mapper les partages de fichiers sur un systeme de fichiers Amazon FSx , l'interface
graphique des dossiers partagés doit étre utilisée.

1. Ouvrez le menu Démarrer et exécutez fsmgmt.msc a 'aide de Exécuter en tant qu’administrateur.
Cela ouvre l'outil d’interface graphique des dossiers partagés.

2. Cliquez sur Action > Toutes les taches et choisissez Se connecter a un autre ordinateur.

3. Pour un autre ordinateur, entrez le nom DNS de la machine virtuelle de stockage (SVM). Par
exemple, FSXSMBTESTINGO01.FSXTESTING.LOCAL est utilisé dans cet exemple.

Pour trouver le nom DNS du SVM sur la console Amazon FSx , choisissez Machines

@ virtuelles de stockage, choisissez SVM, puis faites défiler jusqu’a Points de terminaison
pour trouver le nom DNS SMB. Cliquez sur OK. Le systeme de fichiers Amazon FSx
apparait dans la liste des dossiers partagés.

Endpoints
Management DNS name Management IP address
svm-075dcfbe2cfa2ece9.fs-040eacc5d0ac31017 fsx.us- 198.19.254.9

west-2.amazonaws.com
MNFS IP address
MFS DNS name

svm-075dcfbe2cfa2ece9.fs-040eacc5d0ac3 1017 fox.us-

west-2.amazonaws.com @ SMB |P address

198.19.254.9

=
SMEBE DNS name 198.15.254.9

FSXSMBTESTINGO1.FSXTESTING.LOCAL <= iSCS| IP addresses

10.222.2.224, 10.222.1.94
iSCSI DNS name 24

iscsi.svm-075dcfbe2cfaeces.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com

1. Dans l'outil Dossiers partagés, choisissez Partages dans le volet de gauche pour voir les partages
actifs pour le systéme de fichiers Amazon FSx .

67



68

% Computer Management
File Action View Help

% am ez BN &

& Computer Management (FSXSMBTESTINGO!.FSXTESTING LOCAL)
v [l System Took
» () Task Scheduler
» Event Viewer
w il Shared Felders
s Shares
gt Seisions
a1l OpenFiles
» &% Local Users and Groups
» (K Peformance
M Device Manager
v 2 Storage
» b Windows Server Backup
% Dusk Management
» b Services and Apphications

ShareMame  Folder Path
Eacs A

Type
‘Windows
Windows

g smbdema... Cumbdemovolll  Windows
) testramwol  Cltestrirvel ‘Windows

# Chient Connections  Description

= o =

1. Choisissez maintenant un nouveau partage et terminez 'assistant Créer un dossier partagé.

Create A Shared Folder Wizard

Name, Description, and Settings

Type information about the share for users. To modify how people use the content whie

offine, chck Change.

X
71
7)o

Sharename: | LSRN

Share path: \\FSXSMETESTINGO 1. FSXTESTING.LOCAL \nimtestsmb0 1

Description:

Offine setting: Selected fies and programs available offiine

< Back




|
| Create A Shared Folder Wizard »

Sharing was Successful

Status:
You have successfully completed the Share a Foider
27 [ Wizard,
!
Summary:

You have selected the folowang share settngs on |
FoXSMETESTINGD 1.FSXTESTING LOCAL:

Folder path: C:ynmtestembil

Share name: nimtestsmbd 1

Share path: \\FSSEMBTESTINGD LFSXTESTING.LOCAL
ynimtestembi 1

[ ]'When I dick Frssh, run the wizard again to share anather
folder

To dose this wazard, dick Fnish,

Pour en savoir plus sur la création et la gestion des partages SMB sur un systéme de fichiers Amazon
FSx, consultez"Creation de partages SMB" .

1. Une fois la connectivité établie, le partage SMB peut étre connecté et utilisé pour les données
d’application. Pour ce faire, copiez le chemin de partage et utilisez 'option Mapper le lecteur réseau
pour monter le volume sur la machine virtuelle exécutée sur VMware Cloud sur le SDDC AWS.

B Vhbaare Clod Serices - Lo I (5] wipher - wrnedet? - Summ e wmcae0l ® E" Slgm out ® -+ o
[ g L Wy ¥

G U aa= T fite 3 | VITHIREVITS. COMY iy +
@ Getting Started EC2 Mamagornent Con. @ Mew Tab Do

69


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/create-smb-shares.html

Connecter un LUN FSx ONTAP a un hoéte a 'aide d’iSCSI
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Connecter un LUN FSx ONTAP a un héte a l'aide d’'iSCSI

Le trafic iISCSI pour FSx traverse VMware Transit Connect/AWS Transit Gateway via les itinéraires
fournis dans la section précédente. Pour configurer un LUN dans Amazon FSx ONTAP, suivez la
documentation trouvée"ici" .

Sur les clients Linux, assurez-vous que le démon iSCSI est en cours d’exécution. Une fois les LUN
provisionnés, reportez-vous aux instructions détaillées sur la configuration iISCSI avec Ubuntu (a titre
d’exemple)"ici" .

Dans cet article, la connexion du LUN iSCSI a un hoéte Windows est illustrée :


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=0d03e040-634f-4086-8cb5-b01200fb8515
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/supported-fsx-clients.html
https://ubuntu.com/server/docs/service-iscsi

Provisionner un LUN dans FSx ONTAP:

1. Accédez a l'interface de ligne de commande NetApp ONTAP a I'aide du port de gestion du FSx pour

le systeme de fichiers ONTAP .

2. Créez les LUN avec la taille requise comme indiqué par la sortie de dimensionnement.

FsxId040eacc5d0ac31017::> lun create -vserver vmcfsxval2svm -volume
nimfsxscsivol -lun nimofsxlun0l -size 5gb -ostype windows -space
-reserve enabled

Dans cet exemple, nous avons créé un LUN de taille 5g (5368709120).

1. Créez les groupes i nécessaires pour controler quels hoétes ont acces a des LUN spécifiques.

FsxId040eacc5d0ac31017::> igroup create -vserver vmcfsxval2svm -igroup
winIG -protocol iscsi -ostype windows -—-initiator ign.1991-
05.com.microsoft:vmcdcOl.fsxtesting.local

FsxId040eacc5d0ac31017::> igroup show

Vserver Igroup Protocol OS Type Initiators
vmcfsxval2svm
ubuntul1l iscsi linux ign.2021-

10.com.ubuntu:01:initiator01

vmcfsxval2svm

winIG iscsi windows ign.1991-
05.com.microsoft:vmcdcO0l.fsxtesting.local

Deux entrées ont été affichées.

1. Mappez les LUN aux igroups a l'aide de la commande suivante :
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FsxId040eacc5d0ac31017::> lun map -vserver vmcfsxvalZ2svm -path
/vol/nimfsxscsivol/nimofsxlun0l -igroup winIG

FsxId040eacc5d0ac31017::> lun show

Vserver Path State Mapped Type
Size
vmcfsxval2svm

/vol/blocktest01/1un01 online mapped linux
5GB
vmcfsxval2svm

/vol/nimfsxscsivol/nimofsxlun0l online mapped windows
5GB

Deux entrées ont été affichées.

1. Connectez le LUN nouvellement provisionné a une machine virtuelle Windows :

Pour connecter le nouveau LUN a un héte Windows résidant sur le cloud VMware sur AWS SDDC,
procédez comme suit :

1. RDP vers la machine virtuelle Windows hébergée sur VMware Cloud sur AWS SDDC.

2. Accédez a Gestionnaire de serveur > Tableau de bord > Outils > Initiateur iISCSI pour ouvrir la boite
de dialogue Propriétés de l'initiateur iSCSI.

3. Dans I'onglet Découverte, cliquez sur Découvrir le portail ou Ajouter un portail, puis entrez I'adresse
IP du port cible iSCSI.

4. Dans 'onglet Cibles, sélectionnez la cible découverte, puis cliquez sur Connexion ou Connecter.

5. Sélectionnez Activer Multipath, puis sélectionnez « Restaurer automatiquement cette connexion au
démarrage de 'ordinateur » ou « Ajouter cette connexion a la liste des cibles favorites ». Cliquez sur
Avancé.

(D L'héte Windows doit disposer d’une connexion iSCSI a chaque nceud du cluster. Le DSM
natif sélectionne les meilleurs chemins a utiliser.



ertie

Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration

Quick Connect Status

To discover and log on to a target using a basic connection, type | Quick Connect
DNS name of the target and then dick Quick Connect.

"10.222.2.221 Targets that are avalable for connection at the [P address or DS name that you
Target: | BuEEEE. provided are bsted below. If muitiple targets are avaliable, you need to connect
i to each target indvidualy,

Connections made here will be added to the list of Favorite Targets and an attempt
- — to restore them will be made every time this computer restarts,
Mame Sta

ian. 1992-08. com.netapp:en, 264efeB32009 1 1eca®51dsf.., Conf  Discovered targets

Hame Status

19 2-08. com. netappean. McO0SA8 2006 | latac ! Commécted

To connect using advanced opbions, select & target and then Progress report
chick Connect.

Logn Succeeded.
To completely deconnect a target, select the target and
then cick Discormect.

For tarpet properties, induding configuration of sessions,
select the target and cick Properies.

For configuration of devices assodated with a target, salect
the target and then dick Devices.

Les LUN sur la machine virtuelle de stockage (SVM) apparaissent comme des disques sur I’hote
Windows. Les nouveaux disques ajoutés ne sont pas automatiquement découverts par I'héte.
Déclenchez une nouvelle analyse manuelle pour découvrir les disques en procédant comme suit :

1. Ouvrez l'utilitaire Gestion de I'ordinateur Windows : Démarrer > Outils d’administration > Gestion de
'ordinateur.

2. Développez le nceud Stockage dans I'arborescence de navigation.
3. Cliquez sur Gestion des disques.

4. Cliquez sur Action > Réanalyser les disques.



Ll niz|

Lorsqu’un nouveau LUN est accédé pour la premiére fois par I'héte Windows, il ne posséde aucune
partition ni aucun systéme de fichiers. Initialisez le LUN et, éventuellement, formatez le LUN avec un
systeme de fichiers en procédant comme suit :

1. Démarrez la gestion des disques Windows.

2. Cliquez avec le bouton droit sur le LUN, puis sélectionnez le type de disque ou de partition requis.

3. Suivez les instructions de I'assistant. Dans cet exemple, le lecteur F: est monté.
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Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP, ou CVO, est la solution de gestion de données cloud leader du secteur, basée sur le
logiciel de stockage ONTAP de NetApp, disponible nativement sur Amazon Web Services (AWS), Microsoft
Azure et Google Cloud Platform (GCP).

Il s’agit d’'une version définie par logiciel d' ONTAP qui consomme du stockage natif dans le cloud, vous
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permettant d’avoir le méme logiciel de stockage dans le cloud et sur site, réduisant ainsi le besoin de recycler
votre personnel informatique dans de toutes nouvelles méthodes de gestion de vos données.

CVO offre aux clients la possibilité de déplacer de maniére transparente les données de la périphérie vers le
centre de données, vers le cloud et vice-versa, en rassemblant votre cloud hybride, le tout géré avec une
console de gestion a volet unique, NetApp Cloud Manager.

De par sa conception, CVO offre des performances extrémes et des capacités avancées de gestion des
données pour satisfaire méme vos applications les plus exigeantes dans le cloud.

Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
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Déployer une nouvelle instance Cloud Volumes ONTAP dans AWS (faites-le vous-méme)

Les partages et LUN Cloud Volumes ONTAP peuvent étre montés a partir de machines virtuelles créées
dans I'environnement VMware Cloud on AWS SDDC. Les volumes peuvent également étre montés sur
des clients AWS VM Linux Windows natifs, et les LUN sont accessibles sur des clients Linux ou Windows
en tant que périphériques de bloc lorsqu’ils sont montés sur iSCSI, car Cloud Volumes ONTAP prend en
charge les protocoles iISCSI, SMB et NFS. Les volumes Cloud Volumes ONTAP peuvent étre configurés
en quelques étapes simples.

Pour répliquer des volumes d’un environnement local vers le cloud a des fins de reprise apres sinistre ou
de migration, établissez une connectivité réseau a AWS, soit a I'aide d’un VPN site a site, soit de
DirectConnect. La réplication des données sur site vers Cloud Volumes ONTAP n’entre pas dans le cadre
de ce document. Pour répliquer des données entre les systemes locaux et Cloud Volumes ONTAP ,
consultez"Configuration de la réplication des données entre les systémes" .

Utilisez le"Dimensionneur Cloud Volumes ONTAP" pour dimensionner avec précision les
instances Cloud Volumes ONTAP . Surveillez également les performances sur site a
utiliser comme entrées dans le dimensionneur Cloud Volumes ONTAP .

1. Connectez-vous a NetApp Cloud Central ; I'écran Fabric View s’affiche. Localisez I'onglet Cloud
Volumes ONTAP et sélectionnez Accéder au Gestionnaire de Cloud. Une fois connecté, I'’écran
Canvas s’affiche.

C I o ud pu|1 an ager ACCTunt " \'ﬂ)fk!-pﬂ{f b Connector b E_]l

Netapp POC tlouel hedoes wsconneci,

Replication Backup & Restore KBS Data Sense File Cache Compute Sync All Senvices (+8) ~

(o) Canvas €3 Go to Canvas View

€ Add Working Environment

1. Sur la page d’accueil de Cloud Manager, cliquez sur Ajouter un environnement de travail, puis
sélectionnez AWS comme cloud et le type de configuration systéme.

Bt Cloud Manages

Add Working Environment x

= e S

s - =i
Wicromals Aaute Amazon Wl Seevioos naghe Cload Harfom Qin Premisey

Choose Type
=}
Clowd volummes ONTAP Clnid volumes ONTAP kA Amaran Fix for ONTAR
o
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https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://cloud.netapp.com/cvo-sizer

1. Fournissez les détails de I'environnement a créer, y compris le nom de I'environnement et les
informations d’identification de I'administrateur. Cliquez sur Continuer.

Create a New Warking Environment Details and C r\"_‘d('_‘ﬂ[_i-:_il =
T Previous Step Instance Profile 139763910815 netapp.com-cloud-volumes-... —
Edit Credentials

Credential Name Account 1D Marketplace Subscrption

Dataiks Credentials

Warking Emaronment Mame [Cluster Mame) User Mame

fsxovetestingOl admin
Paszword

Q addraps
Confirm Password

1. Sélectionnez les services complémentaires pour le déploiement de Cloud Volumes ONTAP
notamment la classification BlueXP , la BlueXP backup and recovery et Cloud Insights. Cliquez sur

Continuer.

Create a New Working Environment Services
\ {3’ | DataSense & Compliance E‘ “
( {E Backup to Cloud ] s
rll-.! Monitoring 9 o

1. Sur la page Modeles de déploiement HA, choisissez la configuration Zones de disponibilité multiples.
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Creale a New Werking Environment HA Deployrment Models

T Previous Step
Multiple Availability Zones single Avallability Zone

o Provides maximum protection against AZ failures. o Protects against failures within a single AZ

Single availability zone. HA nodes are in a placement

Enables selection of 3 availability zones. S 4
@ Y group, spread across distinet underlying hardware.

@ An HA node serves data if its partner goes offline. 5 An HA node serves data if its partner goes affline,

I Extended Info I Extended Info

1. Sur la page Région et VPC, saisissez les informations réseau, puis cliquez sur Continuer.

Create a New Working Environment Reg[[}n & \VPC
T  Previous Step AWS Ragion WPC Security group
US West | Oregon b vpe-0d1cTedbocd 95805 - ™ Use a generated security group T.
10.222.0.016
e Mode 1: Fomn Node Z: = == Mediator:
=] =m0 =
Availability Zone Availability Zone Avaitability Tone
WS West-2a - us-west-2b - us-west-2c -
Subriet Subriet Subrat
10,222.1.0/24 - 1022220724 - 1022230024 =

1. Sur la page Connectivité et authentification SSH, choisissez les méthodes de connexion pour la paire

HA et le médiateur.



Create a New Working Envirenment COI"IF!E'CUVH"):’ & SSH Authentication

T Previous Step

1]
i

T -
et =]
e Modes = Mediator

55H Authentication Method | Security Group

Passward = Use a generated security group .

Key Pair Name i
nimokey .
Internet Connection Methad I

Public P address x

1. Spécifiez les adresses IP flottantes, puis cliquez sur Continuer.

Create a New Working Environment F:Da(iﬂg IPs

T Previous Step Flzating |P addresses are requined for cluster and SvM access and for NFS and CF5 data access. These floating IPs can migrate between

HA nodes if failures occur. To access the data from outside the VPC, you can set up an AWS fransit gateway.
You must specify IP addresses that are outside of the CIDR blocks for all VPCs in the salected AWS region,

Flnating IP address for cluster management

172.16.0.1

Floating 1P address 1 for NFS and CIFS data

1721602

Fieating IP address 2 for NFS and CIF5 data

172.16.0.3

Fipating IP address for SVM management (Optional)

1. Sélectionnez les tables de routage appropriées pour inclure les routes vers les adresses IP flottantes,
puis cliquez sur Continuer.

172.16.0.4
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Create a New Working Environment Route Tables

T Previous Step Select the route tables that should include routes to the floating I addresses. This enables client a0cess 1o the Cloud Volumes ONTAP HA
pair. If you leave a route table unselected, cients that are associated with the route table cannot access the HA pair.

Additional information

Name Main D Associate with Subnet  Tags

A Yes nh-00b2d30c3f6aidhdd 0 Subnets 1 Tags

1 Rowte Tables | The main route table s the default for the VPC

Continuwe

1. Sur la page Chiffrement des données, choisissez le chiffrement géré par AWS.

Create a New Working Environment Data Er](_'rypti(}ﬂ

T Previous Step
& AWS Managed Encryption

AWS is responsible for data encryption and decryptien cperations. Key management
is handled by AWS key management services,

Default Master Key: aws/ebs # Change Key

1. Sélectionnez I'option de licence : Pay-As-You-Go ou BYOL pour utiliser une licence existante. Dans
cet exemple, 'option Pay-As-You-Go est utilisée.



Create a New Working EnvironmentCloud Volumes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)

Learn more about our charging methods Learn more about NetApp Support Site (NS5) accounts

To reglster this Cloud Volumes ONTAP to suppart,you
fay
% (#) Pay-As-You-Go by the hour should add NetApp Suppaort Site Account,

Don't have a NetApp Support Site account?Select go to

finish deploying this system.After its created,use the
Bring your own license A ¥

Sunnart Bagictratinn antinn o rroata an MES arrniint

1. Choisissez parmi plusieurs packages préconfigurés disponibles en fonction du type de charge de
travail a déployer sur les machines virtuelles exécutées sur le cloud VMware sur AWS SDDC.

Create a New Working Environment Precon ﬁgUI‘EEEj Paf_kage:'-.

Select a preconfigured Cloud Violumes ONTAP systemn thet best matches your neads, or create your own configuration
Preconfigured sattings can ba modified st a later tme

(L1
T -o o ¥
POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up 1o 500GE of storage Up to S00GB of storage

f©

1. Sur la page Réviser et approuver, vérifiez et confirmez les sélections. Pour créer I'instance Cloud
Volumes ONTAP , cliquez sur Accéder.

Create 3 New Working Environment

T PreveuidifBiotesting Show AP Fequest
Bl swest2 | HA

This Clowd Violemes ONTAP instance will be registensd with NetApp support under the N5S Account mchad.

@[] 1 unstorstand that Clowd Manager will allecate the appropriate AWS renources 1o comply welh my abowe regquiramsms, kors inbormation =
Owerview Metworklng Storage
v
Seorage Systenm: Cloue Velirres ONTAP HA HA Deployment Model: Multiple swsilabidiry 2o
License Type: Cloud Vioherirs GNTAP Explor Encryption; AWS Managed
Capacity Limitc: i) | Customer Master Key: aws'els

1. Une fois Cloud Volumes ONTAP provisionné, il est répertorié dans les environnements de travail sur
la page Canvas.
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Configurations supplémentaires pour les volumes SMB

1. Une fois I'environnement de travail prét, assurez-vous que le serveur CIFS est configuré avec les
parametres de configuration DNS et Active Directory appropriés. Cette étape est requise avant de
pouvoir créer le volume SMB.

i, 3

F i 3
T fsxcvotesting01 muspe azs) Em o

volumes HASIEtUS Cost Feplicatons i @ 4 =

o+ .
— Create a CIFS server + Advanced
DNS Pr imany IP Apdeass Active Dérectory Damain 1o jain

(CHATARE | tutesting ncal
ONS Secendary [P Address (Optonal) Credentials duthorized 10 p2in [he Gomar

wrd

1. Sélectionnez 'instance CVO pour créer le volume et cliquez sur I'option Créer un volume. Choisissez
la taille appropriée et le gestionnaire de cloud choisit I'agrégat contenant ou utilise un mécanisme
d’allocation avancé pour le placer sur un agrégat spécifique. Pour cette démonstration, SMB est
sélectionné comme protocole.

Create new volume in fsxcvotestingdl Volume Details, Protection & Protocol

Details & Protection Protocol

Valume Name Size (G} NFS CIFS i5CSl
smbdemaovoldl 100

Hare Rame 5 - NS 1O0NMS

Snapshot Policy smbdemoval0l share Full Contral -

default -
Drefaud Policy Jeers f Groups

Continue

1. Une fois le volume provisionné, il est disponible dans le volet Volumes. Etant donné qu’un partage
CIFS est provisionné, vous devez accorder a vos utilisateurs ou groupes l'autorisation d’accéder aux
fichiers et dossiers et vérifier que ces utilisateurs peuvent accéder au partage et créer un fichier.
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em
-
E@ smbdemovol01

INFO

Disk T']_I'I:-I'ff GP2
Tiering Policy None
Backup OFF

H ONLIN

CAPACITY

W 1.67 MB

> Used

m
we)
iy

10 GB

Allocated

1. Une fois le volume créé, utilisez la commande mount pour vous connecter au partage a partir de la
machine virtuelle exécutée sur les hotes VMware Cloud dans AWS SDDC.

2. Copiez le chemin suivant et utilisez I'option Map Network Drive pour monter le volume sur la machine
virtuelle exécutée sur VMware Cloud dans AWS SDDC.

Jw) fsxcvotesting01 muipieazs)
Valumes Ha Stams Cost Replications
*D  Mount Velume smbdemeval0l

@ Access from inside the WPC using Floating 1P

I Auto failover between nodes

The IP address autormaticaly migrates between nodes if failures occur

Go o your maching and emter this command

WVITZ.16.0. 2 sebdenovo 1O share

6 Access from outside the VPC using AWS Private [P

Mo auto failover batween nodss

The IP address does not migrate between nodes if failures oceur

To avold traffic between nades, mount the valume by using the primary node’s IP address:

AT 22,1188 smbdemoval0l_share

If the primary nade goes affling, mount the velurme by using the HA partner's 1P address
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Connecter le LUN a un hoéte

Pour connecter le LUN Cloud Volumes ONTAP a un héte, procédez comme suit :
1. Sur la page Cloud Manager Canvas, double-cliquez sur I'environnement de travail Cloud Volumes
ONTAP pour créer et gérer des volumes.

2. Cliquez sur Ajouter un volume > Nouveau volume, sélectionnez iSCSI et cliquez sur Créer un groupe
d’initiateurs. Cliquez sur Continuer.

Details & Protection Protocol
. CiEs
I L ip
.
defaull
Default Po
Windows
o Viiware Cloud - ntagr Fo-derno: vEpheee - wnodcll - Summiry X wmedell X Y HetApp Cloud Manager * t @ (= b4

) 8 = WIMWanesmC.com

& Getting Saited EC2 Management To

vmicdoll

1. Une fois le volume provisionné, sélectionnez-le, puis cliquez sur IQN cible. Pour copier le nom qualifié
iISCSI (IQN), cliquez sur Copier. Configurez une connexion iSCSI de I'héte au LUN.

Pour réaliser la méme chose pour I'héte résidant sur le SDDC VMware Cloud sur AWS, procédez comme
suit :

1. RDP vers la VM hébergée sur le cloud VMware sur AWS.
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2. Ouvrez la boite de dialogue Propriétés de l'initiateur iISCSI : Gestionnaire de serveur > Tableau de
bord > Outils > Initiateur iISCSI.

3. Dans I'onglet Découverte, cliquez sur Découvrir le portail ou Ajouter un portail, puis entrez I'adresse
IP du port cible iSCSI.

4. Dans 'onglet Cibles, sélectionnez la cible découverte, puis cliquez sur Connexion ou Connecter.

5. Sélectionnez Activer Multipath, puis sélectionnez Restaurer automatiquement cette connexion au

démarrage de I'ordinateur ou Ajouter cette connexion a la liste des cibles favorites. Cliquez sur
Avancé.

@ L’héte Windows doit disposer d’'une connexion iSCSI a chaque nceud du cluster. Le DSM
natif sélectionne les meilleurs chemins a utiliser.

1SCE Irstistor Propertssy =

Torets  Desrovery  Favoote Targets  Volumes and Desices SADILE  Configuraton
Coucdc Correect

o decover andlog on to a target usng & basc conechon, type the [P address or
DS narsee of the Tar el and then ek Quach Cormel.

roget | 72428 Quick Connect....
Dezpipred langets
et
Meare Stabs

T tonnest utrg advanced oObons, selett & Tanget and then
cick Connect,

To completely dsconnect a targel, seect the target and
fthen ik Descomnect.

Decarril

For tangel proger s, ncludng oorfouraton of sessigns,
select the bwget and dick Properties.

Prageeribe

For oonfigur alion of dewvoes associabed with & larget, sslect
the banget and Hen dick De-aoes,

Les LUN du SVM apparaissent comme des disques pour '’h6te Windows. Les nouveaux disques ajoutés
ne sont pas automatiquement découverts par I'néte. Déclenchez une nouvelle analyse manuelle pour
découvrir les disques en procédant comme suit :

1. Ouvrez I'utilitaire Gestion de I'ordinateur Windows : Démarrer > Outils d’administration > Gestion de
I'ordinateur.

2. Développez le nceud Stockage dans I'arborescence de navigation.

3. Cliquez sur Gestion des disques.

4. Cliquez sur Action > Réanalyser les disques.

87



88

Lorsqu’un nouveau LUN est accédé pour la premiére fois par 'h6te Windows, il ne posséde aucune
partition ni aucun systéme de fichiers. Initialisez le LUN ; et éventuellement, formatez le LUN avec un
systéme de fichiers en procédant comme suit :

1. Démarrez la gestion des disques Windows.
2. Cliquez avec le bouton droit sur le LUN, puis sélectionnez le type de disque ou de partition requis.

3. Suivez les instructions de I'assistant. Dans cet exemple, le lecteur F: est monté.

VTP BV TTIL £ O

Sur les clients Linux, assurez-vous que le démon iSCSI est en cours d’exécution. Une fois les LUN
provisionnés, reportez-vous aux instructions détaillées sur la configuration iSCSI pour votre distribution
Linux. Par exemple, la configuration iSCSI d’'Ubuntu peut étre trouvée"ici" . Pour vérifier, exécutez Isblk
cmd depuis le shell.



https://ubuntu.com/server/docs/service-iscsi

Monter le volume NFS Cloud Volumes ONTAP sur un client Linux

Pour monter le systeme de fichiers Cloud Volumes ONTAP (DIY) a partir de machines virtuelles dans
VMC sur AWS SDDC, procédez comme suit :
1. Connectez-vous a l'instance Linux désignée.

2. Ouvrez un terminal sur l'instance a I'aide d’'un shell sécurisé (SSH) et connectez-vous avec les
informations d’identification appropriées.

3. Créez un répertoire pour le point de montage du volume avec la commande suivante.

$ sudo mkdir /fsxcvotesting0l/nfsdemovolOl
Montez le volume NFS Amazon FSx ONTAP dans le répertoire créé a
1" étape précédente.

sudo mount -t nfs nfsvers=4.1,172.16.0.2:/nfsdemovol01l
/fsxcvotesting0l/nfsdemovol0l
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Service de virtualisation Azure : options d’utilisation du stockage NetApp

Le stockage NetApp peut étre attaché au service Azure VMware en tant que stockage
invité connecté ou stockage supplémentaire.

Azure NetApp Files (ANF) comme banque de données NFS supplémentaire

La prise en charge du magasin de données NFS a été introduite avec la version 3 d’ESXi dans les
déploiements sur site, ce qui a considérablement étendu les capacités de stockage de vSphere.

L'exécution de vSphere sur NFS est une option largement adoptée pour les déploiements de virtualisation sur
site, car elle offre des performances et une stabilité élevées. Si vous disposez d’un stockage en réseau (NAS)
important dans un centre de données local, vous devez envisager de déployer une solution Azure VMware
SDDC dans Azure avec des magasins de données Azure NetApp File pour surmonter les problemes de
capacité et de performances.
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Azure NetApp Files s’appuie sur le logiciel de gestion de données NetApp ONTAP , leader du secteur et
hautement disponible. Les services Microsoft Azure sont regroupés en trois catégories : fondamentaux, grand
public et spécialisés. Azure NetApp Files appartient a la catégorie spécialisée et s’appuie sur du matériel déja
déployé dans de nombreuses régions. Grace a la haute disponibilité (HA) intégrée, Azure NetApp Files
protege vos données contre la plupart des pannes et vous offre un SLA de pointe de 99,99 %" de disponibilité.

Pour plus d’informations sur ANF en tant que banque de données NFS supplémentaire, veuillez visiter :

* "ANF comme banque de données NFS supplémentaire : présentation”

+ "Option de banque de données NFS supplémentaire dans Azure"

Azure NetApp Files (ANF) en tant que stockage connecté invité

Azure NetApp Files apporte une gestion et un stockage de données de niveau entreprise a Azure afin que
vous puissiez gérer vos charges de travail et vos applications en toute simplicité. Migrez vos charges de travail
vers le cloud et exécutez-les sans sacrifier les performances.

Azure NetApp Files supprime les obstacles, vous permettant ainsi de déplacer toutes vos applications basées
sur des fichiers vers le cloud. Pour la premiére fois, vous n’avez pas besoin de réarchitecturer vos applications
et vous obtenez un stockage persistant pour vos applications sans complexité.

Etant donné que le service est fourni via le portail Microsoft Azure, les utilisateurs bénéficient d’un service
entierement géré dans le cadre de leur contrat d’entreprise Microsoft. Un support de classe mondiale, géré par
Microsoft, vous offre une tranquillité d’esprit totale. Cette solution unique vous permet d’ajouter rapidement et
facilement des charges de travail multiprotocoles. Vous pouvez créer et déployer des applications basées sur
des fichiers Windows et Linux, méme pour les environnements hérités.

Pour plus d’informations, veuillez visiter"ANF comme stockage connecté aux invités" .

Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités

Cloud Volumes ONTAP (CVO) est la solution de gestion de données cloud leader du secteur, basée sur le
logiciel de stockage ONTAP de NetApp, disponible nativement sur Amazon Web Services (AWS), Microsoft
Azure et Google Cloud Platform (GCP).

Il s’agit d’'une version définie par logiciel d' ONTAP qui consomme du stockage natif dans le cloud, vous
permettant d’avoir le méme logiciel de stockage dans le cloud et sur site, réduisant ainsi le besoin de recycler
votre personnel informatique dans de toutes nouvelles méthodes de gestion de vos données.

CVO offre aux clients la possibilité de déplacer de maniére transparente les données de la périphérie vers le
centre de données, vers le cloud et vice-versa, en rassemblant votre cloud hybride, le tout géré avec une

console de gestion a volet unique, NetApp Cloud Manager.

De par sa conception, CVO offre des performances extrémes et des capacités avancées de gestion des
données pour satisfaire méme vos applications les plus exigeantes dans le cloud.

Pour plus d’informations, veuillez visiter"CVO comme stockage connecté aux invites" .

Présentation des solutions de stockage de données ANF

Toute organisation qui réussit est sur la voie de la transformation et de la modernisation.
Dans le cadre de ce processus, les entreprises utilisent généralement leurs
investissements VMware existants tout en tirant parti des avantages du cloud et en
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explorant comment rendre les processus de migration, d’éclatement, d’extension et de
reprise apres sinistre aussi transparents que possible. Les clients qui migrent vers le
cloud doivent évaluer les problemes d’élasticité et d’éclatement, de sortie du centre de
données, de consolidation du centre de données, de scénarios de fin de vie, de fusions,
d’acquisitions, etc. L’approche adoptée par chaque organisation peut varier en fonction
de leurs priorités commerciales respectives. Lors du choix d’opérations basées sur le
cloud, la sélection d’'un modéle a faible colt avec des performances appropriées et un
minimum d’obstacles est un objectif essentiel. Outre le choix de la bonne plateforme,
I'orchestration du stockage et des flux de travail est particulierement importante pour
libérer la puissance du déploiement et de I'élasticité du cloud.

Cas d’utilisation

Bien que la solution Azure VMware offre des fonctionnalités hybrides uniques a un client, les options de
stockage natives limitées ont limité son utilité pour les organisations avec des charges de travail lourdes en
stockage. Etant donné que le stockage est directement li¢ aux hétes, la seule fagon de faire évoluer le
stockage est d’ajouter davantage d’hétes, ce qui peut augmenter les colts de 35 a 40 % ou plus pour les
charges de travail gourmandes en stockage. Ces charges de travail nécessitent un stockage supplémentaire,
pas une puissance supplémentaire, mais cela signifie payer pour des hotes supplémentaires.

Considérons le scénario suivant : un client a besoin de six hétes pour la puissance (vVCPU/vMem), mais il a
également un besoin substantiel en stockage. Selon leur évaluation, ils ont besoin de 12 hétes pour répondre
aux besoins de stockage. Cela augmente le co(t total de possession global car ils doivent acheter toute cette
puissance supplémentaire alors qu’ils n’ont réellement besoin que de plus de stockage. Ceci s’applique a tout
cas d’utilisation, y compris la migration, la reprise apres sinistre, le bursting, le développement/test, etc.

Un autre cas d’utilisation courant d’Azure VMware Solution est la reprise aprées sinistre (DR). La plupart des
organisations ne disposent pas d’une stratégie de reprise apres sinistre infaillible ou peuvent avoir du mal a
justifier 'exploitation d’'un centre de données fantdme uniquement pour la reprise apres sinistre. Les
administrateurs peuvent explorer des options de reprise aprés sinistre sans empreinte avec un cluster pilote ou
un cluster a la demande. lls pourraient alors faire évoluer le stockage sans ajouter d’hétes supplémentaires, ce
qui pourrait étre une option intéressante.

Ainsi, pour résumer, les cas d’utilisation peuvent étre classés de deux maniéres :

* Mise a I'’échelle de la capacité de stockage a I'aide des banques de données ANF

« Utilisation des banques de données ANF comme cible de reprise aprés sinistre pour un flux de travail de
récupération optimisé en termes de colts a partir de sites locaux ou au sein de régions Azure entre les
centres de données définis par logiciel (SDDC). Ce guide fournit des informations sur I'utilisation Azure
NetApp Files pour fournir un stockage optimisé pour les banques de données (actuellement en préversion
publique) ainsi que des fonctionnalités de protection des données et de reprise apres sinistre de premier
ordre dans une solution Azure VMware, ce qui vous permet de décharger la capacité de stockage du
stockage vSAN.

@ Contactez les architectes de solutions NetApp ou Microsoft de votre région pour obtenir des
informations supplémentaires sur l'utilisation des magasins de données ANF.

Options VMware Cloud dans Azure
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Solution Azure VMware

La solution Azure VMware (AVS) est un service cloud hybride qui fournit des SDDC VMware entiérement
fonctionnels au sein d’'un cloud public Microsoft Azure. AVS est une solution propriétaire entierement gérée et
prise en charge par Microsoft et vérifiee par VMware qui utilise I'infrastructure Azure. Par conséquent, les
clients bénéficient de VMware ESXi pour la virtualisation du calcul, de vSAN pour le stockage hyperconvergée
et de NSX pour la mise en réseau et la sécurité, tout en profitant de la présence mondiale de Microsoft Azure,
de ses installations de centre de données de pointe et de sa proximité avec le riche écosystéme de services et
solutions Azure natifs. Une combinaison d’Azure VMware Solution SDDC et Azure NetApp Files offre les
meilleures performances avec une latence réseau minimale.

Quel que soit le cloud utilisé, lorsqu’un SDDC VMware est déployé, le cluster initial comprend les composants
suivants :
» Hotes VMware ESXi pour la virtualisation du calcul avec une appliance serveur vCenter pour la gestion.

» Stockage hyperconvergé VMware vSAN intégrant les ressources de stockage physique de chaque héte
ESXi.

* VMware NSX pour la mise en réseau virtuelle et la sécurité avec un cluster NSX Manager pour la gestion.

Conclusion

Que vous cibliez un cloud entierement ou un cloud hybride, les fichiers Azure NetApp offrent d’excellentes
options pour déployer et gérer les charges de travail des applications ainsi que les services de fichiers tout en
réduisant le colt total de possession en rendant les exigences de données transparentes pour la couche
applicative. Quel que soit le cas d'utilisation, choisissez Azure VMware Solution avec Azure NetApp Files pour
une réalisation rapide des avantages du cloud, une infrastructure et des opérations cohérentes sur site et sur
plusieurs clouds, une portabilité bidirectionnelle des charges de travail et une capacité et des performances de
niveau entreprise. Il s’agit du méme processus et des mémes procédures familiers utilisés pour connecter le
stockage. N'oubliez pas que c’est simplement la position des données qui a changé avec les nouveaux noms ;
les outils et les processus restent tous les mémes et Azure NetApp Files aide a optimiser le déploiement
global.

Plats a emporter

Les points clés de ce document comprennent :

* Vous pouvez désormais utiliser Azure NetApp Files comme banque de données sur AVS SDDC.

» Améliorez les temps de réponse des applications et offrez une plus grande disponibilité pour fournir un
acces aux données de charge de travail quand et ou cela est nécessaire.

» Simplifiez la complexité globale du stockage vSAN avec des capacités de redimensionnement simples et
instantanées.

« Performances garanties pour les charges de travail critiques grace a des capacités de remodelage
dynamique.

» Si Azure VMware Solution Cloud est la destination, Azure NetApp Files est la solution de stockage adaptée
pour un déploiement optimisé.

Ou trouver des informations supplémentaires

Pour en savoir plus sur les informations décrites dans ce document, reportez-vous aux liens Web suivants :

¢ Documentation de la solution Azure VMware
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"https://docs.microsoft.com/en-us/azure/azure-vmware/"
* Documentation Azure NetApp Files
"https://docs.microsoft.com/en-us/azure/azure-netapp-files/"

+ Attacher des banques de données Azure NetApp Files aux hétes Azure VMware Solution (version
préliminaire)

https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-
hosts?tabs=azure-portal/

Création d’'une banque de données NFS supplémentaire dans Azure

La prise en charge du magasin de données NFS a été introduite avec la version 3 d’ESXi
dans les déploiements sur site, ce qui a considérablement étendu les capacités de
stockage de vSphere.

L'exécution de vSphere sur NFS est une option largement adoptée pour les déploiements de virtualisation sur
site, car elle offre des performances et une stabilité élevées. Si vous disposez d'un stockage en réseau (NAS)
important dans un centre de données local, vous devez envisager de déployer une solution Azure VMware
SDDC dans Azure avec des magasins de données Azure NetApp File pour surmonter les problemes de
capacité et de performances.

Azure NetApp Files s’appuie sur le logiciel de gestion de données NetApp ONTAP , leader du secteur et
hautement disponible. Les services Microsoft Azure sont regroupés en trois catégories : fondamentaux, grand
public et spécialisés. Azure NetApp Files appartient a la catégorie spécialisée et s’appuie sur du matériel déja
déployé dans de nombreuses régions. Grace a la haute disponibilité (HA) intégrée, Azure NetApp Files
protege vos données de la plupart des pannes et vous offre un SLA de pointe de "99,99%" disponibilité.

Avant l'introduction de la fonctionnalité de banque de données Azure NetApp Files , les opérations de montée
en charge pour les clients prévoyant d’héberger des charges de travail gourmandes en performances et en
stockage nécessitaient I'extension du calcul et du stockage.

Gardez a I'esprit les points suivants :

* Les configurations de cluster déséquilibrées ne sont pas recommandées dans un cluster SDDC. Par
conséquent, I'extension du stockage signifie I'ajout de plus d’hétes, ce qui implique un codt total de
possession plus éleveé.

» Un seul environnement vSAN est possible. Par conséquent, tout le trafic de stockage est en concurrence
directe avec les charges de travail de production.

* Il n’existe aucune option permettant de fournir plusieurs niveaux de performances pour aligner les
exigences, les performances et les colts des applications.

« |l est facile d’atteindre les limites de la capacité de stockage pour vSAN construit sur des hotes de cluster.
En intégrant les offres de plate-forme en tant que service (PaaS) natives d’Azure comme Azure NetApp
Files en tant que banque de données, les clients ont la possibilité de mettre a I'échelle leur stockage
indépendamment et d’ajouter uniquement des nceuds de calcul au cluster SDDC selon les besoins. Cette
capacité permet de surmonter les défis mentionnés ci-dessus.

Azure NetApp Files vous permet également de déployer plusieurs banques de données, ce qui permet d’'imiter

un modéele de déploiement sur site en plagant des machines virtuelles dans la banque de données appropriée
et en attribuant le niveau de service requis pour répondre aux exigences de performances de la charge de

93


https://docs.microsoft.com/en-us/azure/azure-vmware/
https://docs.microsoft.com/en-us/azure/azure-netapp-files/
https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-hosts?tabs=azure-portal/
https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-hosts?tabs=azure-portal/
https://azure.microsoft.com/support/legal/sla/netapp/v1_1/

travail. Grace a la capacité unique de prise en charge multiprotocole, le stockage invité est une option
supplémentaire pour les charges de travail de base de données telles que SQL et Oracle, tout en utilisant
également la capacité de stockage de données NFS supplémentaire pour héberger les VMDK restants. En
plus de cela, la capacité de capture instantanée native vous permet d’effectuer des sauvegardes rapides et
des restaurations granulaires.

Contactez les architectes de solutions Azure et NetApp pour planifier et dimensionner le

@ stockage et déterminer le nombre d’hétes requis. NetApp recommande d’identifier les exigences
de performances de stockage avant de finaliser la disposition du magasin de données pour les
déploiements de test, de POC et de production.

Architecture détaillée

D’un point de vue général, cette architecture décrit comment obtenir une connectivité cloud hybride et une
portabilité des applications dans les environnements locaux et Azure. |l décrit également I'utilisation Azure
NetApp Files comme banque de données NFS supplémentaire et comme option de stockage en invité pour les
machines virtuelles invitées hébergées sur la solution Azure VMware.
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Dimensionnement

L'aspect le plus important de la migration ou de la reprise apres sinistre est de déterminer la taille appropriée
pour I'environnement cible. Il est trés important de comprendre combien de nceuds sont nécessaires pour
prendre en charge un exercice de transfert et de transfert des locaux vers la solution Azure VMware.

Pour le dimensionnement, utilisez les données historiques de I'environnement local a I'aide de RVTools
(préféré) ou d’autres outils tels que Live Optics ou Azure Migrate. RVTools est un outil idéal pour capturer le
vCPU, le vMem, le vDisk et toutes les informations requises, y compris les machines virtuelles sous tension ou
hors tension, pour caractériser I'environnement cible.

Pour exécuter RVtools, procédez comme suit :
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1. Téléchargez et installez RVTools.

2. Exécutez RVTools, entrez les informations requises pour vous connecter a votre serveur vCenter local et
appuyez sur Connexion.

3. Exporter I'inventaire vers une feuille de calcul Excel.

4. Modifiez la feuille de calcul et supprimez toutes les machines virtuelles qui ne sont pas des candidats
idéaux de I'onglet vinfo. Cette approche fournit une sortie claire sur les exigences de stockage qui peuvent
étre utilisées pour dimensionner correctement le cluster Azure VMware SDDC avec le nombre d’hétes
requis.

Les machines virtuelles invitées utilisées avec le stockage invité doivent étre calculées
séparément ; cependant, Azure NetApp Files peut facilement couvrir la capacité de stockage
supplémentaire, maintenant ainsi le cot total de possession global bas.

Déploiement et configuration de la solution Azure VMware

Comme sur site, la planification d’'une solution Azure VMware est essentielle pour un environnement prét pour
la production pour la création de machines virtuelles et la migration.

Cette section décrit comment configurer et gérer AVS pour une utilisation en combinaison avec Azure NetApp
Files en tant que banque de données avec stockage invité également.

Le processus de configuration peut étre divisé en trois parties :

» Enregistrez le fournisseur de ressources et créez un cloud privé.
« Connectez-vous a une passerelle de réseau virtuel ExpressRoute nouvelle ou existante.

« Validez la connectivité réseau et accédez au cloud privé. Se référer a ceci'lien" pour une présentation
étape par étape du processus de provisionnement SDDC de la solution Azure VMware.

Configurer Azure NetApp Files avec Azure VMware Solution

La nouvelle intégration entre Azure NetApp Files vous permet de créer des banques de données NFS via les
API/CLI du fournisseur de ressources Azure VMware Solution avec les volumes Azure NetApp Files et de
monter les banques de données sur les clusters de votre choix dans un cloud privé. Outre 'hébergement des
VMDK de machine virtuelle et d’application, les volumes de fichiers Azure NetApp peuvent également étre
montés a partir de machines virtuelles créées dans I'environnement Azure VMware Solution SDDC. Les
volumes peuvent étre montés sur le client Linux et mappés sur un client Windows, car Azure NetApp Files
prend en charge les protocoles Server Message Block (SMB) et Network File System (NFS).

Pour des performances optimales, déployez Azure NetApp Files dans la méme zone de
disponibilité que le cloud privé. La colocation avec le chemin rapide Express offre les meilleures
performances, avec une latence réseau minimale.

Pour attacher un volume Azure NetApp File en tant que banque de données VMware d’un cloud privé Azure
VMware Solution, assurez-vous que les conditions préalables suivantes sont remplies.
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Prérequis

1. Utilisez az login et validez que 'abonnement est enregistré dans la fonctionnalité
CloudSanExperience dans I'espace de noms Microsoft.AVS.

az login —-tenant XCVXCVXC— VXCV— XCVX— CVXC— VXCVXCVXCV

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
1. S’il n’est pas enregistré, enregistrez-le.

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

(D L'inscription peut prendre environ 15 minutes.

1. Pour vérifier I'état de I'enregistrement, exécutez la commande suivante.

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
-—query properties.state

1. Sil'enregistrement est bloqué dans un état intermédiaire pendant plus de 15 minutes, annulez
I'enregistrement puis réenregistrez l'indicateur.

az feature unregister --name "CloudSanExperience" --namespace
"Microsoft.AVS"

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

1. Vérifiez que 'abonnement est enregistré auprés de la fonctionnalité AnfDatastoreExperience dans
'espace de noms Microsoft.AVS.

az feature show --name "AnfDatastoreExperience" --namespace
"Microsoft.AVS" --query properties.state

1. Vérifiez que I'extension VMware est installée.
az extension show --name vmware
1. Sil'extension est déja installée, vérifiez que la version est 3.0.0. Si une ancienne version est installée,

mettez a jour I'extension.
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az extension update --name vmware

1. Si'extension n’est pas déja installée, installez-la.

az extension add —--name vmware
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Créer et monter des volumes Azure NetApp Files

1. Connectez-vous au portail Azure et accédez a Azure NetApp Files. Vérifiez 'accés au service Azure
NetApp Files et enregistrez le fournisseur de ressources Azure NetApp Files a l'aide de I' az
provider register --namespace Microsoft.NetApp -wait commande. Apres I'inscription,
créez un compte NetApp . Se référer a ceci "lien" pour les étapes détaillées.

Home > Azure NetApp Files >

Azure NetApp Files « New NetApp account

Hybrid Cloud TME

- Create @ Manage view
Name *

| Enter the name |

Filter for any field...

Name T Subscription
| Hybrid Cloud TME Onprem v |

W ANFAVSAcct
Resource group *

B ANFDatastoreacct i

| ANFAVSVai2 v
Create new
Location *
| West Europe s |

1. Une fois un compte NetApp créé, configurez des pools de capacité avec le niveau de service et la
taille requis. Pour des informations détaillées, reportez-vous a ceci "lien" .

New capacity pool  x

Home > Azure NetApp Files > AN

Azure NetApp Files
Hybrid Cloud TMI

il

ANFDatastoreacct | Capacity pools

App 2

Name *
{ Addpool () Refresh [Eertheneme

Filter for any fieid. Service level * (D
[ P ”

Name 1 Name TL Capacity Ty Service level Ty QoS

B ANFAVSAcc 4TB Premium Aute

& ANFDatastoreacct ATE Ultra Autc ATE

QoS type
) Manual

(@ Auto

Points a retenir
* NFSv3 est pris en charge pour les banques de données sur Azure NetApp Files.

« Utilisez le niveau Premium ou standard pour les charges de travail liées a la capacité et le niveau
Ultra pour les charges de travail liées aux performances si nécessaire tout en complétant le
stockage vSAN par défaut.

1. Configurez un sous-réseau délégué pour Azure NetApp Files et spécifiez ce sous-réseau lors de la
création de volumes. Pour connaitre les étapes détaillées de création d’'un sous-réseau délégue,
reportez-vous a ceci "lien" .

2. Ajoutez un volume NFS pour la banque de données a l'aide de la lame Volumes sous la lame Pools
de capacité.
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= ANFDatastoreacct | Volumes
NetApp account

[2 search (curt+n | « + Addvolume - Add data replication () Refresh
W Overview =
3 |p5ean:h volumes |
W Activity log

Name ™ | Quota ™ ‘ Throughput T ‘ Protocol type ™ ‘ Mount path ™ ‘ Service level T ‘ Network features Ty ‘ Capacity pt
Aa, Access control (IAM)

q anfrecods001 4T 262.144 Mis/s NFSv3 172.30.153.132:/ANFRe  Premium Standard anfrecods
@ Tags

i anfrecodsu002 4 TiB 524.288 MiB/s NFSv3 172.30.153.132/anfrec. Ultra Standard anfrecodsu
Settings « »

Pour en savoir plus sur les performances des volumes Azure NetApp Files par taille ou par quota,
consultez"Considérations sur les performances pour Azure NetApp Files" .
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Ajouter une banque de données Azure NetApp Files au cloud privé

Le volume Azure NetApp Files peut étre attaché a votre cloud privé a I'aide du portail
Azure. Suivez ceci'lien de Microsoft" pour une approche étape par étape de I'utilisation du
portail Azure pour monter une banque de données de fichiers Azure NetApp .

Pour ajouter une banque de données Azure NetApp Files a un cloud privé, procédez comme suit :

1. Une fois les fonctionnalités requises enregistrées, attachez une banque de données NFS au cluster
cloud privé Azure VMware Solution en exécutant la commande appropriée.

2. Créez une banque de données a I'aide d’'un volume ANF existant dans le cluster cloud privé Azure
VMware Solution.

C:\Users\niyaz>az vmware datastore netapp-volume create —--name
ANFRecoDSUO0O2 --resource-group anfavsval2 --cluster Cluster-1 --private
-cloud ANFDataClus --volume-id /subscriptions/Oefa2dfb-917c-4497-b56a-
b3fdeadb8111l/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
02

{

"diskPoolVolume": null,

"id": "/subscriptions/0Oefa2dfb-917c-4497-b56a-
b3fdeadb8111/resourceGroups/anfavsval2/providers/Microsoft.AVS/privateC
louds/ANFDataClus/clusters/Cluster-1/datastores/ANFRecoDSU002",

"name": "ANFRecoDSU002",

"netAppVolume": {

"id": "/subscriptions/0efa2dfb-917c-4497-b56a-
b3fdeadb811ll/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
oz",

"resourceGroup": "anfavsval2"

by

"provisioningState": "Succeeded",

"resourceGroup": "anfavsval2",

"type": "Microsoft.AVS/privateClouds/clusters/datastores"

List all the datastores in a private cloud cluster.

C:\Users\niyaz>az vmware datastore list --resource-group anfavsval2 --cluster Cluster-1 --private-cloud
ANFDataClus [ { "diskPoolVolume": null, "id": "/subscriptions/Oefa2dfb-917c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDS001", "name": "ANFRecoDS001", "netAppVolume": { "id":
"/subscriptions/Oefa2dfb-917¢c-4497-b56a-b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.
NetApp/netAppAccounts/anfdatastoreacct/capacityPools/anfrecods/volumes/ANFRecoDS001",

"resourceGroup": "anfavsval2" }, "provisioningState": "Réussi", "resourceGroup": "anfavsval2", "type":
"Microsoft.AVS/privateClouds/clusters/datastores" }, { "diskPoolVolume": null, "id":
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"/subscriptions/Oefa2dfb-917¢c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDSU002", "name": "ANFRecoDSU002", "netAppVolume": { "id":
/subscriptions/0Oefa2dfb-917c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp /
NetApp/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU002", "resourceGroup":
"anfavsval2" }, "provisioningState": "Succeeded", "resourceGroup": "anfavsval2", "type":
"Microsoft.AVS/privateClouds/clusters/datastores" } ]

1. Une fois la connectivité nécessaire en place, les volumes sont montés en tant que banque de
données.

i e} ) ¥ ant-21-stdds0l

-

Dimensionnement et optimisation des performances

Azure NetApp Files prend en charge trois niveaux de service : Standard (16 Mo/s par téraoctet), Premium
(64 Mo/s par téraoctet) et Ultra (128 Mo/s par téraoctet). Le provisionnement de la taille de volume appropriée
est important pour des performances optimales de |la charge de travail de la base de données. Avec Azure
NetApp Files, les performances du volume et la limite de débit sont déterminées en fonction des facteurs
suivants :

* Le niveau de service du pool de capacité auquel appartient le volume

* Le quota attribué au volume

* Le type de qualité de service (QoS) (automatique ou manuel) du pool de capacité
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Service Throughput

Level

Ultra 128MiB/s per 1TiB quota X
Premium 64MiB/s per 1TiB quota

Standard 16MiB/s per 1TiB quota

Eg.1 Premium Tier chlzirie Up to 128MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

Eg.2 Premium Tier :,%?ugg Up to 6.25MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

Pour plus d’informations, consultez la section "Niveaux de service pour Azure NetApp Files" .

Se référer a ceci'lien de Microsoft" pour des critéres de performance détaillés qui peuvent étre utilisés lors d’un
exercice de dimensionnement.

Points a retenir

* Utilisez le niveau Premium ou Standard pour les volumes de banque de données afin d’obtenir une
capacité et des performances optimales. Si des performances sont requises, le niveau Ultra peut étre
utilisé.

* Pour les exigences de montage invité, utilisez le niveau Premium ou Ultra et pour les exigences de
partage de fichiers pour les machines virtuelles invitées, utilisez les volumes de niveau Standard ou
Premium.

Considérations relatives aux performances

Il est important de comprendre qu’avec la version 3 de NFS, il n’existe qu’un seul canal actif pour la connexion
entre 'hote ESXi et une seule cible de stockage. Cela signifie que méme s’il peut y avoir des connexions
alternatives disponibles pour le basculement, la bande passante d’'une seule banque de données et le
stockage sous-jacent sont limités a ce qu’une seule connexion peut fournir.

Pour exploiter davantage de bande passante disponible avec les volumes Azure NetApp Files , un héte ESXi
doit disposer de plusieurs connexions aux cibles de stockage. Pour résoudre ce probléme, vous pouvez
configurer plusieurs banques de données, chaque banque de données utilisant des connexions distinctes
entre 'h6te ESXi et le stockage.

Pour une bande passante plus élevée, il est recommandé de créer plusieurs banques de données a l'aide de
plusieurs volumes ANF, de créer des VMDK et de répartir les volumes logiques sur les VMDK.

Se référer a ceci'lien de Microsoft" pour des critéres de performance détaillés qui peuvent étre utilisés lors d’'un
exercice de dimensionnement.

102


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-service-levels
https://learn.microsoft.com/en-us/azure/azure-netapp-files/performance-benchmarks-azure-vmware-solution
https://learn.microsoft.com/en-us/azure/azure-netapp-files/performance-benchmarks-azure-vmware-solution

Points a retenir

* La solution Azure VMware autorise huit banques de données NFS par défaut. Cela peut étre augmenté
via une demande d’assistance.

* Tirez parti du chemin rapide ER avec Ultra SKU pour une bande passante plus élevée et une latence plus
faible. Plus d’informations

» Avec les fonctionnalités réseau « De base » dans les fichiers Azure NetApp , la connectivité d’Azure
VMware Solution est liée a la bande passante du circuit ExpressRoute et de la passerelle ExpressRoute.

» Pour les volumes Azure NetApp Files avec des fonctionnalités réseau « Standard », ExpressRoute
FastPath est pris en charge. Lorsqu’il est activé, FastPath envoie le trafic réseau directement aux
volumes Azure NetApp Files , contournant la passerelle, offrant une bande passante plus élevée et une
latence plus faible.

Augmenter la taille du magasin de données

Le remodelage du volume et les changements dynamiques du niveau de service sont totalement transparents
pour le SDDC. Dans Azure NetApp Files, ces fonctionnalités offrent des optimisations continues des
performances, de la capacité et des colts. Augmentez la taille des banques de données NFS en
redimensionnant le volume a partir du portail Azure ou en utilisant I'interface de ligne de commande. Une fois
qgue vous avez terminé, accédez a vCenter, accédez a I'onglet Banque de données, cliquez avec le bouton
droit sur la banque de données appropriée et sélectionnez Actualiser les informations de capacité. Cette
approche peut étre utilisée pour augmenter la capacité du magasin de données et pour augmenter les
performances du magasin de données de maniére dynamique sans temps d’arrét. Ce processus est
également totalement transparent pour les applications.

Points a retenir

 La refonte du volume et la capacité de niveau de service dynamique vous permettent d’optimiser les
colts en dimensionnant les charges de travail en régime permanent et ainsi d’éviter le
surprovisionnement.

* VAAI n’est pas active.

Charges de travail
Migration
L'un des cas d'utilisation les plus courants est la migration. Utilisez VMware HCX ou vMotion pour

déplacer des machines virtuelles sur site. Vous pouvez également utiliser Rivermeadow pour migrer des
machines virtuelles vers des banques de données Azure NetApp Files .
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Protection des données

La sauvegarde des machines virtuelles et leur récupération rapide font partie des grands atouts des
datastores ANF. Utilisez des copies instantanées pour créer des copies rapides de votre machine virtuelle
ou de votre banque de données sans affecter les performances, puis envoyez-les vers le stockage Azure
pour une protection des données a plus long terme ou vers une région secondaire a l'aide de la
réplication interrégionale a des fins de reprise apres sinistre. Cette approche minimise I'espace de
stockage et la bande passante du réseau en stockant uniquement les informations modifiées.

Utilisez des copies instantanées Azure NetApp Files pour une protection générale et utilisez des outils
d’application pour protéger les données transactionnelles telles que SQL Server ou Oracle résidant sur
les machines virtuelles invitées. Ces copies Snapshot sont différentes des snapshots VMware
(cohérence) et conviennent a une protection a plus long terme.

Avec les banques de données ANF, 'option Restaurer vers un nouveau volume peut étre
utilisée pour cloner un volume de banque de données entier, et le volume restauré peut

@ étre monté comme une autre banque de données sur des hétes dans AVS SDDC. Une fois
gu’un magasin de données est monté, les machines virtuelles qu’il contient peuvent étre
enregistrées, reconfigurées et personnalisées comme s'il s’agissait de machines virtuelles
clonées individuellement.
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BlueXP backup and recovery pour machines virtuelles

La BlueXP backup and recovery pour les machines virtuelles fournissent une interface graphique
client Web vSphere sur vCenter pour protéger les machines virtuelles Azure VMware Solution et les
banques de données de fichiers Azure NetApp via des stratégies de sauvegarde. Ces politiques
peuvent définir la planification, la conservation et d’autres capacités. La fonctionnalité de BlueXP
backup and recovery pour machine virtuelle peut étre déployée a I'aide de la commande Exécuter.

Les politiques de configuration et de protection peuvent étre installées en suivant les étapes
suivantes :

1. Installez la BlueXP backup and recovery pour la machine virtuelle dans le cloud privé Azure
VMware Solution a I'aide de la commande Exécuter.

2. Ajoutez les informations d’identification d’abonnement cloud (client et valeur secrete), puis
ajoutez un compte d’abonnement cloud (compte NetApp et groupe de ressources associé) qui
contient les ressources que vous souhaitez protéger.

3. Créez une ou plusieurs stratégies de sauvegarde qui gérent la rétention, la fréquence et d’autres
parameétres pour les sauvegardes de groupes de ressources.

4. Créez un conteneur pour ajouter une ou plusieurs ressources qui doivent étre protégées avec
des politiques de sauvegarde.

5. En cas de panne, restaurez I'intégralité de la machine virtuelle ou des VMDK individuels
spécifiques au méme emplacement.

@ Avec la technologie Azure NetApp Files Snapshot, les sauvegardes et les
restaurations sont trés rapides.
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Reprise aprés sinistre avec Azure NetApp Files, JetStream DR et Azure VMware Solution

La reprise aprés sinistre dans le cloud est un moyen résilient et rentable de protéger les charges de
travail contre les pannes de site et les événements de corruption de données (par exemple, les
ransomwares). A I'aide de l'infrastructure VMware VAIO, les charges de travail VMware sur site
peuvent étre répliquées vers le stockage Azure Blob et récupérées, ce qui permet une perte de
données minimale ou quasi nulle et un RTO proche de zéro. JetStream DR peut étre utilisé pour
récupérer de maniére transparente les charges de travail répliquées sur site vers AVS et plus
particuliérement vers Azure NetApp Files. Il permet une reprise aprés sinistre rentable en utilisant un
minimum de ressources sur le site de reprise apres sinistre et un stockage cloud rentable.
JetStream DR automatise la récupération vers les banques de données ANF via Azure Blob
Storage. JetStream DR récupére des machines virtuelles indépendantes ou des groupes de
machines virtuelles associées dans l'infrastructure du site de récupération en fonction du mappage
réseau et fournit une récupération ponctuelle pour la protection contre les ransomwares.

"Solution DR avec ANF, JetStream et AVS" .

Options de stockage invité NetApp connectées pour Azure

Azure prend en charge le stockage NetApp connecté aux invités avec le service Azure
NetApp Files (ANF) natif ou avec Cloud Volumes ONTAP (CVO).

Azure NetApp Files (ANF)

Azure netApp Files apporte une gestion et un stockage de données de niveau entreprise a Azure afin que
Vous puissiez gérer vos charges de travail et vos applications en toute simplicité. Migrez vos charges de travail
vers le cloud et exécutez-les sans sacrifier les performances.

Azure netApp Files supprime les obstacles, vous permettant ainsi de déplacer toutes vos applications basées
sur des fichiers vers le cloud. Pour la premiére fois, vous n’avez pas besoin de réarchitecturer vos applications
et vous obtenez un stockage persistant pour vos applications sans complexité.

Etant donné que le service est fourni via le portail Microsoft Azure, les utilisateurs bénéficient d’un service
entierement géré dans le cadre de leur contrat d’entreprise Microsoft. Un support de classe mondiale, géré par
Microsoft, vous offre une tranquillité d’esprit totale. Cette solution unique vous permet d’ajouter rapidement et
facilement des charges de travail multiprotocoles. Vous pouvez créer et déployer des applications basées sur
des fichiers Windows et Linux, méme pour les environnements hérités.

Azure NetApp Files (ANF) en tant que stockage connecté invité

Configurer Azure NetApp Files avec Azure VMware Solution (AVS)

Les partages Azure NetApp Files peuvent étre montés a partir de machines virtuelles créées dans
'environnement Azure VMware Solution SDDC. Les volumes peuvent également étre montés sur le client
Linux et mappés sur le client Windows, car Azure NetApp Files prend en charge les protocoles SMB et
NFS. Les volumes Azure NetApp Files peuvent étre configurés en cinq étapes simples.

Azure NetApp Files et Azure VMware Solution doivent se trouver dans la méme région Azure.
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Créer et monter des volumes Azure NetApp Files

Pour créer et monter des volumes Azure NetApp Files , procédez comme suit :

1. Connectez-vous au portail Azure et accédez a Azure NetApp Files. Vérifiez 'accés au service Azure
NetApp Files et enregistrez le fournisseur de ressources Azure NetApp Files a l'aide de la commande
az provider register --namespace Microsoft. NetApp —wait. Une fois I'inscription terminée, créez un

compte NetApp .

Pour les étapes détaillées, voir'Partages Azure NetApp Files" . Cette page vous guidera a travers le

processus étape par étape.
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2. Une fois le compte NetApp créé, configurez les pools de capacité avec le niveau de service et |a taille

requis.

Pour plus d’informations, consultez la section "Mettre en place un pool de capacite” .
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3. Configurez le sous-réseau délégué pour Azure NetApp Files et spécifiez ce sous-réseau lors de la
création des volumes. Pour les étapes détaillées de création d’un sous-réseau délégué, voir'Déeléguer

un sous-réseau a Azure NetApp Files" .
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4. Ajoutez un volume SMB a l'aide de la lame Volumes sous la lame Pools de capacité. Assurez-vous
que le connecteur Active Directory est configuré avant de créer le volume SMB.
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5. Cliquez sur Réviser + Créer pour créer le volume SMB.

Si I'application est SQL Server, activez la disponibilité continue SMB.
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Pour en savoir plus sur les performances des volumes Azure NetApp Files par taille ou par quota,
consultez"Considérations sur les performances pour Azure NetApp Files" .

6. Une fois la connectivité établie, le volume peut étre monté et utilisé pour les données d’application.

Pour ce faire, a partir du portail Azure, cliquez sur le panneau Volumes, puis sélectionnez le volume a
monter et accédez aux instructions de montage. Copiez le chemin et utilisez 'option Map Network
Drive pour monter le volume sur la machine virtuelle exécutée sur Azure VMware Solution SDDC.
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7. Pour monter des volumes NFS sur des machines virtuelles Linux exécutées sur Azure VMware
Solution SDDC, utilisez ce méme processus. Utilisez la capacité de remodelage du volume ou de
niveau de service dynamique pour répondre aux exigences de charge de travail.
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Pour plus d’informations, consultez la section "Modifier dynamiquement le niveau de service d’'un

volume" .

Cloud Volumes ONTAP (CVO)
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Cloud Volumes ONTAP, ou CVO, est la solution de gestion de données cloud leader du secteur, basée sur le

logiciel de stockage ONTAP de NetApp, disponible nativement sur Amazon Web Services (AWS), Microsoft

Azure et Google Cloud Platform (GCP).

Il s’agit d’'une version définie par logiciel d' ONTAP qui consomme du stockage natif dans le cloud, vous
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permettant d’avoir le méme logiciel de stockage dans le cloud et sur site, réduisant ainsi le besoin de recycler
votre personnel informatique dans de toutes nouvelles méthodes de gestion de vos données.

CVO offre aux clients la possibilité de déplacer de maniére transparente les données de la périphérie vers le
centre de données, vers le cloud et vice-versa, en rassemblant votre cloud hybride, le tout géré avec une
console de gestion a volet unique, NetApp Cloud Manager.

De par sa conception, CVO offre des performances extrémes et des capacités avancées de gestion des
données pour satisfaire méme vos applications les plus exigeantes dans le cloud.

Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
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Déployer de nouveaux Cloud Volumes ONTAP dans Azure

Les partages et LUN Cloud Volumes ONTAP peuvent étre montés a partir de machines virtuelles créées
dans I'environnement Azure VMware Solution SDDC. Les volumes peuvent également étre montés sur le
client Linux et sur le client Windows, car Cloud Volumes ONTAP prend en charge les protocoles iSCSI,
SMB et NFS. Les volumes Cloud Volumes ONTAP peuvent étre configurés en quelques étapes simples.

Pour répliquer des volumes d’'un environnement local vers le cloud a des fins de reprise aprés sinistre ou
de migration, établissez une connectivité réseau a Azure, soit a I'aide d’'un VPN site a site, soit
d’ExpressRoute. La réplication des données sur site vers Cloud Volumes ONTAP n’entre pas dans le
cadre de ce document. Pour répliquer des données entre les systemes locaux et Cloud Volumes ONTAP,
consultez"Configuration de la réplication des données entre les systemes" .

Utiliser"Dimensionneur Cloud Volumes ONTAP" pour dimensionner avec précision les
instances Cloud Volumes ONTAP . Surveillez également les performances sur site a
utiliser comme entrées dans le dimensionneur Cloud Volumes ONTAP .

1. Connectez-vous a NetApp Cloud Central : I'écran Fabric View s’affiche. Localisez I'onglet Cloud
Volumes ONTAP et sélectionnez Accéder au Gestionnaire de Cloud. Une fois connecté, I'écran
Canvas s’affiche.

Cloud Manager Actoufil w bt connector  w

CHOAVIDEmS W cae-1 [T

Replication Backup & Restora (Bs Data Sense File Cache Sy Al Services (+8) -

S

Let's Add Your First Working Environment

oy
L2) Canvas

This is how you deploy, allocate or diScover Your cloud storage
[Croud Vielurmes ONTAP, Cloud Vialumes Senvice, on-prem ONTAP or 53 buckets)

Add Working Environmaent

2. Sur la page d’accueil de Cloud Manager, cliquez sur Ajouter un environnement de travail, puis
sélectionnez Microsoft Azure comme cloud et le type de configuration systeme.
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https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://cloud.netapp.com/cvo-sizer

n Cloud Manager Account . Werksanrs! e st

CWOAVSDerna Warkeaoe Wik

Replication Backup & Restore 83 Data Senze File Cache Compute Sync Al Services (+8) ~

Add New Working Envirenment 4

e s D =
Microsft Arurs Amagon Web Seraces GOUSJD Ol Pratfarm On-Pramiset
Choose Type

]

(D) () (@)
l: I. / L e
e o’ N
Cloud Volumes ONTAP Cloud Volumes ONTAP HA Azure MetApp Flles

3. Lors de la création du premier environnement de travail Cloud Volumes ONTAP , Cloud Manager
vous invite a déployer un connecteur.

Add Connector Need Help? X

Create Connector
A Connectar ks required 1o use most of Cloud Managers features

The Connector allows Cloud Manager to manage resources and
processes within your public choud emaronment. It i important for

the continued hezslth and operation of the services that you enable.

Let's Start

4. Une fois le connecteur créé, mettez a jour les champs Détails et Informations d’identification.
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Create a New Working Ervironment Details and Credentials

Managed Service ide... Saas Backup Prod.., CMCVOSub I
Edil Credentials
Credential Mame Azure Subscription Markatplace Subscription I
Datalls Credentials
Waorking Environment Mame (Cluster Name) User Name
nimavsCvo admin
Password
Cantinue:
bl

5. Fournissez les détails de I'environnement a créer, y compris le nom de I'environnement et les
informations d’identification de I'administrateur. Ajoutez des balises de groupe de ressources pour

'environnement Azure en tant que paramétre facultatif. Une fois que vous avez terminé, cliquez sur
Continuer.

Create a New Working Environment Details and Credentials
Diatails Credentials
Working Environment Name (Cluster NMame) User Mame
nimavsCvo admin
Passward
o Add Resource Group Tags Optional Feld sEsasaRERRY

Confirm Password

6. Sélectionnez les services complémentaires pour le déploiement de Cloud Volumes ONTAP
notamment la classification BlueXP , la BlueXP backup and recovery et Cloud Insights. Sélectionnez
les services, puis cliquez sur Continuer.

o ]

Create a New Working Environment arvices
'f‘J Data Sense & Compliance ':“‘ b
l:;-‘} | Backup to Cloud = ] s
hl ) Monitoring = -

7. Configurez 'emplacement et la connectivité Azure. Sélectionnez la région Azure, le groupe de
ressources, le réseau virtuel et le sous-réseau a utiliser.
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Create a Mew Working Environment _ocation & Connectivity

Rosowree Groop

» Create a new group L @n enmiting group

{Cyptiamnal) Heaguires Growp Marme

waflability Dot - WRIVELVO-TE

W

nimaavsprivynet | KimodvShema

172.24.2.0M24

8. Sélectionnez I'option de licence : Pay-As-You-Go ou BYOL pour utiliser la licence existante. Dans cet
exemple, I'option Pay-As-You-Go est utilisée.

Create a New Working EnvironmentCloud Volurnes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods MNetApp Support Site Account (Optional)
Learn more about our charging methods Learn more about NetApp Support Site (NS5) accounts
To register this Cloud Volumes ONTAP to support,you
El, (@) Pay-As-You-Go by the hour should add MetApp Support Site Account,
Don't have a NetApp Support Site account?Select go to
my finish deploying this system.After its created use the

£ Bring your own license

Lumnmnnrt Ragichratinn antinn tn rreata an MSS arennint

Continue

9. Choisissez parmi plusieurs packages préconfigurés disponibles pour les différents types de charges
de travail.

Creats a New Working Environment PI'E‘CDI"IEELJI’E‘G patkages

Select a preconfigured Cloud Volumes ONTAP system that besl matches your neads, or create your own configuration
Praconfigured settings can be modified at & ister tima

Change Config

L 4 = S A
= [+ (4] -
POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up to 500GB of storage

Continue r

10. Acceptez les deux accords concernant I'activation du support et I'allocation des ressources Azure.
Pour créer l'instance Cloud Volumes ONTAP , cliquez sur Accéder.

Up to 500GB of storage
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Create a New Working Environment Review & Appl'(}\-"f_‘

nimavsCy Qo
Eastus 2

q,‘_ | understand that in order to activate support, | must first reglster Cloud Volumes ONTAP with NetApp. More information >

&l

| understand that Cloud Manager will allocate the appropriate Arure resources 1o comply with my above requiremenis. More information >
Overview MNetworking Storage

11. Une fois Cloud Volumes ONTAP provisionné, il est répertorié dans les environnements de travail sur
la page Canvas.

Compute All Services (+8)
@ Canvas  Go to Tabular View
r_'f;:-. Add Working Environment Q\ nimavsCVO0 4 ]
= = 0n
/ : %
A Cloud Volames ONT2 \ DETAILS
( [ Freembim Cloud Volumes ONTAP | Azure  Single
e
N, H
SERVICES

Renllcatinm

- + Enter Working Environment 0
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Configurations supplémentaires pour les volumes SMB

1. Une fois I'environnement de travail prét, assurez-vous que le serveur CIFS est configuré avec les
parametres de configuration DNS et Active Directory appropriés. Cette étape est requise avant de
pouvoir créer le volume SMB.

{m nimavsCVO BN £ e
Volumes Replications. l-;'_) G ,:9 A E
*> Create a CIFS server + Advanced
DNS Primary |P Address Active Directory Domain to jain
172.24.1.5 nimadema. cam
DNS Secandary P Address [Optional) Credentials authorized to join the domain
Example 123700 nimaadmin m

2. La création du volume SMB est un processus simple. Sélectionnez I'instance CVO pour créer le
volume et cliquez sur I'option Créer un volume. Choisissez la taille appropriée et le gestionnaire de
cloud choisit 'agrégat contenant ou utilise un mécanisme d’allocation avancé pour le placer sur un
agrégat spécifique. Pour cette démonstration, SMB est sélectionné comme protocole.

Create new volume in nimavsCvo Volume Details, Protection & Protocol
Details & Protection Protocol
Volume Mame:; Slze (GBY; J MNFS CIFS iSCS
e —————————
nimavssmbyol 50
Share narme: Permissions:

Snapshot Policy: nimavssmbvoll_share Full Contral -

default ¥

I Default Policy Users / Groups

Everyone;

3. Une fois le volume provisionné, il sera disponible dans le volet Volumes. Etant donné qu’un partage
CIFS est provisionné, accordez a vos utilisateurs ou groupes I'autorisation d’accéder aux fichiers et
dossiers et vérifiez que ces utilisateurs peuvent accéder au partage et créer un fichier. Cette étape
n’est pas requise si le volume est répliqué a partir d’'un environnement local, car les autorisations de
fichiers et de dossiers sont toutes conservées dans le cadre de la réplication SnapMirror .
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Volumes Replications

ereTT——
volumes

1 Valume 50 GB Allocated 1.74 MB Total Used (1.74 MB in Disk, 0 KB in Blob)

-l'

=@ nimavssmbvol1 = ONLINE
INFO CAPACITY

lisk Typ PREMIUM_LRS Ro—
lering Folicy Auto 50 GB ek Used
SECEUD GFF Cated

4. Une fois le volume créé, utilisez la commande mount pour vous connecter au partage a partir de la
machine virtuelle exécutée sur les hotes Azure VMware Solution SDDC.

5. Copiez le chemin suivant et utilisez I'option Map Network Drive pour monter le volume sur la machine
virtuelle exécutée sur Azure VMware Solution SDDC.

Volumes Replications

‘:) Mount Volume nimavssmbvoli

Go 1o your machine and enter this command

\\172.24. 2. 8\nimavssmbvoll_share ﬁj Copy

e = | nimasssmibol]_share

n Home Share Wiew

« « 4 [B]

LI T224.2 Bvnimevismibeed ] shan

Mgz Date rodidfed Type Sare
# Quick access

8 Desktop
& Downloads
= Docurmarts
= Pctwres

Tihes: fodder i smpty

L T T

= This BC

o Metwark
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Connecter le LUN a un hoéte

Pour connecter le LUN a un héte, procédez comme suit :

1. Sur la page Canvas, double-cliquez sur I'environnement de travail Cloud Volumes ONTAP pour créer
et gérer des volumes.

2. Cliquez sur Ajouter un volume > Nouveau volume et sélectionnez iSCSI, puis cliquez sur Créer un
groupe d’initiateurs. Cliquez sur Continuer.

Details & Protection Protocol
Valurne Name: Sire (GB) NFS CIFS 15C31
nimavsscsi] e What about LUNs?

Initiator Group

Snapshot Policy

= Create Initiatar Group

default -

Default Policy

Initiatar Group

avsymlG

Continue

3. Une fois le volume provisionné, sélectionnez-le, puis cliquez sur IQN cible. Pour copier le nom qualifié
iISCSI (IQN), cliquez sur Copier. Configurez une connexion iSCSI de I'héte au LUN.

Pour réaliser la méme chose pour I'héte résidant sur Azure VMware Solution SDDC :

a.
b.
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RDP vers la machine virtuelle hébergée sur Azure VMware Solution SDDC.

Ouvrez la boite de dialogue Propriétés de l'initiateur iSCSI : Gestionnaire de serveur > Tableau de
bord > Outils > Initiateur iISCSI.

Dans l'onglet Découverte, cliquez sur Découvrir le portail ou Ajouter un portail, puis entrez
I'adresse IP du port cible iSCSI.

Dans I'onglet Cibles, sélectionnez la cible découverte, puis cliquez sur Connexion ou Connecter.

Sélectionnez Activer le multi-chemin, puis sélectionnez Restaurer automatiquement cette
connexion au démarrage de 'ordinateur ou Ajouter cette connexion a la liste des cibles favorites.
Cliquez sur Avance.

Remarque : I'hn6te Windows doit disposer d’une connexion iISCSI a chaque nceud du cluster. Le
DSM natif sélectionne les meilleurs chemins a utiliser.



iSCS Irntiatod Propertss =

Targets  Deerpvery | Favorbe Torgets  Volumes and Desices  RADIUIS  Configuration
Qusich Corresil

To discorves and log on oo twget usng a bas connechion, fype the [P adidress or
S repevee f Dhe Earel s Hheen e Quaeh: Cormecl

Target: 17LM.24 ] Quick Connec. .
Deeovrarnd targels
Befredn
tare Stahm

To conree] using advanded oobors, sslect & target and then
chck Connet,

To completely dsconnect & targel, sekect the target and e
Ehen sk Discornacl.

For larpet prooertes, ndodng configuraton of sssiond,
select the barget and dick Properbes,

For confiour ation of devices amodated with & target, selact [
e target and Brem chok Deveces.

Fraper =g

e

Les LUN sur la machine virtuelle de stockage (SVM) apparaissent comme des disques sur I'hote
Windows. Les nouveaux disques ajoutés ne sont pas automatiquement découverts par I'héte.
Déclenchez une nouvelle analyse manuelle pour découvrir les disques en procédant comme suit :

1. Ouvrez I'utilitaire Gestion de I'ordinateur Windows : Démarrer > Outils d’administration > Gestion de
I'ordinateur.

2. Développez le nceud Stockage dans I'arborescence de navigation.

3. Cliquez sur Gestion des disques.

4. Cliquez sur Action > Réanalyser les disques.

& Compute Management (oce| | Vokene | Laymat | Ty | Pl Smtomn | St [ Capacity | Froa Spase] & From |
w | Syoen Toak = |G} Lmpls  Bamc  HTFS Haalthey (Bost. Page P, Crash Cump, Fromary Parttion) BLS1GE MWGE S1%
) Tark Sebonbale o 55 NSSFREE EN-AS DVIDY) Sevple - Ban UDF Heaitey Pty Pt AEiGE ouE 1
[ e = Gyvtem Petoreed foeple  Rmic NTFS esitivy Syvtem, Active, Prvasy Pastitagn) HOME S H %

W S Friders
B Lol Uvers and Growga
Ei) Pertprrridedy
8 Dwvice Mansges
18 Yoo
H Wndoay Tarvar Beckup
Dk
Sy Serere o bpphumon

= Dbk @ .

Raic Spsteen Reesived L]
0 o8 HOME NTFS By GENTFS
Cirshras Heativy Chystom, Actve, Brmary Partitioad ety (oot Page Fie, Ciath Dump, Primary Pariisen)

0Dk | L |
Urhmis

LG G paae ]

Hod wabialiced Unallo s

Lorsqu’un nouveau LUN est accédé pour la premiére fois par I'héte Windows, il ne posséde aucune
partition ni aucun systeme de fichiers. Initialisez le LUN ; et éventuellement, formatez le LUN avec un
systeme de fichiers en procédant comme suit :
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1. Démarrez la gestion des disques Windows.
2. Cliquez avec le bouton droit sur le LUN, puis sélectionnez le type de disque ou de partition requis.

3. Suivez les instructions de I'assistant. Dans cet exemple, le lecteur E: est monté
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Google Cloud VMware Engine : options d’utilisation du stockage NetApp

Le stockage NetApp peut étre connecté au moteur de virtualisation Google Cloud en tant
que stockage invité connecté ou supplémentaire.

Google Cloud NetApp Volumes (NetApp Volumes) comme banque de données NFS supplémentaire

Les clients qui ont besoin d’'une capacité de stockage supplémentaire sur leur environnement Google Cloud
VMware Engine (GCVE) peuvent utiliser Google Cloud NetApp Volumes pour le monter en tant que banque de
données NFS supplémentaire. Le stockage des données sur Google Cloud NetApp Volumes permet aux
clients de les répliquer entre les régions pour les protéger des catastrophes.

Pour plus d’informations, veuillez visiter"Google Cloud NetApp Volumes (NetApp Volumes) comme banque de
données NFS supplémentaire”

122


vmw-gcp-gcve-nfs-ds-overview.html
vmw-gcp-gcve-nfs-ds-overview.html

NetApp CVO comme stockage connecté aux invités

Cloud Volumes ONTAP, ou CVO, est la solution de gestion de données cloud leader du secteur, basée sur le
logiciel de stockage ONTAP de NetApp, disponible nativement sur Amazon Web Services (AWS), Microsoft
Azure et Google Cloud Platform (GCP).

Il s’agit d’'une version définie par logiciel d' ONTAP qui consomme du stockage natif dans le cloud, vous
permettant d’avoir le méme logiciel de stockage dans le cloud et sur site, réduisant ainsi le besoin de recycler
votre personnel informatique dans de toutes nouvelles méthodes de gestion de vos données.

CVO offre aux clients la possibilité de déplacer de maniere transparente les données de la périphérie vers le
centre de données, vers le cloud et vice-versa, en rassemblant votre cloud hybride, le tout géré avec une
console de gestion a volet unique, NetApp Cloud Manager.

De par sa conception, CVO offre des performances extrémes et des capacités avancées de gestion des
données pour satisfaire méme vos applications les plus exigeantes dans le cloud.

Pour plus d’informations, veuillez visiter'NetApp CVO comme stockage connecté aux invites"

Google Cloud NetApp Volumes (NetApp Volumes) comme stockage connecté aux invités

Les partages Google Cloud NetApp Volumes peuvent étre montés a partir de machines virtuelles créées dans
'environnement VMware Engine. Les volumes peuvent également étre montés sur le client Linux et mappés
sur le client Windows, car Google Cloud NetApp Volumes prend en charge les protocoles SMB et NFS. Les
volumes Google Cloud NetApp Volumes peuvent étre configurés en quelques étapes simples.

Les clouds privés Google Cloud NetApp Volumes et Google Cloud VMware Engine doivent se trouver dans la
méme région.

Pour plus d’informations, veuillez visiter"Google Cloud NetApp Volumes (NetApp Volumes) comme stockage
connecté aux invités"

Banque de données NFS supplémentaire Google Cloud VMware Engine avec
Google Cloud NetApp Volumes

Les clients peuvent étendre la capacité de stockage sur Google Cloud VMware Engine a
I'aide d’'une banque de données supplémentaire NFS avec Google Cloud NetApp
Volumes.

Apergu

Les clients qui ont besoin d’'une capacité de stockage supplémentaire sur leur environnement Google Cloud
VMware Engine (GCVE) peuvent utiliser Netapp Cloud Volume Service pour monter une banque de données
NFS supplémentaire. Le stockage des données sur Google Cloud NetApp Volumes permet aux clients de les
répliquer entre les régions pour les protéger des catastrophes.
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Etapes de déploiement pour monter une banque de données NFS a partir de Google Cloud NetApp
Volumes (NetApp Volumes) sur GCVE

Provisionner les volumes NetApp - Volume de performance

Le volume Google Cloud NetApp Volumes peut étre provisionné par"Utilisation de Google Cloud
Console" "Utilisation du portail ou de 'API NetApp BlueXP"
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Marquer ce volume NetApp Volumes comme non supprimable

Pour éviter la suppression accidentelle du volume pendant I'exécution de la machine virtuelle, assurez-
vous que le volume est marqué comme non supprimable, comme indiqué dans la capture d’écran ci-

dessous.

e Cloud Volumes

BE O B O

# O @

Storage Pools
Volumes

Backups
Snapshots

Active Directories
Volume Replication

Project Settings

& Edit File System

WU IR D el e

Extreme
Up to 128 MiB/s per TIB

Volume Details
Allocated Capacity *

Lt

Alocated size must be between 1 TiB (1024 GiB) and 100 Ti8 (102400 GiB)

Managing your volumes for growth. Learn more (4

Protocol Type
NFSv3 b

Active Directory must be setup to provision an SMB or dual-protocel volume. The Allow
local NFS users with LDAP option in Active Directary connections enables local NFS
client users not present on the Windows LDAP server to access a dual-protocol valume
that has LDAP with extended groups enabled. Learn more [

[[] Make snapshot directory (.snapshot) visible

Makes .snapshet directory visible to clients. For NFSv4.1 volumes (CVS-Performance only),

the directory itself will not be listed but can be accessed to list contents, ete.

[] Enable LDAP
Enables user look up from AD LDAP server for your NFS volumes

Block volume from deletion when clients are connected

Required for volumes used as GCVE datastores

Export Policy v

Pour plus d’informations, veuillez vous référer"Création d’un volume NFS" documentation.

Assurez-vous que la connexion privée sur GCVE existe pour le VPC locataire NetApp Volumes.

Pour monter le magasin de données NFS, une connexion privée doit exister entre GCVE et le projet

| 1024 GiB

NetApp Volumes. Pour plus d’informations, veuillez vous référer"Comment configurer 'acces aux services

privés"
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Monter le magasin de données NFS

Pour obtenir des instructions sur la fagon de monter une banque de données NFS sur GCVE, veuillez
vous référer"Comment créer une banque de données NFS avec NetApp Volumes"

Les hotes vSphere étant gérés par Google, vous n'avez pas acces a l'installation de NFS
vSphere API for Array Integration (VAAI) vSphere Installation Bundle (VIB). Si vous avez

@ besoin d’assistance pour les volumes virtuels (vVol), veuillez nous le faire savoir. Si vous
souhaitez utiliser des cadres Jumbo, veuillez vous référer a"Tailles MTU maximales prises
en charge sur GCP"

Economies avec Google Cloud NetApp Volumes

Pour en savoir plus sur vos économies potentielles avec Google Cloud NetApp Volumes pour vos besoins de
stockage sur GCVE, veuillez consulter'Calculateur de retour sur investissement NetApp"

Liens de référence

* "Blog Google - Comment utiliser les volumes NetApp comme banques de données pour Google Cloud
VMware Engine"

* "Blog NetApp : une meilleure fagon de migrer vos applications riches en stockage vers Google Cloud"

Options de stockage NetApp pour GCP

GCP prend en charge le stockage NetApp connecté en tant qu’invité avec Cloud
Volumes ONTAP (CVO) ou Google Cloud NetApp Volumes (NetApp Volumes).

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP, ou CVO, est la solution de gestion de données cloud leader du secteur, basée sur le
logiciel de stockage ONTAP de NetApp, disponible nativement sur Amazon Web Services (AWS), Microsoft
Azure et Google Cloud Platform (GCP).

Il s’agit d’'une version définie par logiciel d' ONTAP qui consomme du stockage natif dans le cloud, vous
permettant d’avoir le méme logiciel de stockage dans le cloud et sur site, réduisant ainsi le besoin de recycler
votre personnel informatique dans de toutes nouvelles méthodes de gestion de vos données.

CVO offre aux clients la possibilité de déplacer de maniere transparente les données de la périphérie vers le
centre de données, vers le cloud et vice-versa, en rassemblant votre cloud hybride, le tout géré avec une
console de gestion a volet unique, NetApp Cloud Manager.

De par sa conception, CVO offre des performances extrémes et des capacités avancées de gestion des
données pour satisfaire méme vos applications les plus exigeantes dans le cloud.

Cloud Volumes ONTAP (CVO) en tant que stockage connecté aux invités
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Déployer Cloud Volumes ONTAP dans Google Cloud (a faire soi-méme)

Les partages et LUN Cloud Volumes ONTAP peuvent étre montés a partir de machines virtuelles créées
dans I'environnement de cloud privé GCVE. Les volumes peuvent également étre montés sur le client
Linux et sur le client Windows et les LUN sont accessibles sur les clients Linux ou Windows en tant que
périphériques de bloc lorsqu’ils sont montés sur iSCSI car Cloud Volumes ONTAP prend en charge les
protocoles iISCSI, SMB et NFS. Les volumes Cloud Volumes ONTAP peuvent étre configurés en quelques
étapes simples.

Pour répliquer des volumes d’un environnement local vers le cloud a des fins de reprise apres sinistre ou
de migration, établissez une connectivité réseau a Google Cloud, soit a I'aide d’'un VPN site a site, soit de
Cloud Interconnect. La réplication des données sur site vers Cloud Volumes ONTAP n’entre pas dans le
cadre de ce document. Pour répliquer des données entre les systémes locaux et Cloud Volumes ONTAP ,
consultez"Configuration de la réplication des données entre les systémes" .

Utiliser"Dimensionneur Cloud Volumes ONTAP" pour dimensionner avec précision les
instances Cloud Volumes ONTAP . Surveillez également les performances sur site a
utiliser comme entrées dans le dimensionneur Cloud Volumes ONTAP .

1. Connectez-vous a NetApp Cloud Central : I'écran Fabric View s’affiche. Localisez I'onglet Cloud
Volumes ONTAP et sélectionnez Accéder au Gestionnaire de Cloud. Une fois connecté, I'’écran
Canvas s’affiche.

Account ~ Workspace  ~ Connector w M
[e— -t

Metpp PO cloud herpot Fnct

Cloud Manager

Replication Bax li,|||_'- & Restore ¥, Data Sense File Cache C ompute Symc Al Services (+8) ~

(=) Canvas O Go to Canvas Wew

Cmy Add Working Emdnonment

2. Dans l'onglet Cloud Manager Canvas, cliquez sur Ajouter un environnement de travail, puis
sélectionnez Google Cloud Platform comme cloud et le type de configuration systéme. Ensuite,
cliquez sur Suivant.
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mailto:CloudOwner@gve.local#setting-up-data-replication-between-systems
https://cloud.netapp.com/cvo-sizer

Cloud Manager

Backup & Restore

Add Working Environment

Mligisaal e

Clowd Valumes ONTAP

3. Fournissez les détails de I'environnement a créer, y compris le nom de I'environnement et les
informations d’identification de I'administrateur. Une fois que vous avez terminé, cliquez sur

Continuer.

Create a New Working Environment

T Previous Step EV-P{‘rI‘nI‘I‘I‘IGI‘I{G—Tﬁ!ing

Google Cloud Project

ALLang WorkEpade

drtapg POC | hmre

Data Sense File Cachwr

ows 5

Goagin Clid Maiiaim o

Choowe Type

©

o)

Cloid Valurmies ONTAR Ha

Details and Credential:

HCLMainBillingAccountSubs...

Marketplace Subscription

Connector
widinimerm

Pimwises

Cloud Yolumes Service

High Auadabiliry

m

e

Detlalls Cradentials
Working Environment Name [Cluster Narme) Liser Name
-_'u-:-';.:-?i-:?u.':' admin
| 5T e
Sernice Account ‘

CeoUnt |5 fegiined

1o use two features: backing wp data using Backup

Continue

4. Sélectionnez ou désélectionnez les services complémentaires pour le déploiement de Cloud Volumes
ONTAP , notamment Data Sense & Compliance ou Backup to Cloud. Ensuite, cliquez sur Continuer.

CONSEIL : un message contextuel de vérification s’affichera lors de la désactivation des services
complémentaires. Des services complémentaires peuvent étre ajoutés/supprimés apres le
déploiement de CVO, pensez a les désélectionner s’ils ne sont pas nécessaires dés le début pour
eéviter les codts.
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Create a New Working Environment Services

T Previous Step

(&) DataSense & Compliance = ] v

Backup to Cloud [ W

A WARNING:By turning off Backup 1o Cloud, future data recovery will not be possible in case of data corruption or loss

Continue

5. Sélectionnez un emplacement, choisissez une politique de pare-feu et cochez la case pour confirmer
la connectivité réseau au stockage Google Cloud.

Create a New Working Environment Location & Connectivity
T ProviousStep | acation Connectivity

GCP Region PC

surope-westd - clovd-volumes-ypc -
GCP Zone Subinet
surope-west3< - 10.0,6.0/24 -
Firewsall Policy
E have verified connectivity betwesen the rarget VPC and Goagle o Generated firewall policy Use existing firewall policy

Continue

6. Sélectionnez I'option de licence : Pay-As-You-Go ou BYOL pour utiliser la licence existante. Dans cet
exemple, I'option Freemium est utilisée. Ensuite, cliquez sur Continuer.
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Create a New Working Environment  Cloud Volumes ONTAP Charging Methods & NSS Account

T Previous Stemud Volumes ONTAP Charging Methods NetApp Support Site Account

Learn more aboutl our charging met hads Learn more about NetApp Support Site (N55) accounts

NetApp Si t Site Account
Pay-As-You-Go by the hour ot idheoiss it

michad -

T I 1 Site int, g h
Bring " r— To add a new NetApp Support Site account, go to the
Support - NS5 Management tab,

*) Freemium (Up to S00GB)

Continue

7. Choisissez parmi plusieurs packages préconfigurés disponibles en fonction du type de charge de

travail qui sera déployée sur les machines virtuelles exécutées sur le cloud VMware sur AWS SDDC.

CONSEIL : passez votre souris sur les tuiles pour plus de détails ou personnalisez les composants
CVO et la version ONTAP en cliquant sur Modifier la configuration.

Create a New Warking Environment Pre[oﬂﬁgured Pa{kages

Select a preconfigured Cloud Volumes ONTAP system thet best metches your neads, or crants your own configureton,
Precanfigured sattings can be modifiad &t & later time:

! $o 9*

POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

0

Up to 500GB of storage Up to 500GE of storage

f©

8. Sur la page Réviser et approuver, vérifiez et confirmez les sélections. Pour créer I'instance Cloud

Volumes ONTAP , cliquez sur Accéder.

Create a New Working Environment Review & Approve

&UE&%“?&HEP Shivw AP request
=l | evropewest3

This Clowd Volumes ONTAP instance will be registered with NetApp support under the NS5 Account mchad

[ 1understand that Cloud Manager will allocate the appropriate GOP resources to comply with my above requiremants. More information >
Overview Networking Storage
'_
SIOrage System: Cloud Volumes ONTAP Cloud Volumes ONTAP runs on: n2-stamdard-4
Licerme Type: Cloud Valurnes ONTAP Freemium Encrypticn; Gooagle Clowd Managed
Capacty Limit: S00GE Write Speed: Mormal
Go



9. Une fois Cloud Volumes ONTAP provisionné, il est répertorié dans les environnements de travail sur
la page Canvas.

Cloud Manager

Replication Backup & R

_) Canvas E:| Gér b0 Tabtlir View

T Add Warking Emvironment Working Environments

1 Clowd Valames ONTAP

L 43.05 G Provsioned Capaclty
CRagTven] Datacensor
- n 571 F iy N 1 F5x for ORTAP
Fresmiwm | i
: 3 v b 08 Provisioned Ca
| &

1 Azure NetApp Files

9,71 7i6 Provsioned Capacity
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Configurations supplémentaires pour les volumes SMB

1

. Une fois I'environnement de travail prét, assurez-vous que le serveur CIFS est configuré avec les
parametres de configuration DNS et Active Directory appropriés. Cette étape est requise avant de
pouvoir créer le volume SMB.

CONSEIL : Cliquez sur I'icéne Menu (°), sélectionnez Avanceé pour afficher plus d’options et
sélectionnez Configuration CIFS.

i
{(m) cvogcvell
Valumes Replicanons Yy G © A =
*D Create a CIFS server + Advanced
DMNE Primary IP Address Active Deectary Domain b join
AT
ONS Secondary 1P Address [Qpticnal Credentials awthorized 1o join the domisEn
T :

2. La création du volume SMB est un processus simple. Dans Canvas, double-cliquez sur
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I'environnement de travail Cloud Volumes ONTAP pour créer et gérer des volumes et cliquez sur
I'option Créer un volume. Choisissez la taille appropriée et le gestionnaire de cloud choisit 'agrégat
contenant ou utilise un mécanisme d’allocation avancé pour le placer sur un agrégat spécifique. Pour
cette démonstration, CIFS/SMB est sélectionné comme protocole.

Create new valume in cvoeove] Volume Details. Protectior

Details & Protection Protocol

NFS CIFE KSCSI

Full Cantral =

default

Default Policy

Continue

3. Une fois le volume provisionné, il sera disponible dans le volet Volumes. Etant donné qu’un partage
CIFS est provisionné, accordez a vos utilisateurs ou groupes I'autorisation d’accéder aux fichiers et
dossiers et vérifiez que ces utilisateurs peuvent accéder au partage et créer un fichier. Cette étape
n’est pas requise si le volume est répliqué a partir d’'un environnement local, car les autorisations de
fichiers et de dossiers sont toutes conservées dans le cadre de la réplication SnapMirror .

ASTUCE : Cliquez sur le menu volume (°) pour afficher ses options.



===
o=
=@ cvogecvesmbvolQ1

INFO

Disk Type PD-SSD

Tiering Palicy MNone

= ONLINE

CAPACITY

N 1.84 MB
10 GB Disk Used

4. Une fois le volume créé, utilisez la commande mount pour afficher les instructions de connexion du
volume, puis connectez-vous au partage a partir des machines virtuelles sur Google Cloud VMware

Engine.
{m) cvogcveO1
Volumes Replications

O Mount Volume cvogevesmbvol01

Go to your machine and enter this command

%\\10.08.6.251\cvogcvesmbvol@l share

[E] Lopy

5. Copiez le chemin suivant et utilisez I'option Map Network Drive pour monter le volume sur la machine

virtuelle exécutée sur Google Cloud VMware Engine.
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Specify the drive letter for the connection and the folder that you want to connect to:

Drive ¥: w
Folder | W10.0.6.25Tevagevesmbyvolll_share w Browse..
Example: Viserverishare
Reconnect at sign-in

[ Connect using different credentials
Connectto o Web sre thal vou can poe to store vour documents and piciures.

[Fimsh ] | Concet |

Une fois mappé, il est facilement accessible et les autorisations NTFS peuvent étre définies en

conséquence.

- | = = | Metwari = [

. & | ] || = cvogovesmbyoldl_share (\10.0.6.251) (V) - 0 X
"n Hame Share View .
Mel T =+ ThisPC » cvegovesmbvolDl_share (\\10.0.6.251) (¥:) » w &  Search crogovesmbvolll_sha.. 2@

Mame h Date maodified Type Size

# Quick access
B Desic - fool /82021 1252 AM  File folder
s » : foo2 11/972021 1058 AM  Fie Tokder

Dewnloads o
{4 Documents &
[ Pictures +

I Ol This PC
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Connecter le LUN sur Cloud Volumes ONTAP a un héte

Pour connecter les volumes cloud ONTAP LUN a un héte, procédez comme suit :
1. Sur la page Canvas, double-cliquez sur I'environnement de travail Cloud Volumes ONTAP pour créer
et gérer des volumes.

2. Cliquez sur Ajouter un volume > Nouveau volume et sélectionnez iSCSI, puis cliquez sur Créer un
groupe d’initiateurs. Cliquez sur Continuer.

Details & Protection Protocol

Windiows -

BB Vihiwase Cloud - ntag-fa-demo X (5] ySphess - ymedclli - Summary ® | vmedcdl % [ NatApp Cloud Manager x + @ o W

O 8 = iy WITIWanemCCom 1 U il P s

@ Goiting Saited EC2 Managemend Con. il Mew Tsb [ Ot Bookmailis

3. Une fois le volume provisionné, sélectionnez le menu Volume (°), puis cliquez sur Cibler iQN. Pour
copier le nom qualifié iISCSI (iQN), cliquez sur Copier. Configurez une connexion iSCSI de I'héte au
LUN.

Pour réaliser la méme chose pour I'héte résidant sur Google Cloud VMware Engine :

1. RDP vers la VM hébergée sur Google Cloud VMware Engine.

2. Ouvrez la boite de dialogue Propriétés de l'initiateur iSCSI : Gestionnaire de serveur > Tableau de
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bord > Outils > Initiateur iISCSI.

3. Dans l'onglet Découverte, cliquez sur Découvrir le portail ou Ajouter un portail, puis entrez I'adresse

IP du port cible iSCSI.

4. Dans l'onglet Cibles, sélectionnez la cible découverte, puis cliquez sur Connexion ou Connecter.

5. Sélectionnez Activer le multi-chemin, puis sélectionnez Restaurer automatiquement cette connexion
au déemarrage de l'ordinateur ou Ajouter cette connexion a la liste des cibles favorites. Cliquez sur

Avancé.

@ L'héte Windows doit disposer d’une connexion iSCSI a chaque nceud du cluster. Le
DSM natif sélectionne les meilleurs chemins a utiliser.

iSCEE Initiskor Properties

stk Commect

EE Dashboard [egs name of T iarget and then dde Quecs Commet,
§ Local Server
- T q 1ouDL6.35,
B Al Servers A =
@ snDs Discovered targets
o DS
Mane

‘E File and Storage Ser

Fo comnect ueng advanced opbors, seiech & barget snd then
ik Comnert,

T compiehsly daconnect a tar e, askact the tangat and
then chk Discormecs,

For terget properses, roudng coviigurehon of sesmons,
select the target and ook Properbes,

For configuration of devioss ssoodatsd with 5 meget, ssisct
the target and Sen chdk Devices

[ 1

TaGES Digcovery Fanorite Targels | Vobares and Devices  RADIS  Configuralion

T dacnver ol lag o i & tanged wiing i hae correthon, brpe Be 3P addoess of

Refresh

FrapETa

Carel Ay

Les LUN sur la machine virtuelle de stockage (SVM) apparaissent comme des disques sur I’hote
Windows. Les nouveaux disques ajoutés ne sont pas automatiquement découverts par I'héte.
Déclenchez une nouvelle analyse manuelle pour découvrir les disques en procédant comme suit :

a. Ouvrez I'utilitaire Gestion de I'ordinateur Windows : Démarrer > Outils d’administration > Gestion

de l'ordinateur.

b. Développez le nceud Stockage dans I'arborescence de navigation.

c¢. Cliquez sur Gestion des disques.

d. Cliquez sur Action > Réanalyser les disques.



& Computer Managemnent
File Actron  View Heip

e amBHR =XE 5D

,a- Computer Management (Local | Valume

i L.u_"lm.lt [ T}'P: l Fi|t5}'_'.trrn | Shaturs

W :|,E Systemn Tools - Simple Basc NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition
} '_l: Task Scheduler - 235 _XO4FREE_EN-US_DVI (Ix) Simple Basic UDF Healthy (Pnimary Partitron])
v [l Event Viewer = System Reserved Simple Bamc NTFS Healthy (Systermn, Active, Primary Partition)

¢ g Shared Folders
'-h Performance
& Device Manager
v A3 Storage
e Windews Server Backup,
= Disk Management
_:..'1 Services and .ﬁppli: atsons

= Disk 0 _———————

Basic System Reserved |I 1<)
20,00 GB 549 B INTFS B9.48 GB NTFS
Online

Healthy (System, Active Primai || Healthy [Boot, Page File, Crash Durnp, Primary Partition)

*O Disk 1 R —————.
Unknegwn

1000 GB 10.00 GB

Offfine Unaliocated

Lorsqu’un nouveau LUN est accédé pour la premiére fois par 'héte Windows, il ne posséde aucune
partition ni aucun systéme de fichiers. Initialisez le LUN ; et éventuellement, formatez le LUN avec un
systeme de fichiers en procédant comme suit :

a. Démarrez la gestion des disques Windows.

b. Cliquez avec le bouton droit sur le LUN, puis sélectionnez le type de disque ou de partition requis.

c. Suivez les instructions de I'assistant. Dans cet exemple, le lecteur F: est monté.
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File Action View Help

e 2@ BE *» 2D

'11; Camputer Menagement (Local| Yolurme [# ] > Manmge Thsie. B = o
w i Systern Tools - (]
(3 Task Scheduler it Demiciun (E:) File Computer View Brrree Toaly
[ Event Viewes - }:.Si_.ibd-"'!"lf_‘. Fs w B s ThisPC
s Shared Folders == Systerm Resery
A Peflarmance - Falders (7
& Device Manager # Cuick access
- !": Storage H Desitop ’ 3D Dbjects Deskiop
'.{- Windows Jerver Backup !
i Dol ;
== Disk Management 4’ Downloads '
il Sendces and Apphestions = Documents i . ecurmite Bovwniads
= Pictures ¢ =
o
3 This PC J\ Music Fichires
¥ Metwork -
{
 p— y Viders
= Disk 0 E
Baxic
#0.00GB Devices and drives (3)
Cindine ) :
Local Dhak (C:) = OVD Drve (D)
= Bl 55 xseFREE EN-US DV
h b Tree t f 493 GE
= Diske 1
Basic Demalun {E:)
593 GB
Cinline ]
Network locations (1)
= LO-ROM O cvogovesmireol(il_share
ovD - CATDEZST) (Y
4393 6B —

Sur les clients Linux, assurez-vous que le démon iSCSI est en cours d’exécution. Une fois les LUN
provisionnés, reportez-vous aux instructions détaillées sur la configuration iISCSI avec Ubuntu comme
exemple ici. Pour vérifier, exécutez Isblk cmd depuis le shell.

0 TYPE MOUNTPOINT

loop [
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: -h
Filesystem s5ize Used Avall UseX Mounted on
& ol 8% Jdev
1.5M 92M 1% frun
53k f

. fdev/shm

fsnap/gnome-3-34-1864 /72

2
/1515

IIII
tk-common - themes
ap-store /547
relg/2128

i 5 iy

snapd /12704

106% fsnapd/1
188X S/snap/corelB
B 1688% apfbare/5s
B 166% fsnap/gtk-common-themes /1519
Sa7TH
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Monter le volume NFS Cloud Volumes ONTAP sur un client Linux

Pour monter le systeme de fichiers Cloud Volumes ONTAP (DIY) a partir de machines virtuelles dans
Google Cloud VMware Engine, suivez les étapes ci-dessous :

Provisionnez le volume en suivant les étapes ci-dessous

1. Dans l'onglet Volumes, cliquez sur Créer un nouveau volume.

2. Sur la page Créer un nouveau volume, sélectionnez un type de volume :

Tt

=@ cvogcvenfsvolo1 ® ONLINE
INFO CAFACITY

Disk Type PD-55D W 6.08 GB
Tiering Policy None Disk Use

3. Dans l'onglet Volumes, placez le curseur de votre souris sur le volume, sélectionnez I'icéne de menu
(°), puis cliquez sur Monter la commande.

Volumes Replications

“O  Mount Volume cvogcvenfsvol01

Go to your Linux machine and enter this mount command

mount 1@.8.6.251:/cvogcventsvolol <dest dir> I_E| Copy

4. Cliquez sur Copier.

5. Connectez-vous a l'instance Linux désignée.

6. Ouvrez un terminal sur l'instance a I'aide d’'un shell sécurisé (SSH) et connectez-vous avec les
informations d’identification appropriées.

7. Créez un répertoire pour le point de montage du volume avec la commande suivante.
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$ sudo mkdir /cvogcvetst

root@nimubu®l:~# sudo mkdir cvogcvetst

8. Montez le volume NFS Cloud Volumes ONTAP dans le répertoire créé a I'étape précédente.

sudo mount 10.0.6.251:/cvogcvenfsvol0l /cvogcvetst

o mount -t nfs 10.0.6.251: fcvogcventsvolOl cvogcvetst

nimubudi

i

root@nimubugi; -

Google Cloud NetApp Volumes (NetApp Volumes)

Google Cloud NetApp Volumes (NetApp Volumes) est un portefeuille complet de services de données
permettant de fournir des solutions cloud avancées. NetApp Volumes prend en charge plusieurs protocoles
d’accés aux fichiers pour les principaux fournisseurs de cloud (prise en charge NFS et SMB).

D’autres avantages et fonctionnalités incluent : la protection et la restauration des données avec Snapshot ;
des fonctionnalités spéciales pour répliquer, synchroniser et migrer les destinations de données sur site ou
dans le cloud ; et des performances élevées et constantes au niveau d’un systeme de stockage flash dédié.

Google Cloud NetApp Volumes (NetApp Volumes) en tant que stockage connecté invité
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Configurer les volumes NetApp avec VMware Engine

Les partages Google Cloud NetApp Volumes peuvent étre montés a partir de machines virtuelles créées
dans I'environnement VMware Engine. Les volumes peuvent également étre montés sur le client Linux et
mappés sur le client Windows, car Google Cloud NetApp Volumes prend en charge les protocoles SMB
et NFS. Les volumes Google Cloud NetApp Volumes peuvent étre configurés en quelques étapes
simples.

Les clouds privés Google Cloud NetApp Volumes et Google Cloud VMware Engine doivent se trouver
dans la méme région.

Pour acheter, activer et configurer Google Cloud NetApp Volumes pour Google Cloud a partir de Google
Cloud Marketplace, suivez ces instructions détaillées."guide" .
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https://cloud.google.com/vmware-engine/docs/quickstart-prerequisites

Créer un volume NFS NetApp Volumes vers le cloud privé GCVE

Pour créer et monter des volumes NFS, procédez comme suit :

1. Accédez aux volumes Cloud a partir des solutions partenaires dans la console cloud Google.

#r
¥

PAOTHER SOLUTIONS

@ RedisEnterprise

«i.  Apache Kafkaan Co._

Darabricks

[l DataStax Astra

4+ Elasticsearch Service
§  MongoDB Atlas

M Meod) Aura Professi_

@ Cloud Volumes >

. Cloud Volumes Volumes 0 cReEATE i DELETE c
B volmes Quiick raference for Clowd Yolumes Private Service Ancess B2 AP 2 Shared WPC suppon 4 Geanidar pesmissions £2
g = Flter Saarch foeveturmes by rame |0, regon, ste. (7] m
@ snepshots Oe o Mame Reglon Zome Zone Redundancy Lifte Cycle Billing Label State Details
B Active Disctones 0O & oacessag testrlzdadl ST wvailable Availanle fof 3
O3d8-codts westd
B volume Replication Jaba-
18575354450
0O & ssomass gepvedod ouroge availablo &ynllanie for
I A-S8E3- et
i
BdddeaThalie
0O & 7oosens gep-ve-dsd Sirne availabis Ayalasie for i
Jelar-Sc3- wasld
5205
5152040681
0O & ecesceso goveds2 e aunilable vallable for s
01 3-deal- wemgtd
s
i HitApp Cloud Visumes Service (5 offered by Netipp, e, a thind party pariner of Google mh

3. Sur la page Creéer un systéme de fichiers, spécifiez le nom du volume et les étiquettes de facturation
comme requis pour les mécanismes de rétrofacturation.
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e Cloud Volumes

B volumes

B Backups
Snapshaots

Aclive Directories
B volume Replication

& Create File System

Volume Name

- Mame *
niIMCVYNFSvolo1

A human readable name used for display purposes

Billing Labels

Label your valumes for billing reports, queries.
Supported with CVS-Performance service type, can be set with CVS service type but not
availahle for billing at this time

-+ ADD LABEL

4. Sélectionnez le service approprié. Pour GCVE, choisissez NetApp Volumes-Performance et le niveau
de service souhaité pour une latence améliorée et des performances supérieures en fonction des
exigences de charge de travail de I'application.

e Cloud Volumes

B volumes

B Backups
Snapshots

[E]  Active Directories
8  volume Replication

&  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV3-Performance.
Select the service type that matches your workload needs. Region availability (2 varies by
service type. Learn more [4

O cvs

Oifers volurmes created with zonal high availability

@® cvs-Performance
Offers 3 performance levels and improved latency 1o address higher performance
appelication requirements.

Volume Replication
[J secondary

Select to create volume as a destination target for volume replication. Applicable only to
CV3S-performance volumes.

5. Spécifiez la région Google Cloud pour le volume et le chemin du volume (le chemin du volume doit
étre unique sur tous les volumes cloud du projet)



Region
Volumes
Region availability varies by service type.

@ Cloud Volumes & Create File System
a
a

Backups - Reglon * _
‘ elrope-west3 * @
Snapshots - )
Volume will be provisioned in the region you select
Active Directories _Aoltime Path# :
‘ nimCVSNFSol01 &
B  volume Replication )

Must be unigue 1o the project.

6. Sélectionnez le niveau de performance du volume.

e Cloud Volumes <  Create File System

B i Service Level

Select the performance level requirad for your workload.

B Backups

® standard
Snapshots Up:to 16 MiB/s per TiB

(O Premium
Active Directories Up to 64 MiB/s per TiB

() Extreme
B volume Replication Up to 128 MiB/s per Tig

Snapshot -

The snapshot 1o create the volume from.

7. Spécifiez la taille du volume et le type de protocole. Dans ce test, NFSv3 est utilisé.

e Cloud Volumes <  Create File System
Volume Details
g volumes - Allocated Capacity * \
1024 GiB
O Backups \
Allocated size must be between 1 TiB (1024 GIiB) and 100 TiB (102400 GiB)
Snapshots . Protocol Type * =
NFsv3 ¥ I
Active Directories -
B volume Replication [[] Make snapshot directory (.snapshot) visible

Makes snapshot directory visible to clients, For NFSv4. 1 volumes (CVS-Performance anly),
the directory itself will nol be listed bul can be accessed lolisl contents, elc

[] Enable LDAP
Enables user look up from AD LDAP sérver for your NFS volumes
8. Dans cette étape, sélectionnez le réseau VPC a partir duquel le volume sera accessible. Assurez-

vous que le peering VPC est en place.
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CONSEIL : si le peering VPC n’a pas été effectué, un bouton contextuel s’affiche pour vous guider a
travers les commandes de peering. Ouvrez une session Cloud Shell et exécutez les commandes
appropriées pour associer votre VPC au producteur Google Cloud NetApp Volumes . Si vous décidez
de préparer le peering VPC a 'avance, reportez-vous a ces instructions.

@ Cloud Volumes

B volumes

B Backups
Snapshols

Active Directories

B  volume Replication

VPC Network Name *
cloud-volumes-vpe -

Create File System

Network Details

[C] shared VPC configuration

Provide the host project name when deploying in a shared VPC service project

Select the VPC Newwork from which the volume will be accessible. This cannot be changed
later

[C] use Custom Address Range

Reserved Address range
nefapp-addresses

9. Gérez les reégles de politique d’exportation en ajoutant les régles appropriées et cochez la case
correspondant a la version NFS correspondante.

Remarque : 'accés aux volumes NFS ne sera pas possible a moins qu’une politique d’exportation ne

soit ajoutée.

. Cloud Volumes

B volumes

B  Backups

B  snapshots

E  Active Direclories
B  volume Replication

Create File System

Export Policy

Rules

Item 1 ~ W .

Alowed Clients 1 *
0.0.0.0/0

Access

(® Read & Write
(O Read Only

Root Access

® on

O ot

Protocol Type (Select at least 1 of the below options)

Must sedect for Prolocol typa NFSvE. Optional for Protocol Type Both. Do not select lor

NFSvd. 1

& Allows Matching Clients far NFSV3

10. Cliquez sur Enregistrer pour créer le volume.

nirnfsdemodsd2
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Montage des exportations NFS vers des machines virtuelles exécutées sur VMware Engine

Avant de préparer le montage du volume NFS, assurez-vous que I'état de peering de la connexion privée
est répertorié comme Actif. Une fois que le statut est Actif, utilisez la commande mount.

Pour monter un volume NFS, procédez comme suit :

1. Dans la console Cloud, accédez a Cloud Volumes > Volumes.
2. Accéder a la page Volumes
3. Cliquez sur le volume NFS pour lequel vous souhaitez monter les exportations NFS.

4. Faites défiler vers la droite, sous Afficher plus, cliquez sur Instructions de montage.

Pour effectuer le processus de montage a partir du systeme d’exploitation invité de la machine virtuelle
VMware, suivez les étapes ci-dessous :

1. Utilisez le client SSH et connectez-vous a la machine virtuelle.
2. Installez le client nfs sur 'instance.

a. Sur une instance Red Hat Enterprise Linux ou SuUSE Linux :

sudo yum install -y nfs-utils
Sur une instance Ubuntu ou Debian

sudo apt-get install nfs-common

3. Créez un nouveau répertoire sur l'instance, tel que « /NimCVSNFSol01 » :

sudo mkdir /nimCVSNFSol01l

W30, 0400

4. Montez le volume a l'aide de la commande appropriée. Un exemple de commande du laboratoire est
ci-dessous :

sudo mount -t nfs -o rw,hard,rsize=65536,wsize=65536,vers=3,tcp
10.53.0.4:/nimCVSNFS0101 /nimCVSNFSol01

,rslze=65536 ,wsilze=65536,vers=3,
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Création et montage d’un partage SMB sur des machines virtuelles exécutées sur VMware Engine

Pour les volumes SMB, assurez-vous que les connexions Active Directory sont configurées avant de
créer le volume SMB.

Active Directory connections CREATE W DELETE c

Create & Windows Active Directony connection (o your exesting AD server. This is a prerequisite step before creating volumes with the SMEB protocol type. Leam more [

T Fer Se f i 7] n
G @ Username Damain DS Sarvers NatBIOE Prefi U Path AD Server Names KDC. 1 Regiza Statun

O & osdminizras mgCverval. com 208,016 nirmgamity N T piter LA in Uso

Une fois la connexion AD en place, créez le volume avec le niveau de service souhaité. Les étapes sont
similaires a la création d’'un volume NFS, sauf que vous sélectionnez le protocole approprié.
1. Dans la console Cloud Volumes, accédez a la page Volumes et cliquez sur Créer.

2. Sur la page Créer un systeme de fichiers, spécifiez le nom du volume et les étiquettes de facturation
comme requis pour les mécanismes de rétrofacturation.

&  Create File System

Volume Name

- Name *
‘ nimCVSMBvol(1

A human readable name used for-display purposes.

Billing Label

Label your volumes for billing reports, queries
Supported with CVS-Parformance service type: can be set with CVS service type but not

available for billing at this time

+ ADD LABEL

3. Sélectionnez le service approprié. Pour GCVE, choisissez NetApp Volumes-Performance et le niveau
de service souhaité pour une latence améliorée et des performances supérieures en fonction des
exigences de la charge de travail.
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¢  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV5-Performance.
Select the service type that matches your workload needs. Hegion availability [ varies by
service type. Learn more [

() cvs

Offers volumes created with zonal high avallability,
(®) CVS-Performance

Offers 3-parformance levels and Improved latency o address higher performance
application requirements.

Volume Replication

[] Secondary
Select to-create volume as a destination target for volume replication. Applicable only to
CVS-performance volumes

4. Spécifiez la région Google Cloud pour le volume et le chemin du volume (le chemin du volume doit
étre unique sur tous les volumes cloud du projet)

&  Create File System

Region

Reglon avallabllity varies by service type,

Region * :
‘ europe-west3 - @

Valume will be provisioned in the region you select

Volume Path *
[ nimCVSMBvol01|

Must be unigque to the project

5. Sélectionnez le niveau de performance du volume.



&  Create File System

Service Level

Select the performance level required for your workload.

(@ Standard

Up to 16 MiB/s per TiB
() Premium

Up to 64 MIB/S per TIE
O Extreme

Up 1o 128 MiB/s per TiB

‘ Snapshot -

The snapshot to create the volume from
6. Spécifiez la taille du volume et le type de protocole. Dans ce test, SMB est utilisé.

&  Create File System

Volume Details

Allocated Capacity *
[ 1024 GiB

Allocated size must be between 1 TiB (1024 GiB) and 100 TiB (1024050 GiB)

Protocol Type *
[ SMB -

[] Make snapshot directory (.snapshot) visible
Makes snapshat directory visible to clients. For NFSv4.1 valumes (CVS-Performance only)
the directory itself will not be listed bt can be accessed 1o list contents; eic

[C] Enable SMB Encryption

Enable this aption only if you require encryption of your SMB data traffic

[C] Enable CA share support for SOL Server, FSLogix
Enable this option only for SQL Server-and F5Logl woarkloads that requlire continuous
avallability.

[] Hide SMB Share

Enable this option to make SMB shares non-browsable

7. Dans cette étape, sélectionnez le réseau VPC a partir duquel le volume sera accessible. Assurez-
vous que le peering VPC est en place.

CONSEIL : si le peering VPC n’a pas été effectué, un bouton contextuel s’affiche pour vous guider a

travers les commandes de peering. Ouvrez une session Cloud Shell et exécutez les commandes
appropriées pour associer votre VPC au producteur Google Cloud NetApp Volumes . Si vous décidez
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de préparer le peering VPC a I'avance, reportez-vous a ces"instructions" .

Network Details

[] Shared VPC configuration

Provide the host project name wnen deploying in 8 shared VPC sgrvice project

VPC Network Name *
[ cloud-volumes-vpe

Select the VPC Network from which the volume will be accessible. This cannat be

later

[[] Use Custom Address Range

Reserved Address range

netapp-addresses

' SHOW SNAPSHOT POLICY

m CANCEL

8. Cliquez sur Enregistrer pour créer le volume.

O & tetssies mmCVEMBI e Evadluhe 10f use cvs Primary Standard
TATET L Pt toimmdancs
28
Mal&aTaze

Pour monter le volume SMB, procédez comme suit :

1. Dans la console Cloud, accédez a Cloud Volumes > Volumes.

2. Accéder a la page Volumes

SME | Viename: SE30 semgveval oo end Y S vl

3. Cliquez sur le volume SMB pour lequel vous souhaitez mapper un partage SMB.

4. Faites défiler vers la droite, sous Afficher plus, cliquez sur Instructions de montage.

Pour effectuer le processus de montage a partir du systéme d’exploitation invité Windows de la machine
virtuelle VMware, suivez les étapes ci-dessous :
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1. Cliquez sur le bouton Démarrer, puis sur Ordinateur.

2. Cliquez sur Connecter un lecteur réseau.

3. Dans la liste des lecteurs, cliquez sur n’importe quelle lettre de lecteur disponible.

4. Dans la zone de dossier, tapez :

\\nimsmb-3830.nimgcveval.com\nimCVSMBvol01l


https://cloud.google.com/architecture/partners/netapp-cloud-volumes/setting-up-private-services-access?hl=en

&L Map Network Drive

What network folder would you like to map?

Specify the dnve letter for the connection and the folder that you want to connect to:

Drove: i3 w
Folder: |IE-1E'.53.DJ'-.nJmc'.-:.ml:|-.-{:IE:I - Browse...
Example: \\serverishare

[+ Beconnect at sign-in
[] Connect using different credentials

Connect to g Web ste that vou can use to store vour decuments and pictures.

Pour vous connecter a chaque fois que vous vous connectez a votre ordinateur, cochez la case Se
reconnecter a la connexion.

5. Cliquez sur Terminer.

nimovsmbealdl (1 10.53.04) () ==
i Shiare View
r- - B This PC » nimovsmbeolld] (\W10,53.04) (Z:) w search nimcovembyn

MName Date modihed Type Size

fool 11/1/2001 T3 AM  File foldes
food 12021 T:28 AM File folder
foo3 /2021 T:38 AM File folder

| nimgevevaltesting bt 117172021 28 AM  Test Document 0 KE

Résumeé et conclusion : Pourquoi choisir NetApp Hybrid
Multicloud avec VMware ?

NetApp Cloud Volumes ainsi que les solutions VMware pour les principaux hyperscalers
offrent un grand potentiel aux organisations qui cherchent a tirer parti du cloud hybride.
Le reste de cette section fournit les cas d’utilisation qui montrent que l'intégration de
NetApp Cloud Volumes permet de véritables capacités multicloud hybrides.

Cas d’utilisation n°1 : Optimisation du stockage

Lors de I'exécution d’'un exercice de dimensionnement a I'aide de la sortie RVtools, il est toujours évident que
I'échelle de puissance (vVCPU/vMem) est parallele au stockage. Souvent, les organisations se retrouvent dans
une situation ou I'espace de stockage requis augmente la taille du cluster bien au-dela de ce qui est
nécessaire en termes de puissance.

En intégrant NetApp Cloud Volumes, les organisations peuvent réaliser une solution cloud basée sur vSphere

avec une approche de migration simple, sans changement de plate-forme, sans changement d’IP et sans
changement d’architecture. De plus, cette optimisation vous permet de faire évoluer 'empreinte de stockage
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tout en conservant le nombre d’hétes au minimum requis dans vSphere, mais sans modifier la hiérarchie de
stockage, la sécurité ou les fichiers mis a disposition. Cela vous permet d’optimiser le déploiement et de
réduire le colt total de possession global de 35 a 45 %. Cette intégration vous permet également de faire
évoluer le stockage du stockage a chaud vers des performances de niveau production en quelques secondes.

Cas d’utilisation n° 2 : Migration vers le cloud

Les organisations sont soumises a la pression de migrer des applications des centres de données sur site vers
le cloud public pour de multiples raisons : une expiration de bail imminente ; une directive financiere visant a
passer des dépenses d’investissement (capex) aux dépenses opérationnelles (opex) ; ou simplement un
mandat descendant visant a tout déplacer vers le cloud.

Lorsque la vitesse est essentielle, seule une approche de migration rationalisée est envisageable, car la
refonte et |la refactorisation des applications pour s’adapter a la plateforme laaS particuliére du cloud sont
lentes et colteuses, prenant souvent des mois. En combinant NetApp Cloud Volumes avec la réplication
SnapMirror a faible consommation de bande passante pour le stockage connecté aux invités (y compris les
RDM en conjonction avec des copies Snapshot cohérentes avec les applications et HCX, la migration
spécifique au cloud (par exemple Azure Migrate) ou des produits tiers pour la réplication des machines
virtuelles), cette transition est encore plus simple que de s’appuyer sur des mécanismes de filtres d’'E/S
chronophages.

Cas d’utilisation n° 3 : extension du centre de données

Lorsqu’un centre de données atteint ses limites de capacité en raison de pics de demande saisonniers ou
simplement d’'une croissance organique constante, le passage a VMware hébergé dans le cloud avec NetApp
Cloud Volumes est une solution simple. L'utilisation de NetApp Cloud Volumes permet de créer, de répliquer et
d’étendre le stockage trés facilement en offrant une haute disponibilité dans toutes les zones de disponibilité et
des capacités de mise a I'échelle dynamique. L'utilisation de NetApp Cloud Volumes permet de minimiser la
capacité du cluster héte en surmontant le besoin de clusters extensibles.

Cas d’utilisation n° 4 : Reprise aprés sinistre dans le cloud

Dans une approche traditionnelle, en cas de sinistre, les machines virtuelles répliquées dans le cloud
nécessiteraient une conversion vers la propre plateforme d’hyperviseur du cloud avant de pouvoir étre
restaurées — une tache qui ne doit pas étre gérée en cas de crise.

En utilisant NetApp Cloud Volumes pour le stockage connecté aux invités a I'aide de la réplication SnapCenter
et SnapMirror sur site ainsi que des solutions de virtualisation de cloud public, une meilleure approche de
reprise apres sinistre peut étre congue, permettant aux répliques de machines virtuelles d’étre récupérées sur
une infrastructure VMware SDDC entieérement cohérente avec des outils de récupération spécifiques au cloud
(par exemple, Azure Site Recovery) ou des outils tiers équivalents tels que Veeam. Cette approche vous
permet également d’effectuer rapidement des exercices de reprise apres sinistre et de récupération aprés un
ransomware. Cela vous permet également de passer a une production compléte pour les tests ou en cas de
sinistre en ajoutant des hotes a la demande.

Cas d’utilisation n° 5 : Modernisation des applications

Une fois les applications dans le cloud public, les organisations voudront profiter des centaines de services
cloud puissants pour les moderniser et les étendre. Avec I'utilisation de NetApp Cloud Volumes, la
modernisation est un processus simple car les données d’application ne sont pas verrouillées dans vSAN et
permettent la mobilité des données pour un large éventail de cas d’utilisation, y compris Kubernetes.
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Conclusion

Que vous cibliez un cloud entierement cloud ou hybride, NetApp Cloud Volumes offre d’excellentes options
pour déployer et gérer les charges de travail des applications ainsi que les services de fichiers et les
protocoles de blocs tout en réduisant le colt total de possession en rendant les exigences de données
transparentes pour la couche applicative.

Quel que soit le cas d’utilisation, choisissez votre cloud/hyperscaler préféré avec NetApp Cloud Volumes pour
une réalisation rapide des avantages du cloud, une infrastructure et des opérations cohérentes sur site et sur
plusieurs clouds, une portabilité bidirectionnelle des charges de travail et une capacité et des performances de
niveau entreprise.

Il s’agit du méme processus et des mémes procédures familiers qui sont utilisés pour connecter le stockage.

N’oubliez pas que c’est simplement la position des données qui a changé avec les nouveaux noms ; les outils
et les processus restent tous les mémes et NetApp Cloud Volumes aide a optimiser le déploiement global.
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