Anthos avec NetApp

NetApp container solutions

NetApp
January 25, 2026

This PDF was generated from https://docs.netapp.com/fr-fr/netapp-solutions-containers/anthos/anthos-
solution-overview.html on January 25, 2026. Always check docs.netapp.com for the latest.



Sommaire

Anthos avec NetApp
NVA-1165 : Anthos avec NetApp
Cas d'utilisation
Valeur commerciale
Apergu de la technologie
Options de configuration avancées
Matrice de support actuelle pour les versions validées
En savoir plus sur Anthos
Présentation d’Anthos
Clusters Anthos sur VMware
Anthos sur métal nu
Systemes de stockage NetApp
Présentation du stockage NetApp
NetApp ONTAP
Intégrations de stockage NetApp
Présentation de l'intégration du stockage NetApp
Présentation de Trident
Options de configuration avancées
Options de configuration avancées
Explorer les options d’équilibrage de charge
Validation de la solution et cas d’utilisation
Déployer une application depuis Google Cloud Console Marketplace
Ou trouver des informations supplémentaires

A N DNDNMNDNMNDN-_2 2«2 A -



Anthos avec NetApp
NVA-1165 : Anthos avec NetApp

Banu Sundhar et Suresh Thoppay, NetApp

Ce document de référence fournit la validation du déploiement de la solution Anthos avec
NetApp par NetApp et nos partenaires d’ingénierie lorsqu’elle est déployée dans
plusieurs environnements de centres de données. Il détaille également I'intégration du
stockage avec les systemes de stockage NetApp en utilisant I'orchestrateur de stockage
Trident pour la gestion du stockage persistant. Enfin, nous explorons et documentons un
certain nombre de validations de solutions et de cas d’utilisation réels.

Cas d’utilisation

La solution Anthos avec NetApp est congue pour offrir une valeur exceptionnelle aux clients avec les cas
d’utilisation suivants :

* Environnement Anthos facile a déployer et a gérer déployé a I'aide du bmct1 outil sur métal nu ou le
gkectl outil sur VMware vSphere.

» Puissance combinée du conteneur d’entreprise et des charges de travail virtualisées avec Anthos
déployées virtuellement sur vSphere ou sur du bare metal avec "kubevirt" .

» Configuration et cas d’utilisation réels mettant en évidence les fonctionnalités d’Anthos lorsqu’elles sont
utilisées avec le stockage NetApp et Trident, I'orchestrateur de stockage open source pour Kubernetes.

Valeur commerciale

Les entreprises adoptent de plus en plus les pratiques DevOps pour créer de nouveaux produits, raccourcir les
cycles de publication et ajouter rapidement de nouvelles fonctionnalités. En raison de leur nature agile innée,
les conteneurs et les microservices jouent un role crucial dans le soutien des pratiques DevOps. Cependant, la
pratique de DevOps a I'échelle de la production dans un environnement d’entreprise présente ses propres
défis et impose certaines exigences a l'infrastructure sous-jacente, telles que les suivantes :

» Haute disponibilité a toutes les couches de la pile

* Facilité des procédures de déploiement

» Opérations et mises a niveau non perturbatrices

* Infrastructure pilotée par API et programmable pour suivre I'agilité des microservices

» Multilocation avec garanties de performance

» La capacité d’exécuter simultanément des charges de travail virtualisées et conteneurisées

+ La capacité de faire évoluer l'infrastructure de maniére indépendante en fonction des demandes de charge

de travail

La solution Anthos avec NetApp reconnait ces défis et présente une solution qui permet de répondre a chaque
préoccupation en mettant en ceuvre le déploiement entierement automatisé d’Anthos sur site dans
'environnement de centre de données choisi par le client.


https://cloud.google.com/anthos/clusters/docs/bare-metal/1.9/how-to/vm-workloads

Apercu de la technologie

La solution Anthos avec NetApp comprend les principaux composants suivants :

Anthos sur site

Anthos On Prem est une plateforme Kubernetes d’entreprise entierement prise en charge qui peut étre
déployée dans I'hyperviseur VMware vSphere ou sur une infrastructure bare metal de votre choix.

Pour plus d’informations sur Anthos, consultez le site Web d’Anthos situé "ici" .

Systémes de stockage NetApp

NetApp dispose de plusieurs systemes de stockage parfaits pour les centres de données d’entreprise et les
déploiements de cloud hybride. Le portefeuille NetApp comprend NetApp ONTAP, Cloud Volumes ONTAP,
Google Cloud NetApp Volumes, Azure NetApp Files, FSx ONTAP pour les systemes de stockage NetApp
ONTAP , qui peuvent tous fournir un stockage persistant pour les applications conteneurisées.

Pour plus d’informations, visitez le site Web de NetApp "ici" .

Intégrations de stockage NetApp

Trident est un orchestrateur de stockage open source et entierement pris en charge pour les conteneurs et les
distributions Kubernetes, y compris Anthos.

Pour plus d’informations, visitez le site Web de Trident "ici" .

Options de configuration avancées

Cette section est dédiée aux personnalisations que les utilisateurs réels devront probablement effectuer lors du
déploiement de cette solution en production, comme la création d’un registre d’images privé dédié ou le
déploiement d’instances d’équilibreur de charge personnalisées.

Matrice de support actuelle pour les versions validées

Voir "ici" pour la matrice de support des versions validées.

En savoir plus sur Anthos

Présentation d’Anthos

Anthos avec NetApp est une architecture cloud hybride vérifiée et conforme aux
meilleures pratiques pour le déploiement d’'un environnement Google Kubernetes Engine
(GKE) sur site de maniere fiable et fiable. Ce document de référence d’architecture
vérifiée NetApp sert a la fois de guide de conception et de validation de déploiement de
la solution Anthos avec NetApp déployée dans des environnements bare metal et
virtuels. L’architecture décrite dans ce document a été validée par des experts en la
matiére chez NetApp et Google Cloud pour offrir les avantages de I'exécution d’Anthos
dans I'environnement de votre centre de données d’entreprise.


https://cloud.google.com/anthos
https://www.netapp.com
https://docs.netapp.com/us-en/trident/index.html
https://cloud.google.com/anthos/docs/resources/partner-storage#netapp

Anthos

Anthos est une solution de centre de données Kubernetes en cloud hybride qui permet aux organisations de
construire et de gérer des infrastructures de cloud hybride modernes tout en adoptant des flux de travail agiles
axeés sur le développement d’applications. Anthos on VMware, une solution basée sur des technologies open
source, s’exécute sur site dans une infrastructure basée sur VMware vSphere, qui peut se connecter et
interagir avec Anthos GKE dans Google Cloud. L'adoption de conteneurs, de services mesh et d’autres
technologies transformationnelles permet aux organisations de bénéficier de cycles de développement
d’applications cohérents et de charges de travail prétes pour la production dans des environnements locaux et
basés sur le cloud. La figure suivante illustre la solution Anthos et la maniére dont un déploiement dans un
centre de données sur site s’interconnecte a l'infrastructure dans le cloud.

Pour plus d’informations sur Anthos, consultez le site Web d’Anthos situé "ici" .

Anthos fournit les fonctionnalités suivantes :

Gestion de la configuration d’Anthos. Automatise la politique et la sécurité des déploiements
Kubernetes hybrides.

Anthos Service Mesh. Améliore I'observabilité, la sécurité et le contrdle des applications avec un maillage
de services optimisé par Istio.

Google Cloud Marketplace pour les applications Kubernetes. Un catalogue d’applications
conteneurisées organisées disponibles pour un déploiement facile.

* Migrer pour Anthos. Migration automatique des services physiques et des machines virtuelles des locaux
vers le cloud.

Pilote de pile. Service de gestion proposé par Google pour la journalisation et la surveillance des
instances cloud.
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https://cloud.google.com/anthos

Méthodes de déploiement pour Anthos

Clusters Anthos sur VMware

Les clusters Anthos déployés dans les environnements VMware vSphere sont faciles a déployer, a entretenir
et a mettre a I'’échelle rapidement pour la plupart des charges de travail Kubernetes des utilisateurs finaux.

Pour plus d’informations sur les clusters Anthos sur VMware, déployés avec NetApp, veuillez visiter la
page"ici” .

Anthos sur métal nu

Les clusters Anthos déployés sur des serveurs bare metal sont indépendants du matériel et vous permettent
de sélectionner une plate-forme de calcul optimisée pour votre cas d’utilisation personnalisé.

Pour plus d’informations sur Anthos sur les clusters bare metal déployés avec NetApp, visitez"ici" .

Clusters Anthos sur VMware

Les clusters Anthos sur VMware sont une extension de Google Kubernetes Engine
déployée dans le centre de données privé d’un utilisateur final. Une organisation peut
déployer les mémes applications congues pour s’exécuter dans des conteneurs dans
Google Cloud dans des clusters Kubernetes sur site. Les clusters Anthos sur VMware
peuvent étre déployés dans un environnement VMware vSphere existant dans votre
centre de données, ce qui peut permettre de réduire les dépenses d’investissement et de
permettre des opérations de déploiement et de mise a I'’échelle plus rapides.

Le déploiement des clusters Anthos sur VMware comprend les composants suivants :
* Poste de travail d’administration Anthos. Un hote de déploiement a partir duquel gkectl et kubectl

des commandes peuvent étre exécutées pour déployer et interagir avec les déploiements Anthos.

 Cluster d’administration. Le cluster initial déployé lors de la configuration des clusters Anthos sur
VMware. Ce cluster gére toutes les actions du cluster utilisateur subordonné, y compris le déploiement, la
mise a I'échelle et la mise a niveau.

 Cluster d’utilisateurs. Chaque cluster d’utilisateurs est déployé avec sa propre instance ou partition
d’équilibrage de charge, ce qui lui permet d’agir comme un cluster Kubernetes autonome pour des
utilisateurs ou des groupes individuels, contribuant ainsi a obtenir une multilocation compléte.

Le graphique suivant est une description d’'un déploiement Anthos-clusters-on-VMware.
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Les clusters Anthos sur VMware offrent les avantages suivants :

* Multilocation avancée. Chaque utilisateur final peut se voir attribuer son propre cluster d’utilisateurs,
déployé avec les ressources virtuelles nécessaires a son propre environnement de développement.

« Economies de colts. Les utilisateurs finaux peuvent réaliser des économies de codts significatives en
déployant plusieurs clusters d’utilisateurs dans le méme environnement physique et en utilisant leurs
propres ressources physiques pour leurs déploiements d’applications au lieu de provisionner des
ressources dans leur environnement Google Cloud ou sur de grands clusters bare metal.

» Développer puis publier. Les déploiements sur site peuvent étre utilisés pendant que les applications
sont en cours de développement, ce qui permet de tester les applications dans la confidentialité d’'un

centre de données local avant de les rendre accessibles au public dans le cloud.

* Exigences de sécurité. Les clients ayant des préoccupations accrues en matiére de sécurité ou des
ensembles de données sensibles qui ne peuvent pas étre stockés dans le cloud public peuvent exécuter
leurs applications depuis la sécurité de leurs propres centres de données, répondant ainsi aux exigences

organisationnelles.

VMware vSphere

VMware vSphere est une plate-forme de virtualisation permettant de gérer de maniére centralisée un grand

nombre de serveurs et de réseaux virtualisés exécutés sur I’hyperviseur ESXi.

Pour plus d’informations sur VMware vSphere, consultez le "Site Web de VMware vSphere" .

VMware vSphere offre les fonctionnalités suivantes :

« Serveur VMware vCenter. VMware vCenter Server fournit une gestion unifiée de tous les hétes et
machines virtuelles a partir d’'une console unique et regroupe la surveillance des performances des

clusters, des hotes et des machines virtuelles.



https://www.vmware.com/products/vsphere.html

* VMware vSphere vMotion. VMware vCenter vous permet de migrer a chaud des machines virtuelles
entre les noeuds du cluster sur demande et de maniére non perturbatrice.

» vSphere Haute Disponibilité. Pour éviter toute interruption en cas de panne de I'héte, VMware vSphere
permet de regrouper les hotes en cluster et de les configurer pour une haute disponibilité. Les machines
virtuelles perturbées par une panne d’héte sont redémarrées rapidement sur d’autres hétes du cluster,
restaurant ainsi les services.

* Planificateur de ressources distribuées (DRS). Un cluster VMware vSphere peut étre configuré pour
équilibrer la charge des besoins en ressources des machines virtuelles qu’il héberge. Les machines
virtuelles présentant des conflits de ressources peuvent étre migrées a chaud vers d’autres nceuds du
cluster pour garantir que suffisamment de ressources sont disponibles.

Configuration matérielle requise

Calculer

Google Cloud demande périodiquement une validation mise a jour des plates-formes de serveurs partenaires
avec les nouvelles versions d’Anthos via son programme partenaire de plate-forme Anthos Ready. Une liste
des plates-formes de serveur actuellement validées et des versions d’Anthos prises en charge est disponible.

"ici" .

Systéme opérateur

Les clusters Anthos sur VMware peuvent étre déployés dans les environnements vSphere 7 et 8 choisis par le
client pour s’adapter a son infrastructure de centre de données actuelle.

Le tableau suivant contient une liste des versions de vSphere qui ont été utilisées par NetApp et nos
partenaires pour valider la solution.

Systéme opérateur Libérer Versions d’Anthos

\VVCenter 8.0.1 1,28

Matériel supplémentaire

Pour compléter le déploiement d’Anthos avec NetApp en tant que solution entierement validée, des
composants de centre de données supplémentaires pour la mise en réseau et le stockage ont été testés par
NetApp et nos ingénieurs partenaires.

Le tableau suivant contient des informations sur ces composants d’infrastructure supplémentaires.

Fabricant Composant matériel

Mellanox commutateur (réseau de données)
Cisco commutateur (réseau de gestion)
NetApp Systéme de stockage AFF

Logiciels supplémentaires

Le tableau suivant inclut une liste des versions logicielles déployées dans I'environnement de validation.


https://cloud.google.com/anthos/docs/resources/partner-platforms

Fabricant Nom du logiciel Version

NetApp ONTAP 9.121

NetApp Trident 24.02.0

Lors de la validation de la plateforme Anthos Ready effectuée par NetApp, 'environnement de laboratoire a été

construit sur la base du diagramme suivant, ce qui nous a permis de tester plusieurs scénarios a I'aide de
différents backends de stockage NetApp ONTAP .
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Ressources de soutien a l'infrastructure réseau

Linfrastructure suivante doit étre en place avant le déploiement d’Anthos :

* Au moins un serveur DNS fournissant une résolution compléte du nom d’héte accessible depuis le réseau
de gestion en bande et le réseau VM.

* Au moins un serveur NTP accessible depuis le réseau de gestion en bande et le réseau VM.

» Un serveur DHCP disponible pour fournir des baux d’adresses réseau a la demande si les clusters doivent
évoluer de maniere dynamique.

« (Facultatif) Connectivité Internet sortante pour le réseau de gestion en bande et le réseau VM.
Bonnes pratiques pour les déploiements de production

Cette section répertorie plusieurs bonnes pratiques qu’une organisation doit prendre en compte avant de
déployer cette solution en production.



Déployer Anthos sur un cluster ESXi d’au moins trois nceuds

Bien qu’il soit possible d’installer Anthos dans un cluster vSphere de moins de trois nceuds a des fins de
démonstration ou d’évaluation, cela n’est pas recommandé pour les charges de travail de production. Bien que
deux nceuds permettent une haute disponibilité de base et une tolérance aux pannes, une configuration de
cluster Anthos doit étre modifiée pour désactiver I'affinité d’héte par défaut, et cette méthode de déploiement
n’est pas prise en charge par Google Cloud.

Configurer I'affinité de la machine virtuelle et de I’hé6te

La distribution des nceuds de cluster Anthos sur plusieurs nceuds d’hyperviseur peut étre réalisée en activant
I'affinité entre la machine virtuelle et I'héte.

L affinité ou I'anti-affinité est un moyen de définir des régles pour un ensemble de machines virtuelles et/ou
d’hétes qui déterminent si les machines virtuelles s’exécutent ensemble sur le méme héte ou sur des hétes du
groupe ou sur des hétes différents. Il est appliqué aux machines virtuelles en créant des groupes d’affinité
constitués de machines virtuelles et/ou d’h6tes avec un ensemble de parametres et de conditions identiques.
Selon que les machines virtuelles d’'un groupe d’affinité s’exécutent sur le méme hote ou sur les mémes hotes
du groupe ou séparément sur des hotes différents, les paramétres du groupe d’affinité peuvent définir une
affinité positive ou une affinité négative.

Pour configurer les groupes d’affinité, consultez le lien approprié ci-dessous pour votre version de VMware
vSphere.
* "Documentation vSphere 9.0 : Utilisation des regles d’affinité DRS"

+ "vSphere 7.0 Documentation : Utilisation des regles d’affinité DRS"

Anthos dispose d’une option de configuration dans chaque individu cluster. yaml fichier pour
créer automatiquement des regles d’affinité de noeud qui peuvent étre activées ou désactivées
en fonction du nombre d’hétes ESXi dans votre environnement.

Anthos sur métal nu

Les capacités indépendantes du matériel d’Anthos sur bare metal vous permettent de
sélectionner une plate-forme de calcul optimisée pour votre cas d’utilisation personnalisé
et offrent également de nombreux avantages supplémentaires.

Avantages

Les capacités indépendantes du matériel d’Anthos sur bare metal vous permettent de sélectionner une plate-
forme de calcul optimisée pour votre cas d’utilisation personnalisé et offrent également de nombreux
avantages supplémentaires.

En voici quelques exemples :
» Apportez votre propre serveur. Vous pouvez utiliser des serveurs adaptés a votre infrastructure existante

pour réduire les dépenses d’investissement et les colts de gestion.

» Apportez votre propre systéme d’exploitation Linux. En choisissant le systéme d’exploitation Linux sur
lequel vous souhaitez déployer votre environnement Anthos sur bare metal, vous pouvez vous assurer que
I'environnement Anthos s’intégre parfaitement a votre infrastructure et a vos schémas de gestion existants.

» Performances améliorées et cout réduit. Sans nécessiter d’hyperviseur, les clusters Anthos sur bare
metal nécessitent un acceés direct aux ressources matérielles du serveur, y compris les périphériques


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/9-0/vsphere-resource-management/using-drs-clusters-to-manage-resources/using-vm-host-affinity-rules.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/7-0/vsphere-resource-management/using-drs-clusters-to-manage-resources/using-vm-host-affinity-rules.html

matériels optimisés en termes de performances comme les GPU.

« Performances réseau améliorées et latence réduite. Etant donné que les nceuds de serveur Anthos sur
bare metal sont directement connectés a votre réseau sans couche d’abstraction virtualisée, ils peuvent
étre optimisés pour une faible latence et des performances faibles.

Configuration matérielle requise

Calculer

Google Cloud demande périodiquement une validation mise a jour des plates-formes de serveurs partenaires
avec les nouvelles versions d’Anthos via son programme partenaire de plate-forme Anthos Ready. Une liste
des plates-formes de serveur actuellement validées et des versions d’Anthos prises en charge est disponible.

ICI" .

Le tableau suivant contient les plates-formes de serveur qui ont été testées par NetApp et les ingénieurs
partenaires de NetApp pour la validation d’Anthos sur des déploiements bare metal.

Fabricant Faire Modéle
Cisco UucCs B200 M5
HPE Proliant DL360

Systéme opérateur

Les nceuds Anthos sur bare metal peuvent étre configurés avec plusieurs distributions Linux différentes
choisies par le client pour s’adapter a son infrastructure de centre de données actuelle.

Le tableau suivant contient une liste des systémes d’exploitation Linux qui ont été utilisés par NetApp et nos
partenaires pour valider la solution.

Systéme opérateur Libérer Versions d’Anthos
CentOS 8.4.2105 1,14
Red Hat Enterprise Linux 8,4 1,14
Ubuntu 18.04.5 LTS (avec noyau 5.4.0-81- 1,14
generic)
Ubuntu 20.04.2 LTS 1,14

Matériel supplémentaire

Pour compléter le déploiement d’Anthos sur bare metal en tant que solution entierement validée, des
composants de centre de données supplémentaires pour la mise en réseau et le stockage ont été testés par
NetApp et nos ingénieurs partenaires.

Le tableau suivant contient des informations sur ces composants d’infrastructure supplémentaires.

Fabricant Nom du matériel Modeéle
Cisco Lien C9336C-FX2
NetApp AFF A250, A220


https://cloud.google.com/anthos/docs/resources/partner-platforms

Logiciels supplémentaires

Le tableau suivant inclut une liste des versions logicielles supplémentaires déployées dans I'environnement de
validation.

Fabricant Nom du logiciel Version
Cisco NXOS 9.3(5)
NetApp ONTAP 9.11.1P4
NetApp Trident 23.01.0

Lors de la validation de la plateforme Anthos Ready réalisée par NetApp et notre équipe partenaire chez World
Wide Technology (WWT), 'environnement de laboratoire a été construit sur la base du diagramme suivant, ce
qui nous a permis de tester la fonctionnalité de chaque type de serveur, systeme d’exploitation, périphériques
réseau et systémes de stockage déployés dans la solution.

Anthos BareMetal Physical Hardware and Network Diagram

D5 and Verson details:

MetApp Storage System =
| ] Cléco NXOS 9.3(5)

NETAPP OPTAP 9 BRCL

Anthos Master Node
RHEL 8.4
L ousn | Cisca G220 M5SX ol -

Anthos Worker Node

M
enslfl _ ensifi

enslfl

CENTOS 8.4.2105

UBUNTU 18.04.1 LTS

UBUNTY 20.04.5LTS

enslid T enslii

é Anthos

10



— MetApp AZSD
Pr— 100254, 111 126026
% Router | DHCP | DNS | 1 1054, 111 200026
oo
i @ =
10.264.111.183 Em
8 admin
& - — Hﬁ weikstation
10.254.111.90 Cluster VIF E‘ = " 1054111121026
10.254.111 91 Ingress IP ﬁ .
ES
L A
b
Management Metwork
| 10254111 64126
admin-masier p—
Eareieial 10254101, Barefderal 10,254 llfh I~ |
Loadbatancer Bundled I
b naded
2 10,264 1111
maded
Sl 10.254 110
Barefdetal naded =——
10,264 119 .5

Cet environnement multi-OS montre l'interopérabilité avec les versions de systeme

@ d’exploitation prises en charge pour la solution Anthos-on-bare-metal. Nous prévoyons que les
clients se normaliseront sur un ou un sous-ensemble de systémes d’exploitation pour leur
déploiement.

Ressources de soutien aux infrastructures

Linfrastructure suivante doit étre en place avant le déploiement d’Anthos sur bare metal :
* Au moins un serveur DNS qui fournit une résolution compléte du nom d’héte accessible depuis le réseau
de gestion.
* Au moins un serveur NTP accessible depuis le réseau de gestion.

+ (Facultatif) Connectivité Internet sortante pour le réseau de gestion en bande.

(D Il existe une vidéo de démonstration d’'un déploiement Anthos sur bare metal dans la section
Vidéos et démos de ce document.
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Systémes de stockage NetApp

Présentation du stockage NetApp

NetApp dispose de plusieurs plates-formes de stockage qualifiées avec notre Trident
Storage Orchestrator pour provisionner le stockage des applications déployées en tant
que conteneurs.
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BUILD
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* Les systemes AFF et FAS exécutent NetApp ONTAP et fournissent un stockage pour les cas d’utilisation
basés sur des fichiers (NFS) et basés sur des blocs (iSCSI).

* Cloud Volumes ONTAP et ONTAP Select offrent respectivement les mémes avantages dans le cloud et
dans I'espace virtuel.

* Google Cloud NetApp Volumes (GCP) et Azure NetApp Files fournissent un stockage basé sur des fichiers
dans le cloud.

* Amazon FSx ONTAP est un service entierement géré sur AWS qui fournit un stockage pour les cas
d’utilisation basés sur des fichiers.

Chaque systéme de stockage du portefeuille NetApp peut faciliter a la fois la gestion des
@ données et le déplacement entre les sites sur site et le cloud, garantissant que vos données se
trouvent Ia ou se trouvent vos applications.

NetApp ONTAP

NetApp ONTAP est un puissant outil logiciel de stockage doté de fonctionnalités telles
qgu’une interface graphique intuitive, des APl REST avec intégration d’automatisation, des
analyses preédictives et des mesures correctives basées sur I'lA, des mises a niveau
matérielles non perturbatrices et une importation inter-stockage.

Pour plus d’informations sur le systéme de stockage NetApp ONTAP , visitez le "Site Web NetApp ONTAP" .
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ONTAP offre les fonctionnalités suivantes :

» Un systeme de stockage unifié avec accés simultané aux données et gestion des protocoles NFS, CIFS,
iISCSI, FC, FCoE et FC-NVMe.

« Différents modéles de déploiement incluent des configurations matérielles entierement flash, hybrides et
entierement HDD sur site ; des plates-formes de stockage basées sur des machines virtuelles sur un
hyperviseur pris en charge tel quONTAP ONTAP Select; et dans le cloud sous Cloud Volumes ONTAP.

« Efficacité de stockage des données accrue sur les systemes ONTAP avec prise en charge de la
hiérarchisation automatique des données, de la compression des données en ligne, de la déduplication et
du compactage.

» Stockage basé sur la charge de travail et contrélé par la qualité de service.

* Intégration transparente avec un cloud public pour la hiérarchisation et la protection des données. ONTAP
offre également des fonctionnalités robustes de protection des données qui le distinguent dans n’importe
quel environnement :

o * Copies instantanées NetApp .* Une sauvegarde rapide et ponctuelle des données utilisant une
quantité minimale d’espace disque sans surcharge de performances supplémentaire.

> * NetApp SnapMirror.* Met en miroir les copies instantanées des données d’un systéme de stockage
vers un autre. ONTAP prend également en charge la mise en miroir des données sur d’autres plates-
formes physiques et services cloud natifs.

o

* NetApp SnapLock.* Gestion efficace des données non réinscriptibles en les écrivant sur des volumes
spéciaux qui ne peuvent pas étre écrasés ou effacés pendant une période déterminée.

o

* NetApp SnapVault.* Sauvegarde les données de plusieurs systémes de stockage vers une copie
instantanée centrale qui sert de sauvegarde pour tous les systémes désignés.

o

* NetApp SyncMirror.* Fournit une mise en miroir en temps réel au niveau RAID des données sur deux
plex de disques différents connectés physiquement au méme controleur.

o

* NetApp SnapRestore.* Fournit une restauration rapide des données sauvegardées a la demande a
partir de copies instantanées.

o

* NetApp FlexClone.* Fournit le provisionnement instantané d’'une copie entiérement lisible et
inscriptible d’un volume NetApp basé sur une copie Snapshot.

Pour plus d’informations sur ONTAP, consultez le "Centre de documentation ONTAP 9" .

@ NetApp ONTAP est disponible sur site, virtualisé ou dans le cloud.
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Plateformes NetApp

NetApp AFF/ FAS

NetApp fournit des plates-formes de stockage robustes entierement flash (AFF) et hybrides évolutives (FAS),
congues sur mesure avec des performances a faible latence, une protection des données intégrée et une prise
en charge multiprotocole.

Les deux systemes sont alimentés par le logiciel de gestion de données NetApp ONTAP, le logiciel de gestion
de données le plus avancé du secteur pour une gestion du stockage simplifiée, intégrée au cloud et hautement
disponible afin de fournir la vitesse, I'efficacité et la sécurité de niveau entreprise dont votre infrastructure de
données a besoin.

Pour plus d’informations sur les plateformes NETAPP AFF et FAS , cliquez sur "ici" .

ONTAP Select

ONTAP Select est un déploiement défini par logiciel de NetApp ONTAP qui peut étre déployé sur un
hyperviseur dans votre environnement. Il peut étre installé sur VMware vSphere ou sur KVM et offre toutes les
fonctionnalités et I'expérience d’'un systeme ONTAP basé sur le matériel.

Pour plus d’informations sur ONTAP Select, cliquez sur "ici" .

Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP est une version déployée dans le cloud de NetApp ONTAP disponible pour
étre déployée dans un certain nombre de clouds publics, notamment : Amazon AWS, Microsoft Azure et
Google Cloud.

Pour plus d’informations sur Cloud Volumes ONTAP, cliquez sur "ici" .
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Intégrations de stockage NetApp

Présentation de l'intégration du stockage NetApp

NetApp fournit un certain nombre de produits qui aident nos clients a orchestrer et a
gérer des données persistantes dans des environnements basés sur des conteneurs
comme Anthos.

Programme de partenariat de stockage Anthos Ready.

Google Cloud demande périodiquement une validation mise a jour des intégrations de stockage des
partenaires avec les nouvelles versions d’Anthos via son programme de partenariat de stockage Anthos
Ready. Une liste des solutions de stockage actuellement validées, des pilotes CSI, des fonctionnalités
disponibles et des versions d’Anthos prises en charge est disponible. "ici" .

NetApp a maintenu une conformité réguliére sur une base trimestrielle avec les demandes de validation de
notre orchestrateur de stockage compatible Trident CSI et de notre systéme de stockage ONTAP avec les
versions d’Anthos.

Le tableau suivant contient les versions d’Anthos testées par NetApp et les ingénieurs partenaires de NetApp
pour la validation des pilotes CSI et des ensembles de fonctionnalités NetApp Trident dans le cadre du
programme partenaire de stockage Anthos Ready :

Type de Version Systeme de Version Trident  Protocole Caractéristiques
déploiement stockage

VMware 1,28 ONTAP 9.12.1 24,02 NAS Multiwriter,
extension de
volume,
instantanés,
PVCDataSource

VMware 1,28 ONTAP 9.12.1 24,02 SAN Bloc brut,
extension de
volume,
instantanés,
PVCDataSource

VMware 1,15 ONTAP 9.12.1 23,04 NAS Multiwriter,
extension de
volume,
instantanés,
PVCDataSource

VMware 1,15 ONTAP 9.12.1 23,04 SAN Bloc brut,
extension de
volume,
instantanés,
PVCDataSource

VMware 1,14 ONTAP 9.12.1 23,01 NAS Multiwriter,
extension de
volume,
instantanés,
PVCDataSource
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VMware 1,14 ONTAP 9.12.1 23,01 SAN Bloc brut,
extension de
volume,
instantanés,
PVCDataSource

VMware 1,13 ONTAP 9.12.1 22,10 NAS Multiwriter,
extension de
volume,
instantanés,
PVCDataSource

VMware 1,13 ONTAP 9.12.1 22,10 SAN Bloc brut,
extension de
volume,
instantanés,
PVCDataSource

VMware 1,11 ONTAP 9.9.1 22,04 NAS Multiwriter,
extension de
volume,
instantanés

VMware 1,11 ONTAP 9.9.1 22,04 SAN Bloc brut,
extension de
volume,
instantanés

VMware 1,11 Elément 12.3 22,04 SAN Bloc brut,
extension de
volume,
instantanés

métal nu 1,10 ONTAP 9.8 22,01 NAS Multiwriter,
extension de
volume,
instantanés

métal nu 1,10 ONTAP 9.8 22,01 SAN Bloc brut,
extension de
volume,
instantanés

Intégrations de stockage NetApp

NetApp fournit un certain nombre de produits pour vous aider a orchestrer et a gérer les données persistantes
dans des environnements basés sur des conteneurs tels qu’Anthos.

NetApp Trident est un orchestrateur de stockage open source entierement pris en charge pour les conteneurs
et les distributions Kubernetes, y compris Anthos. Pour plus d’informations, visitez le site Web de Trident "ici" .

Les pages suivantes contiennent des informations supplémentaires sur les produits NetApp qui ont été validés
pour la gestion des applications et du stockage persistant dans la solution Anthos avec NetApp .
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Présentation de Trident

Trident est un orchestrateur de stockage open source entierement pris en charge pour
les conteneurs et les distributions Kubernetes, y compris Anthos. Trident fonctionne avec
I'ensemble du portefeuille de stockage NetApp , y compris NetApp ONTAP, et prend
également en charge les connexions NFS et iSCSI. Trident accélére le flux de travail
DevOps en permettant aux utilisateurs finaux de provisionner et de gérer le stockage a
partir de leurs systémes de stockage NetApp sans nécessiter I'intervention d’'un
administrateur de stockage.

Un administrateur peut configurer un certain nombre de backends de stockage en fonction des besoins du
projet et des modéles de systéme de stockage qui permettent des fonctionnalités de stockage avancées,
notamment la compression, des types de disques spécifiques et des niveaux de qualité de service qui
garantissent un certain niveau de performances. Une fois définis, ces backends peuvent étre utilisés par les
développeurs dans leurs projets pour créer des revendications de volume persistant (PVC) et pour attacher un
stockage persistant a leurs conteneurs a la demande.

Caompute layer

LA

Storaga layer

B Se @ é°

On-preamises Cloud Volumes Amazon FSX AZure Google Cloud
appllances CNTAP for NelApp ONTAF MNethpp Files Melapp Volumes

Trident a un cycle de développement rapide et, comme Kubernetes, est publié quatre fois par an.

La documentation de la derniére version de Trident est disponible "ici" . Une matrice de support indiquant
quelle version de Trident a été testée avec quelle distribution Kubernetes peut étre trouvée "ici" .

A partir de la version 20.04, la configuration de Trident est effectuée par I'opérateur Trident . L'opérateur facilite
les déploiements a grande échelle et fournit un support supplémentaire, notamment I'auto-réparation pour les
pods déployés dans le cadre de l'installation Trident .

Avec la version 22.04, une carte Helm a été mise a disposition pour faciliter I'installation de I'opérateur Trident .

Pour plus de détails sur l'installation de Trident , veuillez consulter "ici" .

Créer un backend de systéme de stockage

Une fois l'installation de Trident Operator terminée, vous devez configurer le backend pour la plate-forme de
stockage NetApp spécifique que vous utilisez. Suivez le lien ci-dessous afin de continuer I'installation et la
configuration de Trident."Créer un backend."
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Créer une classe de stockage

Aprés avoir crée le backend, vous devez créer une classe de stockage que les utilisateurs de Kubernetes
spécifieront lorsqu’ils souhaiteront un volume. Les utilisateurs de Kubernetes provisionnent des volumes a
I'aide de revendications de volume persistant (PVC) qui spécifient une classe de stockage par nom. Suivez le
lien ci-dessous pour créer une classe de stockage."Créer une classe de stockage"

Provisionner dynamiquement un volume

Vous devez créer un objet de revendication de volume persistant (PVC) Kubernetes a I'aide de la classe de
stockage pour provisionner dynamiquement un volume. Suivez le lien ci-dessous pour créer un objet en
PVC."Créer un PVC"

Utiliser le volume

Le volume provisionné a I'étape ci-dessus peut étre utilisé par une application en montant le volume dans le
pod. Le lien ci-dessous montre un exemple."Monter le volume dans un pod"

Exemple d’approvisionnement
Exemples de manifestes pour le protocole iISCSI, window=_blank

Exemples de manifestes pour le protocole NFS, window=_blank

Options de configuration avancées

Options de configuration avancées

En régle générale, la solution la plus simple a déployer est la meilleure, mais dans
certains cas, des personnalisations avancées sont nécessaires pour répondre aux
exigences ou aux specifications d’'une application spécifique ou de I'environnement dans
lequel la solution est déployée. A cette fin, la solution Red Hat OpenShift avec NetApp
permet les personnalisations suivantes pour répondre a ces besoins.

Dans cette section, nous avons documenté certaines options de configuration avancées telles

@ que l'utilisation d’équilibreurs de charge tiers ou la création d’un registre privé pour
I'hébergement d'images de conteneurs personnalisées, qui sont toutes deux des conditions
préalables a l'installation de NetApp Trident Protect.

Les pages suivantes contiennent des informations supplémentaires sur les options de configuration avancées
validées dans la solution Red Hat OpenShift avec NetApp :

Explorer les options d’équilibrage de charge

Explorer les options d’équilibrage de charge

Une application déployée dans Anthos est exposée au monde par un service fourni par
un équilibreur de charge déployé dans I'environnement Anthos sur site.

Les pages suivantes contiennent des informations supplémentaires sur les options d’équilibrage de charge
validées dans la solution Anthos avec NetApp :
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* "Installation des équilibreurs de charge F5 BIG-IP"
* "Installation des équilibreurs de charge MetalLB"

« "Installation des équilibreurs de charge SeeSaw"

Installation des équilibreurs de charge F5 BIG-IP

F5 BIG-IP est un contrdleur de distribution d’applications (ADC) qui offre un large
ensemble de services avancés de gestion du trafic et de sécurité de niveau production,
tels que I'équilibrage de charge L4-L7, le déchargement SSL/TLS, le DNS, le pare-feu,
etc. Ces services augmentent considérablement la disponibilité, la sécurité et les
performances de vos applications.

F5 BIG-IP peut étre déployé et consommé de différentes maniéres, notamment sur du matériel dédié, dans le
cloud ou en tant qu’appliance virtuelle sur site. Reportez-vous a la documentation ici pour explorer et déployer
F5 BIG-IP.

F5 BIG-IP a été la premiére des solutions d’équilibrage de charge groupées disponibles avec Anthos On-Prem
et a éte utilisée dans un certain nombre des premiéres validations de partenaires Anthos Ready pour la
solution Anthos avec NetApp .

F5 BIG-IP peut étre déployé en mode autonome ou en mode cluster. Aux fins de cette

@ validation, F5 BIG-IP a été déployé en mode autonome. Cependant, a des fins de production,
NetApp recommande de créer un cluster d’instances BIG-IP pour éviter un point de défaillance
unique.

Un systeme F5 BIG-IP peut étre déployé sur du matériel dédié, dans le cloud ou en tant

@ gu’appliance virtuelle sur site avec des versions supérieures a 12.x pour étre intégré a F5 CIS.
Aux fins du présent document, le systeme F5 BIG-IP a été validé en tant qu’appareil virtuel, par
exemple a I'aide de I'édition BIG-IP VE.

Versions validées

Cette solution utilise I'appliance virtuelle déployée dans VMware vSphere. La mise en réseau de 'appliance
virtuelle F5 Big-IP peut étre configurée dans une configuration a deux ou trois bras en fonction de votre
environnement réseau. Le déploiement dans ce document est basé sur la configuration a deux bras. Des
détails supplémentaires sur la configuration de I'appliance virtuelle a utiliser avec Anthos sont disponibles. "ici’

L'équipe d’ingénierie des solutions de NetApp a validé les versions du tableau suivant dans notre laboratoire
pour fonctionner avec les déploiements d’Anthos On-Prem :

Faire Type Version

F5 BIG-IP VE 15.0.1-0.0.11
F5 BIG-IP VE 16.1.0-0.0.19
Installation

Pour installer F5 BIG-IP, procédez comme suit :

1. Téléchargez le fichier Open Virtual Appliance (OVA) de 'application virtuelle a partir de F5 "ici" .
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2.

3.
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Pour télécharger I'appareil, un utilisateur doit s’inscrire avec F5. lls fournissent une licence

@ de démonstration de 30 jours pour I'équilibreur de charge Big-IP Virtual Edition. NetApp
recommande une licence permanente de 10 Gbit/s pour le déploiement en production d’'un
appareil.

Cliquez avec le bouton droit sur le pool de ressources d’infrastructure et sélectionnez Déployer le modele
OVF. Un assistant se lance et vous permet de sélectionner le fichier OVA que vous venez de télécharger a
I'étape 1. Cliquez sur Suivant.

Deploy OVF Template
Select an OVF template

ect a name and folder Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a
location accessible from your computer, such as a local hard drive, a network share, or a

CD/DVD drive

URL

® Local file

Choose Files | BIGIP-15.0.1-0.__ALL-vmware.ova

CANCEL NEXT

Cliquez sur Suivant pour continuer chaque étape et acceptez les valeurs par défaut pour chaque écran
présenté jusqu’a ce que vous atteigniez I'écran de sélection de stockage. Sélectionnez le VM_Datastore
sur lequel vous souhaitez déployer la machine virtuelle, puis cliquez sur Suivant.

. L’écran suivant présenté par I'assistant vous permet de personnaliser les réseaux virtuels a utiliser dans

'environnement. Sélectionnez VM_Network pour le champ Externe et sélectionnez Management_Network
pour le champ Gestion. Les configurations internes et HA sont utilisées pour les configurations avancées
de I'appliance F5 Big-IP et ne sont pas configurées. Ces paramétres peuvent étre laissés tels quels ou
configurés pour se connecter a des groupes de ports distribués non infrastructurels. Cliquez sur Suivant.



Deploy OVF Template

v+ 1 Select an OVF template Select networks

v 2 Select a name and folder Select a destination network for each source network

+ 3 Select a compute resource

v 4 Review details Source Network Y Destination Network Y
+ 5 License agreements nternal BiG-IP-Internal

v 6 Configuration Esitarria VM_Network

+ 7 Select storage

HA BIG-P-HA
8 Select networks

nagement Management_Network

IP allocation Static - Manual

CANCEL ‘ BACK ‘ NEXT

5. Consultez I'écran récapitulatif de I'appliance et, si toutes les informations sont correctes, cliquez sur
Terminer pour démarrer le déploiement.

6. Une fois I'appliance virtuelle déployée, cliquez dessus avec le bouton droit de la souris et mettez-la sous
tension. Il devrait recevoir une adresse DHCP sur le réseau de gestion. L'appareil est basé sur Linux et
VMware Tools est déployé€, vous pouvez donc afficher 'adresse DHCP qu’il regoit dans le client vSphere.

& BIGIP-15.0.1-0.0.11-vmware-B | acrtions v

Summary Monitor Configure Permissions Datastores MNetworks

oman | BIGIP-15.0.1-0.0.11-vmwa... *

2y ddresse IP Addresses:
Launch Web nsole Host 172 91 934 107 127.20.0.254
i Remote Console @ 127.1.1.254

[_\ 17221224 20
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7. Ouvrez un navigateur Web et connectez-vous a I'appareil a 'adresse IP de I'étape précédente. La

connexion par défaut est admin/admin et, aprés la premiere connexion, I'appareil vous invite
immeédiatement a modifier le mot de passe administrateur. Vous étes ensuite redirigé vers un écran ou
vous devez vous connecter avec les nouvelles informations d’identification.

BIG-IP Configuration Utility

Hostname
bigip1

Welcome to the BIG-IP Configuration Utility.

Log in with your username and password using the fields on the left
IP Address

17221224 20

Username
admin

Password

Laa il

 Login |

{c) Copyright 1996-2019, F5 Networks, Inc., Seattle, Washington. All rights reserved.

8. Le premier écran invite l'utilisateur a terminer I'utilitaire de configuration. Démarrez I'utilitaire en cliquant sur

0.
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Suivant.

Setup Utility
To begin configuring this BIG-IP® system, please complete the Setup Utility. To begin, click the "Next" button.

Next..

L'écran suivant demande l'activation de la licence de I'appareil. Cliquez sur Activer pour commencer.
Lorsque vous y étes invité sur la page suivante, collez soit la clé de licence d’évaluation de 30 jours que
vous avez regue lors de votre inscription au téléchargement, soit la licence permanente que vous avez
acquise lors de 'achat de I'appareil. Cliquez sur Suivant.



General Properties

Base Registration Key | BFXBY-PVROQ-QIHCH-NZGSZ-AZCFPDX | Revert]
Adg-On Key | ||Add|

Add-On Registration Key List
Edi Delete

Activation Method *' Automatic (requires outbound connectivity) ' Manual

Outbound Interface mgmt v |

License Comparison Enable License Comparison

| Next... |
CD Pour que I'appareil puisse effectuer I'activation, le réseau défini sur l'interface de gestion
doit pouvoir accéder a Internet.

10. Sur I'écran suivant, le contrat de licence utilisateur final (CLUF) est présenté. Si les termes de la licence
sont acceptables, cliquez sur Accepter.

11. L'écran suivant compte le temps écoulé pendant qu'il vérifie les modifications de configuration qui ont été
effectuées jusqu’a présent. Cliquez sur Continuer pour reprendre la configuration initiale.

BIG-IP system configuration has changed
Tue Nov 05 2019 18:10:20

The configuration for this device has been updated. Consequentiy, the features and functionality previously
available on the BIG-IP system might have changed

Elapsed Time: 49 seconds

«” Please wait while the configuration changes are venfied
The BIG-IP Configuration utility will be updated momentarily

«” Configuration changes have been verified
You may now continue using the BIG-IP Configuration utility

Continue

12. La fenétre Modification de la configuration se ferme et I'utilitaire de configuration affiche le menu

Provisionnement des ressources. Cette fenétre répertorie les fonctionnalités actuellement sous licence et

les allocations de ressources actuelles pour I'appliance virtuelle et chaque service en cours d’exécution.
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Current Resource ABpcation

ceu MonT DENESs———————
Dek 2e08) o EEm—————————,,,,e,ee e  ————————— —"
Mamary (3808 NI

B Managemant (MGHT] [Sman v WA 0 1070

[ Local Trafe (LTM) | Morminal - £5 Licenaad 0 B4

B Apphication Secundy (ASM) Nane &g Licensad 20 1402

B Fraud Profection Service (FPS) - Nane HiA 12 544

B Guobal Tratic (DNS) Nans B Licensed 0 148

Lok Conirofter (LC) None Ei Unicensed 0 g

B Accass Folcy (APM) Hone Ep Limitad 12 Fi-Ts

W Apmication Visibisty and Reporing (AVR) - Nane g Licenied 18 §78

W Pokcy Erforcemant (PEM) Nane EX Uricenzed 1 1223

B Agvanced Firewall (AFM) Nane £5 Livanasg o] 1058

Bl Appication Azcelerabon Manager (AAM) Nana Ei Uricensad 32 3050

 Socwe Web Gateway (SWG) Mana Bi Uracensed 14 4054

l Rutes Language Exfensions [RulesLi) Nore Es Licenmad 0 48

Il URLDS Mirsmai (URLDE) Nare B Unlicenned 35 2048

Il 55U Ovchestrtor (SSLO) Haone B Unicenged a 178

B Camer Grade NAT (CONAT) None Eg, Licenzad 18 338

‘Back || River || Nedt_ |

13. Cliquer sur I'option de menu Plateforme sur la gauche permet une modification supplémentaire de la
plateforme. Les modifications incluent la définition de I'adresse IP de gestion configurée avec DHCP, la
définition du nom d’héte et du fuseau horaire dans lequel I'appliance est installée, ainsi que la sécurisation
de I'appliance contre I'accessibilité SSH.

‘General Properties

Management Config IPV4 ® Automatic (DHCP) ' Manual
Management Config IPVE ‘® Automatic (DHCP) ' Manual
I Host Name | Anthos-F5-Big-IP |
Host IP Address | Use Management Port IP Address v
Time Zone [ AmericaiNew York v

User Administration

|| Disable login
Root Account Password: |
Confirm: |
SSH Access ¥ Enabled
SSH IP Allow | * All Addresses v |

| Back || Next..

14. Cliquez ensuite sur le menu Réseau, qui vous permet de configurer les fonctionnalités réseau standard.
Cliquez sur Suivant pour démarrer I'assistant de configuration réseau standard.
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Standard Network Configuration

Create a standard network configuration by configuring these features:

Redundancy

VLANs

NTP

DNS

Config Sync

Failover

Mirroring

Peer Device Discovery (for Redundant Configurations)

Next.

Advanced Network Configuration
Create advanced device configurations by clicking Finished and navigating {o the Main {ab of the Configuration Utility.

Finished |

15. La premiére page de I'assistant configure la redondance ; laissez les valeurs par défaut et cliquez sur
Suivant. La page suivante vous permet de configurer une interface interne sur I'équilibreur de charge.
Linterface 1.1 est mappée sur la VMNIC étiquetée Interne dans I'assistant de déploiement OVF.

Internal Network Configuration
Address. 192.168.1.1

Self IP Netmask: 255255 255.0
Port Lockdown:| Allow Default v

Address. 192.168.1.10

Floating IP
Port Lockdown: | Allow Default ¥

Internal VLAN Configuration

VLAN Name internal
VLAN Tag ID auto
VLAN Interfaces 1.1 +
Tagging Select. v
Add
Interfaces
Edit | Delete

Cancel | Next.

Les espaces de cette page pour I'adresse IP personnelle, le masque de réseau et 'adresse
IP flottante peuvent étre remplis avec une adresse |IP non routable a utiliser comme espace

@ réservé. lls peuvent également étre remplis d’'un réseau interne qui a été configuré comme
un groupe de ports distribués pour les invités virtuels si vous déployez la configuration a
trois bras. lls doivent étre complétés pour continuer avec 'assistant.

16. La page suivante vous permet de configurer un réseau externe utilisé pour mapper les services aux pods
déployés dans Kubernetes. Sélectionnez une adresse IP statique dans la plage VM_Network, le masque
de sous-réseau approprié et une adresse IP flottante dans cette méme plage. L'interface 1.2 est mappée
sur la VMNIC étiquetée Externe dans I'assistant de déploiement OVF.

25



17.

18.

19.

20.
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External Network Configuration

External VLAN ® Create VLAN external ' Select existing VLAN
Address: 10.63.172.101
Seif IP Netmask 255.255.255.0

Port Lockdown: | Allow None v
Default Gateway 10631721

Address: 10.63.172.100

Fioating IP
Port Lockdown: | Aliow None v

External VLAN Configuration
VLAN Name external

VLAN Tag ID auto

VLAN interfaces 1.2 v
Tagging Select A
Add

Interfaces

Edit || Delete

iCancel J| Mecd.

Sur la page suivante, vous pouvez configurer un réseau HA interne si vous déployez plusieurs appliances
virtuelles dans I'environnement. Pour continuer, vous devez remplir les champs Adresse IP automatique et
Masque de réseau, et vous devez sélectionner I'interface 1.3 comme interface VLAN, qui correspond au
réseau HA défini par I'assistant de modele OVF.

High Avai Network C
High Availabiiity VLAN ® Create VLAN HA ' Select existing VLAN
Address: | 192.168.2. 11
Self IP

Netmask:| 255.255.255.0

High Availability VLAN Configuration
VLAN Name HA

VLAN Tag ID auto

VLAN Interfaces 13 v
Tagging: Select v
Add

Interfaces

Edit || Detete

Cancel || Next__ |

La page suivante vous permet de configurer les serveurs NTP. Cliquez ensuite sur Suivant pour continuer
la configuration DNS. Les serveurs DNS et la liste de recherche de domaine doivent déja étre renseignés
par le serveur DHCP. Cliquez sur Suivant pour accepter les valeurs par défaut et continuer.

Pour le reste de I'assistant, cliquez sur Suivant pour continuer la configuration avancée du peering, dont la
configuration dépasse le cadre de ce document. Cliquez ensuite sur Terminer pour quitter I'assistant.

Créez des partitions individuelles pour le cluster d’administrateur Anthos et chaque cluster d’utilisateurs
déployé dans I'environnement. Cliquez sur Systéme dans le menu de gauche, accédez a Utilisateurs et
cliquez sur Liste des partitions.



System
Configuration
File Management
Certificate Management
Disk Management
Software Management
License
Resource Provisioning
Platform
High Availability
Archives
Services
Preferences
sFlow
SNMP

Crypto Officading

Logins Authentication
Support Remote Role
i Groups

21. L’écran affiché montre uniquement la partition commune actuelle. Cliquez sur Créer a droite pour créer la
premiére partition supplémentaire et nommez-la GKE-Admin . Cliquez ensuite sur Répéter et nommez la
partition User-Cluster-1 . Cliquez a nouveau sur le bouton Répéter pour nommer la partition suivante
User-Cluster-2 . Enfin, cliquez sur Terminé pour terminer I'assistant. L'écran de la liste des partitions
revient avec toutes les partitions désormais répertoriées.
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Int

Search Create. .

Partition Default Route Domain

o)

Delete.

égration avec Anthos

Il existe une section dans chaque fichier de configuration, respectivement pour le cluster d’administrateur et

ch
o)

aque cluster d’utilisateur que vous choisissez de déployer pour configurer I'équilibreur de charge afin qu’il
it géré par Anthos On Prem.

Le script suivant est un exemple de configuration de la partition pour le cluster GKE-Admin. Les valeurs qui
doivent étre décommentées et modifiées sont placées en gras ci-dessous :
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# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsvIiP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManualLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: F5BigIP
# # (Required when using "ManualLB" kind) Specify pre-defined nodeports
# manualLB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: O

# NodePort for control plane service

controlPlaneNodePort: 30968

# NodePort for addon service (only needed for admin cluster)
addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing

H H= FH H*

partition and
# # credentials

£5BigIP:
address: "172.21.224.21"
credentials:

username: "admin"



password: "admin-password"
partition: "GKE-Admin"
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
# seesaw:
# (Required) The absolute or relative path to the yaml file to use for
IP allocation
# for LB VMs. Must contain one or two IPs.
# 1pBlockFilePath: ""
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
# be between 1-255 and unique in a VLAN.
vrid: O
(Required) The IP announced by the master of Seesaw group
masterIP: ""
(Required) The number CPUs per machine
cpus: 4
(Required) Memory size in MB per machine
memoryMB: 8192
# (Optional) Network that the LB interface of Seesaw runs in (default:

H H= H H H= FH H

cluster
# network)
# vCenter:
# vSphere network name
# networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
# enableHA: false

Installation des équilibreurs de charge MetalLB

Cette page répertorie les instructions d’installation et de configuration de I'équilibreur de
charge géré MetallLB.

Installation de I’équilibreur de charge MetalLB

L'équilibreur de charge MetalLB est entierement intégré a Anthos Clusters sur VMware et dispose d’un
déploiement automatisé effectué dans le cadre des configurations de cluster administrateur et utilisateur a
partir de la version 1.11. Il y a des blocs de texte dans les cluster. yaml fichiers de configuration que vous
devez modifier pour fournir des informations sur I'équilibreur de charge. Il est auto-hébergé sur votre cluster
Anthos au lieu de nécessiter le déploiement de ressources externes comme les autres solutions d’équilibrage
de charge prises en charge. Il permet également de créer un pool IP qui attribue automatiquement des
adresses avec la création de services Kubernetes de type load balancer dans des clusters qui ne s’exécutent
pas sur un fournisseur cloud.

29



Intégration avec Anthos

Lors de l'activation de I'équilibreur de charge MetalLB pour I'administrateur Anthos, vous devez modifier
quelques lignes dans le 1oadBalancer: section qui existe dans le admin-cluster.yaml déposer. Les
seules valeurs que vous devez modifier sont celles pour définir le controlPlaneVIP: adresse, puis
définissez le kind: comme MetalLB. Consultez I'extrait de code suivant pour un exemple :

# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# addonsvIipP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManualLB" or
"MetalLB".
# Uncomment the corresponding field below to provide the detailed spec
kind: MetallLB

Lors de I'activation de I'équilibreur de charge MetalLB pour les clusters d’utilisateurs Anthos, il existe deux
zones dans chaque user-cluster.yaml fichier que vous devez mettre a jour. Tout d’abord, d’'une maniere
similaire a la admin-cluster.yaml fichier, vous devez modifier le controlPlaneVIP: , ingressVIP: , et
kind: valeurs dans le 1oadBalancer: section. Voir I'extrait de code suivant pour un exemple :

loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.240"
# Shared by all services for ingress traffic
ingressVIP: "10.61.181.244"
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManualLB" or
"MetalLB".
# Uncomment the corresponding field below to provide the detailed spec
kind: MetallB

@ L'adresse IP ingressVIP doit exister dans le pool d’adresses IP attribuées a I'équilibreur de
charge MetallLB ultérieurement dans la configuration.

Vous devez ensuite naviguer vers le metalLB: sous-section et modifier le addressPools: section en
nommant la piscine dans le - name: variable. Vous devez également créer un pool d’adresses IP que
MetalLB peut attribuer aux services de type LoadBalancer en fournissant une plage au addresses: variable.
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# # (Required when using "MetallLB" kind in user clusters) Specify the
MetallB config

metallB:

# # (Required) A list of non-overlapping IP pools used by load balancer
typed services.

# # Must include ingressVIP of the cluster.

addressPools:
# # (Required) Name of the address pool

- name: "default"
# # (Required) The addresses that are part of this pool. Each address
must be either
# # in the CIDR form (1.2.3.0/24) or range form (1.2.3.1-1.2.3.5).
addresses:

- "10.61.181.244-10.61.181.249"

Le pool d’adresses peut étre fourni sous forme de plage comme dans I'exemple, en le limitant a
un certain nombre d’adresses dans un sous-réseau particulier, ou il peut étre fourni sous forme
de notation CIDR si 'ensemble du sous-réseau est rendu disponible.

1. Lorsque des services Kubernetes de type LoadBalancer sont créés, MetalLB attribue automatiquement
une adresse IP externe aux services et annonce 'adresse IP en répondant aux requétes ARP.

Installation des équilibreurs de charge SeeSaw

Cette page répertorie les instructions d’installation et de configuration de I'équilibreur de
charge géré SeeSaw.

Seesaw est I'équilibreur de charge réseau géré par défaut installé dans un environnement Anthos Clusters on
VMware des versions 1.6 a 1.10.

Installation de I’équilibreur de charge SeeSaw

L'équilibreur de charge SeeSaw est entiérement intégré a Anthos Clusters sur VMware et dispose d’'un
déploiement automatisé effectué dans le cadre des configurations de cluster administrateur et utilisateur. Il y a
des blocs de texte dans le cluster. yaml fichiers de configuration qui doivent étre modifiés pour fournir des
informations sur I'équilibreur de charge, puis il y a une étape supplémentaire avant le déploiement du cluster
pour déployer I'équilibreur de charge a I'aide du gkect1 outil.

Les équilibreurs de charge SeeSaw peuvent étre déployés en mode HA ou non HA. Aux fins de

@ cette validation, I’équilipreur de charge SeeSaw a été déployé en mode non HA, qui est le
parametre par défaut. A des fins de production, NetApp recommande de déployer SeeSaw dans
une configuration HA pour la tolérance aux pannes et la fiabilité.

Intégration avec Anthos

Il existe une section dans chaque fichier de configuration, respectivement pour le cluster d’administrateur et
dans chaque cluster d’utilisateur que vous choisissez de déployer pour configurer I'équilibreur de charge afin
qu’il soit géré par Anthos On-Prem.
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Le texte suivant est un exemple de configuration de la partition pour le cluster GKE-Admin. Les valeurs qui
doivent étre décommentées et modifiées sont placées en gras ci-dessous :

loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsvVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManualLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: Seesaw
# # (Required when using "ManualLB" kind) Specify pre-defined nodeports
# manualLB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: O

# NodePort for control plane service

controlPlaneNodePort: 30968

# NodePort for addon service (only needed for admin cluster)
addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing

H H= FH H*

partition and
# # credentials
# £5BigIP:
# address:
# credentials:
# username:
# password:
# partition:
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
seesaw:
# (Required) The absolute or relative path to the yaml file to use for
IP allocation
# for LB VMs. Must contain one or two IPs.
ipBlockFilePath: "admin-seesaw-block.yaml"
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
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# be between 1-255 and unique in a VLAN.

vrid: 100
# (Required) The IP announced by the master of Seesaw group
masterIP: "10.61.181.236"
# (Required) The number CPUs per machine
cpus: 1
# (Required) Memory size in MB per machine
memoryMB: 2048
# (Optional) Network that the LB interface of Seesaw runs in (default:
cluster
# network)
vCenter:

# vSphere network name
networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
enableHA: false

L’équilibreur de charge SeeSaw dispose également d’un statique distinct seesaw-block. yaml fichier que
vous devez fournir pour chaque déploiement de cluster. Ce fichier doit étre situé dans le méme répertoire par
rapport au cluster. yaml fichier de déploiement, ou le chemin complet doit étre spécifié dans la section ci-
dessus.

Un échantillon de la admin-seesaw-block.yaml le fichier ressemble au script suivant :
blocks:

- netmask: "255.255.255.0"
gateway: "10.63.172.1"

ips:
- ip: "10.63.172.152"
hostname: "admin-seesaw-vm"

Ce fichier fournit la passerelle et le masque de réseau pour le réseau que I'équilibreur de charge
fournit au cluster sous-jacent, ainsi que I'adresse IP de gestion et le nom d’héte de la machine
virtuelle déployée pour exécuter I'équilibreur de charge.

Validation de la solution et cas d’utilisation

Déployer une application depuis Google Cloud Console Marketplace

Cette section détaille comment déployer une application sur votre cluster Anthos GKE sur
site, a 'aide de la console Google Cloud.
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Prérequis

* Un cluster Anthos déployé sur site et enregistré auprés de Google Cloud Console
* Un équilibreur de charge MetalLB configuré dans votre cluster Anthos
* Un compte avec des autorisations pour déployer des applications sur le cluster

« Un compte de facturation avec Google Cloud si vous choisissez une application avec des colts associés
(facultatif)

Déployer une application

Pour ce cas d'utilisation, nous déployons une application WordPress simple sur I'un de nos clusters Anthos a
I'aide de la console Google Cloud. Le déploiement utilise le stockage persistant fourni par NetApp ONTAP
dans une classe de stockage prédéfinie. Nous démontrons ensuite deux méthodes différentes pour modifier le
service par défaut des applications afin que I'équilibreur de charge MetalLB lui fournisse une adresse IP et
I'expose au monde.

Pour déployer une application de cette maniere, procédez comme suit :

1. Vérifiez que le cluster sur lequel vous souhaitez déployer est accessible dans Google Cloud Console.

Google Cloud Platform & Anthos-Dev v [ Q Search Products, resources, docs (/)

@ Kubernetes Engine Kubernetes clusters CREATE DEPLOY C' REFRESH D) REGISTER

Clusters
OVERVIEW COST OPTIMIZATION

T Filter @EEEREHITYSRNIEERGIEEX)  Enter property name or value

¥s  Workloads

& Services&Ingress D Status Name Location Type Number of nodes Total vCPUs Total memory Notifications Labels 4

Applications D (V] trident-cluster registered /A Anthos 3 12 25.03 GB solutions._... : true
D V] demo-cluster registered /A Anthos 3 12 25.03 GB solutions._... : true

F  Secrets & ConfigMaps

B  storage

“=  Object Browser

A Migrate to containers

@  Backup for GKE

Config Management

2. Sélectionnez Applications dans le menu de gauche, sélectionnez le menu d’options a trois points en haut,
puis sélectionnez Déployer a partir de Marketplace, ce qui ouvre une nouvelle fenétre a partir de laquelle
vous pouvez sélectionner une application dans Google Cloud Marketplace.
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3. Recherchez I'application que vous souhaitez installer, dans ce cas WordPress.

W Marketplace

Q. wordpress

Marketplace » “wordpress” » Kubernetes apps

WordPress is an open source publishing platform for creating websites and blogs. This application supports GKE On Prem deplc
application provides Prometheus metrics, and supports Stackdriver integration.

The Bitpoke App provides a dashboard to host, deploy, scale, manage and monitor WordPress or WooCommerce sites in a Kuber

integrates seamlessly industry-standard tools: git, Docker, Bedrock, Composer, and Grafana - Prometheus. Further integration of

possible. The solution is designed for enterprise WordPress agencies, publishers, shops, and hosting companies with millions of

= Filter Type to filier Kubernetes apps
Type
2 results

Kubernetes apps (x]

WordPress
Deployment Environment A Google Click to Deploy containers
Anthos (2)
GKE (2)
GKE on-prem 2

Bitpoke App
Price A ( Bitpoke
Free (1)
Paid (1)

4. Aprés avoir sélectionné I'application WordPress, un écran d’apercu s’affiche. Cliquez sur le bouton

Configurer.
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WordPress

Version: 59
Google Click to Deploy containers

Web publishing platform for websites and blogs

CONFIGURE

Click to to launch configuration page

OVERVIEW PRICING DOCUMENTATION SUPPORT

Overview

WaordPress is an open source publishing platform for creating websites and
blogs.

This application supports GKE On Prem [2 deployment.

This application provides Prometheus metrics, and supports Stackdriver
integration.

Learn more @

About Google Click to Deploy containers

Popular open stacks packaged for containers by Google. The images serve
as base images for building applications on App Engine Flexible Environment
[2, Kubernetes Engine 4, or other Docker hosts.

About Kubernetes apps

Google Kubernetes Engine [ is a managed, production-ready environment
for deploying containerized applications. Kubernetes apps are prepackaged
applications that can be deployed to Google Kubernetes Engine in minutes.

5. Sur la page suivante, vous devez sélectionner le cluster sur lequel déployer, dans notre cas Demo-Cluster.
Sélectionnez ou créez un nouvel espace de noms et un nom d’instance d’application, puis sélectionnez les
classes de stockage et les tailles de volume persistant dont vous avez besoin pour I'application WordPress
et sa base de données MariaDB de support. Dans les deux cas, nous avons choisi la classe de stockage
ONTAP-NAS-CSI.
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= Google Cloud Flatform 3+ Anthos-Dev. v

Deploy WordPress

CLICK TC DEPLOY ON GKE DEPLDY VIA COMMAND LINE

@ WordPress Overview

Exizting Kubemetes Cluster " 2 %
futi ded le Click to Deph i
At ahiter ) Solution provided by Google Click to Deploy containers
OR CREATE A NEW CLUSTER .
Pricing
MNamespace N : Jued I i 3o
anthaswp e Hote: There is no usege fee for this prodoct. Charges will apply for the use of Google
Kuberneles Engine. Please refier to GCP Price List for the latest prceng
The namespace it which 19 dopley the apphcaten
Apf: Instance hama * Documentation
wordpress 7]
= User Gisiche [5
th G I Piatf 5 WordPr i - e
Shored for WordPress Application Get stasted with Google Closd Piatformis WordPress Kubametes application
onlap-nascsl (7] = Gotting Storled with WeordPress (£
Official WordPress documentation
Storngo sire for persistent wolumis in WordPreds Application
563 2 Terms of Service
StorageCiass for L Application E%r :Ie?;a!nrin?] the seftware or accessing the smr".:e-ycu freaqree‘.m; o comply with the
Sntag-nas-cs] a Soogle Click o D._-'_ll.-:\.\- CoOntnamers 1 af servce 9, GOP Marketploce teoma af service
and the terms of applicable open sowrce software licenses sundled with the software or
servict. Please revdew these terms and licenses carelully for detatls about any
::;mq-u Haw for: pavsiiant voluman in MSaL Hopicaion @ obligations you may have related to the software or service. To the limited extent an
- open source software Hoense refated 1o the software or service axpresely supersedes the
GCP Marketplace Terms of Service, that open source software license governs your use
WordProzs admin e-rmakl sddmss * of that soltware of service
alan cowlesi@netapp.com 7] I
By using thas product, you understand that corlain sccount and usage mfommation may
3 i F
D Enable public 1P access @ be-chared with Google Click to Deploy containers for the purposes of financia|
accounting, sales attribution, performance analysis, and suppart. (]
Enable Stackdrver Methcs Exporter
t . ! #o @ Google i previding this softwane or Seaite "B5-157 and oy suppodt for this soltware of
service will be provided by Google Click to loy containers under their terms of
DEPLOY . P ¥ Loog Depiay
Sefvict
e . . y . . ., . .
@ Ne sélectionnez pas Activer I'acces IP public. Cela crée un service de type NodePort qui
y . \ . , . . .
n’est pas accessible a partir d’'un déploiement Anthos sur site.

6. Apres avoir cliqué sur le bouton Déployer, vous obtenez une page fournissant les détails de I'application.
Vous pouvez actualiser cette page ou vous connecter a votre cluster a I'aide de I'interface de ligne de
commande pour vérifier I'état du déploiement.
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Google Cloud Platform  2e Anthos-Dev v Q Search Products, resources, docs (/) v

@ Kubernetes Engine & Application details C/REFRESH /' EDIT @ DELETE HIDEINFOPANEL  [E) HELP ASSISTANT X Application info

Clusters

@& wordpress

% Workloads

& Services & Ingress

DETAILS EVENTS YAML VERSION HISTORY
Applicati
G Cluster demo-cluster

=] Secrets & ConfigMaps Namespace anthos-wp

Created May 12, 2022, 12:38:34 PM
B  storage Labels No labels set

Annotations Not set
= Object Browser
A Migrate to containers Components
®  Backup for GKE Type Name 4 Status

No rows to display

L ) Config Management

W  Marketplace

7. Linterface de ligne de commande peut étre utilisée pour vérifier I'état de I'application lors de son
déploiement en exécutant la commande permettant de récupérer les informations du pod dans notre
espace de noms d’application : kubectl get pods -n anthos-wp.

'G) acowles@ac-rhel7:~ — O X

ubuntu@gke-admin-ws-2022-085-83:~$ kubectl get pods -n anthos-wp
NAME READY  STATUS RESTARTS
wordpress-deployer--1-1lh2bz  ©/1 Error ]
wordpress-mysql-@ /2 ContainerCreating ©
wordpress-wordpress-© /2 ContainerCreating ©
ubuntu@gke-admin-ws-2022-05-83:~%

Notez dans cette capture d’écran qu’il y a un pod de déploiement dans un état d’erreur.

@ C’est normal. Ce pod est un pod d’assistance utilisé par la console Google Cloud pour
déployer I'application qui s’arréte automatiquement une fois que les autres pods ont
commenceé leur processus d’initialisation.
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8. Aprés quelques instants, vérifiez que votre application est en cours d’exécution.

'G) acowles@ac-rhel7:~ _ O

ubuntu@gke-admin-ws-2022-05-83:~% kubectl get pods -n anthos-wp
NAME READY  STATUS RESTARTS
wordpress-deployer--1-1lh2bz  ©/1 Error 2]
wordpress-mysql-@ 2/2 Running @
wordpress-wordpress-@ 2/2 Running 1 (2m22s ago)
ubuntu@gke-admin-ws-2622-05-83:~%

Exposer 'application

Une fois I'application déployée, vous disposez de deux méthodes pour lui attribuer une adresse IP accessible

dans le monde entier.

Utilisation de la console Google Cloud

Vous pouvez exposer 'application en utilisant la console Google Cloud et en modifiant la sortie YAML des
services dans un navigateur pour définir une adresse |IP accessible publiquement. Pour ce faire, procédez
comme suit :

1. Dans la console Google Cloud, cliquez sur Services et entrée dans le menu de gauche.
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€ [ 9] E‘| httpssy/consele cloud.google com/kubemetes/discovery Tproject=anthos-dey- 25 1020 &pageSt

Google Cloud Platforrn S Anthos-Dev + Q, Search Products, resources, docs (/)
@ Kubernetes Engine Services & Ingress CneFresH [ CREATE INGRESS W DELETE
Cluster Namespace
it Clusters dema-cluster - anthas-wp - RESET SAVE
% Workicads SERVICES INGRESS

Services & Ingress
Services are sets of Pods with a network endpoint that can be used for discovery and

Applications load balancing. Ingresses are collections of rules {or routing external HTTR{S) traffic to
Services.
H  Sectets & Confightaps
= Filter @SRRI Rx)  Filler services and ingresses
B Storage
D Name “f Sratus Type Endpoints Pods Namespace Clusters
B bR B [0  wordpress-apache-exportersve & OK Clusteri®  Nane 11 anthas-wp demo-cluster
A Migrate to containers. O wordpress-mysgl-sve & ok Cluster 1P Mone 111 anthos-wp demo-cluster
D wordpress-mysald-exporter-sve & ok Ciuster P Mone 111 anthos-wp demo-cluster
@  Backup for GRE
D wordpresswordpress-sve & oK Cluster |P 10,96 8.66 11 anthos-wp demo-cluster

®  Config Management

1%

Marketplace

£ Release Notes

2. Cliquez sur le wordpress-wordpress-svc service. Cela ouvre I'écran Détails du service. Cliquez sur le
bouton Modifier en haut.

= Y O O E’| hitps./consale cloud google.com/kuberne les/service moeylpZ TR ImRIWETY dGhebd Gl 'E:J‘
Google Cloud Platform & AnthosDev | _Q_S&arch Products, resources, docs (/)
@ Kubernetes Engine & Service details (C REFRESH & DELETE @ OPERATIONS
i Clusters

@& wordpress-wordpress-sve
"2 Workicads

OVERVIEW DETAILS EVENTS LOGS YAML

& Services & Ingress
i Applications ©  Select the Cleud Monitoring account to see chans
B Secrets & ConfigMaps
[ storage Cluster deme-cluster

MNamespace anthos-w)
= Obgect Browser pac e

Labels +  appkubernetes io/com. . wordpress-webserver app. kibernetes. in/name; wordpress
dh  Migrate to conlainers Type Cluster®
®  Backup for GKE

Cluster IP
¥ Config Management Cluster IP 10.96.8.66

Serving pods

¥ Marketplace
Marme Status Endpaints Restarts Created on

B ReleaseNotes wordpresswordpress 0 @ Runnimng  192.168.1,18 1 May 19,2022, 11:18:58 AM

<l

3. La page Détails du service d’édition s’ouvre et contient les informations YAML du service. Faites défiler
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vers le bas jusqu’a ce que vous voyiez le spec: section et le type: valeur, qui est définie sur ClusterIP
. Modifiez cette valeur en LoadBalancer et cliquez sur le bouton Enregistrer.

E

<l
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& wordpress-wordpress-svc
OVERVIEW DETAILS EVENTS LOGS WAL

hcory

SAVE CANCEL

Press Alt+F1 for Accessibility Options,

] ¢ LFARcenG- bHb- df te-gafa-dnas refacto
i r meeern i BT

&0 3 dhararans el 3= A1 3% - a%6% AAERZRTI8h T
ol .

tO10, 00, FL 66

(%]

L 16k, B0

(5 Internal Trafficirolley: Cluster

iy

il yi SingleStack

ae)

i

71

] (=L}

k] HE AT

5 A kuberpetes . fof componegt : wordpress -eehservar
4 m-I. dpress

g} i

4 Clnsterlp

#

iy

|

SEMVICE mieyinZ

U 8 hupsi/cansolecioud.google.comikubems CIBIMATDWETY2x 1 cARIcHsImShBWUIOIILCIsb2NhdGivbilBlilsin. 17

% Anthos-Dev | Q. Search Products, resources, docs (/)

& Editing Service details (3 REFRESH £ B0 W DELETE % OPERATIONS

& wordpress-wordpress-sve

OVERVIEW

oven

Press Alt4F1 for Accesshility Options

DETAILS EVENTS LOGS YaML

M cory

L4 1Pvd

amilyPolicy: Singlestack

ELES L 10 Component [ wordpre st Wb server I

o) e Wi s

41



4. Lorsque vous revenez a la page Détails du service, le Type: listes maintenant LoadBalancer et le
External endpoints: le champ répertorie une adresse IP attribuée a partir du pool MetalLB et le port
via lequel I'application est accessible.

= ] O E| https:fconsale cloud. google com/kubemetes/<ervice/ miey pZCIETmRIBWELY 2 13 RIclsImS hb WU OILC sb2 Nhd Glviiils ﬁ
Google Cloud Platformn 2+ anthos-Dev = | Q. Search Products, resources, docs (/)
@ Kubernetes Engine <« Service details ( REFRESH # EDIT W DELETE SHOW INFO PANEL % OPERATIONS
s Clusters

& wordpress-wordpress-sve
B Workloads

DVERVIEW DETAILS EVENTS LOGS FAML

& Services & Ingress
5 Applications (1] Select the Cloud Monitonng account to see charls
B secrets & ConfigMaps
a Storage Cluster demo-cluster
- = Hamespace anthas-wp
= Gbject Browser e :

Labels -app kuberneles.io/com., .. wordpress-webserver app. kubermetes.io/name; wordpress
dh  Migrate to containers LeadBakancaer

@  Backup for GKE 10.61.181.24580 04
A ackup for GKE

. Gonfig Management Load Balancer
Cluster 1P 10:96.8.66
Load balancer 1P 10.67.181.245

¥ Marketpiace
Logd balancer ada?07 297964341 35056 540802971007

|'_,"' Hetease Motes
Serving pods

< Name Status Endpoints Restaris Createdan ]

Correction du service avec Kubectl

Vous pouvez exposer I'application en utilisant la CLI et le kubectl patch commande pour modifier votre
déploiement et définir une IP accessible publiquement. Pour ce faire, procédez comme suit :

1. Répertoriez les services associés aux pods dans votre espace de noms avec le kubectl get
services -n anthos-wp commande.
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ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp
NAME TYPE
wordpress-apache-exporter-svc  ClusterIP
wordpress-mysql-svc ClusterIP
wordpress-mysqld-exporter-svc  ClusterIP
wordpress-wordpress-svc ClusterIP
ubuntu@gke-admin-ws-2822-85-83:~%

2. Modifier le type de service a partir de ClusterIP taper Loadbalancer en utilisant la commande

suivante :

kubectl patch svc wordpress-wordpress—-svc -p

CLUSTER-IP
None
None
None
10.96.8.66

EXTERNAL-IP
<none>
<none>
<none>
<none>

"LoadBalancer"}}' -n anthos-wp'.

Ce nouveau type de service se voit automatiquement attribuer une adresse IP disponible a partir du pool

MetallLB.

PORT(S)
9117/TCP
3306/TCP
91e4/TCP
8e/TCP

|l {"Specl': {"type":
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@) acowles@ac-rhel7:~ _ 0 %

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
wordpress-apache-exporter-svce  ClusterIP  None <none> 9117/TCP  119m
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP  119m
wordpress-mysqld-exporter-svc  ClusterIP  None <none> 9104/TCP  119m
wordpress-wordpress-svc ClusterIP 10.56.8.66 <none> 80/TCP 119m
ubuntu@gke-admin-ws-2822-85-83:~% kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type": "LoadBalancer"}}' -n anthos-wp
service/wordpress-wordpress-svc patched

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svc  ClusterIP None <none> 9117/TCP
wordpress-mysql-svc ClusterIP None <none> 3306/TCP
wordpress-mysqld-exporter-svc  ClusterIP None Lneme 91e4/TCP
wordpress-wordpress-svc LoadBalancer 10.96.8.66 ( 18.61.181.245) 80:30836/TCP
ubuntu@gke-admin-ws-2022-85-03:~%

Visitez I’application a I’adresse IP externe exposée

Maintenant que vous avez I'application exposée avec une adresse IP accessible publiquement, vous pouvez
visiter votre instance WordPress a I'aide d’'un navigateur.

& wordpress — Application detail: X  \§}) WordPress on Google Kuberne' X +

& & O & 1061181245 <5 © 0 =

ress on Google Kubernetes Engine Sample Page

Hello world!

Welcome to WordPress. This is your first post. Edit or delete it, then start writing!

May 12, 2022
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Ou trouver des informations supplémentaires

Pour en savoir plus sur les informations décrites dans ce document, consultez les sites
Web suivants :

* Documentation NetApp
"https://docs.netapp.com/"

* Documentation de NetApp Trident
"https://docs.netapp.com/us-en/trident/index.html"

* Documentation sur Anthos Clusters sur VMware
"https://cloud.google.com/anthos/clusters/docs/on-prem/latest/overview"

» Documentation d’Anthos sur bare metal
"https://cloud.google.com/anthos/clusters/docs/bare-metal/latest”

* Documentation VMware vSphere

"https://docs.vmware.com/"
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