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Reprise aprés incident de SAP HANA avec Azure
NetApp Files

Tr-4891 : reprise aprés incident de SAP HANA avec Azure
NetApp Files

Des études ont montré que les temps d’indisponibilité des applications d’entreprise ont
un impact négatif considérable sur le business des entreprises.

Auteurs : Nils Bauer, NetApp Ralf Klahr, Microsoft

En plus de I'impact financier, les temps d’arrét peuvent également nuire a la réputation de I'entreprise, au
moral du personnel et a la fidélité des clients. Il est surprenant que toutes les entreprises ne disposent pas
d’'une politique globale de reprise aprés incident.

L'exécution de SAP HANA sur Azure NetApp Files (ANF) permet aux clients d’accéder a des fonctionnalités
supplémentaires qui étendent et améliorent la protection des données intégrée et les fonctionnalités de reprise
apres incident de SAP HANA. Cette section de présentation explique ces options afin d’aider les clients a
sélectionner les options qui répondent a leurs besoins.

Pour développer une stratégie compléte de reprise sur incident, les clients doivent comprendre les exigences
des applications métier et les fonctionnalités techniques dont ils ont besoin pour la protection des données et
la reprise sur incident. La figure suivante fournit une présentation de la protection des données.

[Figure montrant la boite de dialogue entrée/sortie ou représentant le contenu écrit]

Aux exigences des applications d’entreprise

Il existe deux indicateurs clés pour les applications d’entreprise :

 L'objectif de point de récupération (RPO) ou la perte de données maximale tolérable

* L'objectif de durée de restauration (RTO) ou l'interruption maximale tolérable des applications d’entreprise

Ces besoins sont définis par le type d’application utilisé et la nature de vos données d’entreprise. L'objectif
RPO et I'objectif RTO peuvent différer si vous protégez-vous contre les défaillances dans une seule région
Azure. Elles peuvent également différer si vous préparez des incidents catastrophiques, tels que la perte d’'une
région Azure compléte. |l est important d’évaluer les exigences de I'entreprise qui définissent le RPO et RTO,
car ces exigences ont un impact significatif sur les options techniques disponibles.

Haute disponibilité

L'infrastructure pour SAP HANA, telles que les machines virtuelles, le réseau et le stockage, doit disposer de
composants redondants pour s’assurer qu’il n’y a pas de point de défaillance unique. MS Azure assure la
redondance des différents composants de l'infrastructure.

Pour assurer une haute disponibilité cété applications et calcul, les hotes SAP HANA en attente peuvent étre
configurés pour une haute disponibilité intégrée avec un systéme multihote SAP HANA. En cas de panne d’'un
serveur ou d’un service SAP HANA, le service SAP HANA bascule vers I'h6te de secours, ce qui entraine les
interruptions des applications.

Si vous ne pouvez pas profiter de la continuité de I'activité de vos applications ou de vos serveurs, vous



pouvez également utiliser la réplication du systeme SAP HANA comme solution haute disponibilité qui permet
un basculement dans des délais trés courts. Les clients SAP utilisent la réplication systeme HANA pour traiter
la haute disponibilité en cas de défaillance non planifiée et réduire au maximum les interruptions pour les
opérations planifiées, telles que les mises a niveau logicielles HANA.

Corruption logique

Une corruption logique peut étre provoquée par des erreurs logicielles, des erreurs humaines ou du sabotage.
Malheureusement, la corruption logique ne peut souvent pas étre abordée avec les solutions standard de
haute disponibilité et de reprise aprés incident. Par conséquent, selon la couche, I'application, le systéeme de
fichiers ou le stockage ou la corruption logique s’est produite, les exigences RTO et RPO ne peuvent parfois
pas étre satisfaites.

Le pire cas étant la corruption logique d’une application SAP. Les applications SAP fonctionnent souvent dans
un environnement dans lequel les différentes applications communiquent entre elles et échangent des
données. Par conséquent, la restauration et la récupération d’'un systéeme SAP dans lequel une corruption
logique s’est produite n’est pas I'approche recommandée. La restauration du systéme a un point dans le temps
avant I'altération entraine une perte de données. L'objectif de point de récupération dépasse ainsi zéro. Par
ailleurs, le paysage SAP ne serait plus synchronisé et devrait nécessiter un post-traitement supplémentaire.

Au lieu de restaurer le systeme SAP, la meilleure approche consiste a essayer de corriger I'erreur logique dans
le systéme, en analysant le probléme dans un systéme de réparation distinct. L'analyse de la cause premiére
nécessite la participation du processus métier et du propriétaire des applications. Dans ce cas, vous créez un
systéme de réparation (clone du systéme de production) basé sur les données stockées avant I'altération
logique. Dans le systéme de réparation, les données requises peuvent étre exportées et importées dans le
systeme de production. Avec cette approche, le systeme productif n’a pas besoin d’étre arrété et, dans le
meilleur des cas, aucune donnée ou seulement une petite fraction des données n’est perdue.

Les étapes requises pour configurer un systeme de réparation sont identiques a celles d’'un
scénario de test de reprise aprés incident décrit dans ce document. La solution de reprise sur
incident décrite peut donc facilement étre étendue pour gérer la corruption logique.

Sauvegardes

Des sauvegardes sont créées pour permettre la restauration et la restauration a partir de différents jeux de
données ponctuelles. Ces sauvegardes sont généralement conservées pendant quelques jours a quelques
semaines.

Selon le type de corruption, il est possible d’effectuer des restaurations et des restaurations avec ou sans perte
de données. Si le RPO doit étre nul, méme en cas de perte du stockage primaire et de sauvegarde, la
sauvegarde doit étre combinée avec la réplication synchrone des données.

Le RTO pour la restauration et la récupération est défini par le temps de restauration requis, le temps de
restauration (démarrage de base de données inclus) et le chargement des données dans la mémoire. Pour les
bases de données volumineuses et les approches de sauvegarde classiques, 'RTO peut facilement prendre
plusieurs heures, ce qui n’est pas acceptable. Pour atteindre de trés faibles valeurs RTO, une sauvegarde doit
étre combinée a une solution de secours, qui comprend le préchargement des données dans la mémoire.

En revanche, une solution de sauvegarde doit traiter la corruption logique, car les solutions de réplication des
données ne peuvent pas couvrir tous les types de corruption logique.



La réplication des données synchrone ou asynchrone

L'objectif RPO détermine principalement la méthode de réplication des données que vous devez utiliser. Si le
RPO doit étre nul, méme en cas de perte du stockage principal et de sauvegarde, les données doivent étre
répliquées de maniere synchrone. Cependant, la réplication synchrone est limitée de maniére technique,
comme la distance entre deux régions Azure. Dans la plupart des cas, la réplication synchrone n’est pas
adaptée aux distances supérieures a 100 km en raison de la latence. Il ne s’agit donc pas d’une option de
réplication des données entre les régions Azure.

Si un RPO plus important est acceptable, la réplication asynchrone peut étre utilisée sur de grandes distances.
L'objectif RPO dans ce cas est défini par la fréquence de réplication.

Réplication du systéme HANA avec ou sans préchargement des données

La durée de démarrage d’une base de données SAP HANA est bien plus longue que celle des bases de
données classiques, car une quantité importante de données doit étre chargée dans la mémoire avant que la
base de données puisse fournir les performances attendues. Par conséquent, une partie importante du RTO
est le temps nécessaire au démarrage de la base de données. Avec une réplication basée sur le stockage et la
réplication systeme HANA sans précharger les données, la base de données SAP HANA doit étre démarrée
en cas de basculement vers le site de reprise d’activité.

La réplication du systeme SAP HANA offre un mode de fonctionnement dans lequel les données sont
préchargées et mises a jour en continu sur I'héte secondaire. Ce mode assure des valeurs RTO trés faibles,
mais il requiert également un serveur dédié qui n’est utilisé que pour recevoir les données de réplication du
systéme source.

Comparaison des solutions de reprise d’activité

Une solution compléte de reprise sur incident doit permettre aux clients de récupérer
apres une panne compléte du site primaire. Par conséquent, les données doivent étre
transférées vers un site secondaire et une infrastructure compléte est nécessaire pour
exécuter les systémes SAP HANA de production requis en cas de panne sur un site.
Selon les exigences de disponibilité de I'application et le type d’incident a protéger, une
solution de reprise sur incident sur deux ou trois sites doit étre envisagée.

La figure suivante montre une configuration standard dans laquelle les données sont répliquées de maniére
synchrone au sein de la méme région Azure vers une seconde zone de disponibilité. La distance courte
permet de répliquer les données de maniére synchrone pour atteindre un RPO de zéro (généralement utilisé
pour fournir la haute disponibilité).

Les données sont également répliquées de maniére asynchrone vers une région secondaire pour étre
protégée contre les incidents lorsque la région primaire est affectée. L'objectif RPO minimal possible dépend
de la fréquence de réplication des données, qui est limitée par la bande passante disponible entre la région
primaire et la région secondaire. Un RPO minimal type est généralement compris entre 20 minutes et plusieurs
heures.

Ce document présente différentes options d’'implémentation d’'une solution de reprise aprés incident de deux
régions.
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Réplication systeme SAP HANA

La réplication systéme SAP HANA fonctionne au niveau de la couche base de données. La solution repose sur
un systeme SAP HANA supplémentaire sur le site de reprise d’activité, qui recoit les modifications du systeme
principal. Ce systéeme secondaire doit étre identique au systéme principal.

La réplication systéme SAP HANA peut étre exploitée selon I'un des deux modes suivants :

» Avec des données préchargées dans la mémoire et un serveur dédié sur le site de reprise d’activité :
o Le serveur est utilisé exclusivement en tant qu’héte secondaire de réplication systeme SAP HANA.

o Des valeurs RTO trés faibles peuvent étre obtenues car les données sont déja chargées en mémoire
et aucune base de données de démarrage n’est nécessaire en cas de basculement.

« Sans données préchargées dans la mémoire et sans serveur partagé sur le site de reprise d’activité :

o Le serveur est partagé en tant que systeme secondaire de réplication systeme SAP HANA et en tant
que systeme de test et de développement.

o Le RTO dépend principalement du temps nécessaire au démarrage de la base de données et a la
charge des données dans la mémoire.

Pour une description compléte de toutes les options de configuration et de tous les scénarios de réplication,
reportez-vous a la "Guide d’administration de SAP HANA".

La figure suivante montre la configuration d’'une solution de reprise aprés incident a deux régions avec la
réplication systeme SAP HANA. La réplication synchrone avec données préchargées dans la mémoire est
utilisée pour la haute disponibilité locale dans la méme région Azure, mais dans des zones de disponibilité
différentes. La réplication asynchrone sans données préchargées est configurée pour la région de reprise
d’activité distante.

La figure suivante représente la réplication systtme SAP HANA.


https://help.sap.com/saphelp_hanaplatform/helpdata/en/67/6844172c2442f0bf6c8b080db05ae7/content.htm?frameset=/en/52/08b5071e3f45d5aa3bcbb7fde10cec/frameset.htm&current_toc=/en/00/0ca1e3486640ef8b884cdf1a050fbb/plain.htm&node_id=527&show_children=f
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Réplication systéme SAP HANA avec données préchargées dans la mémoire

De trés faibles valeurs RTO avec SAP HANA ne peuvent étre obtenues qu’avec la réplication systeme SAP
HANA avec des données préchargées dans la mémoire. La réplication systeme SAP HANA avec un serveur
secondaire dédié sur le site de reprise d’'activité permet d’obtenir une valeur RTO d’environ 1 minute au
maximum. Les données répliquées sont regues et préchargées dans la mémoire du systeme secondaire. Du
fait de ce faible temps de basculement, la réplication systeme SAP HANA est également souvent utilisée pour
les opérations de maintenance sans interruption quasi-nul, telles que les mises a niveau du logiciel HANA.

Généralement, la réplication systéme SAP HANA est configurée de fagon synchrone pour effectuer une
réplication synchrone lors de I'opération de préchargement des données. La distance maximale prise en
charge pour la réplication synchrone se situe dans une plage de 100 km.

Réplication systéme SAP sans données préchargées dans la mémoire

Pour les exigences RTO moins strictes, vous pouvez utiliser la réplication systéme SAP HANA sans données
préchargées. Dans ce mode opérationnel, les données de la région de reprise apres sinistre ne sont pas
chargées en mémoire. Le serveur de la région de reprise apres incident est toujours utilisé pour traiter la
réplication systeme SAP HANA exécutant tous les processus SAP HANA requis. Cependant, la majeure partie
de la mémoire du serveur est disponible pour exécuter d’autres services, tels que les systémes de
développement/test SAP HANA.

En cas d’incident, le systeme de développement/test doit étre arrété, le basculement doit étre lancé et les
données doivent étre chargées dans la mémoire. L'objectif RTO de cette approche de veille a froid dépend de
la taille de la base de données et du débit de lecture pendant la charge du magasin de lignes et de colonnes.
L'hypothése selon laquelle le débit de lecture des données est de 1 000 Mbit/s devrait prendre environ 18
minutes pour charger 1 To de données.

Reprise apres incident SAP HANA avec la réplication inter-région ANF

La replication inter-régions ANF est intégrée a ANF comme une solution de reprise aprés incident grace a la
réplication asynchrone des données. La réplication inter-région ANF est configurée par le biais d’une relation
de protection des données entre deux volumes ANF sur une région Azure primaire et secondaire. La
réplication inter-région ANF permet de mettre a jour le volume secondaire grace a des réplications
différentielles de bloc efficaces. Des planifications de mise a jour peuvent étre définies au cours de la



configuration de la réplication.

La figure suivante présente un exemple de solution de reprise apres incident dans deux régions avec la
réplication ANF Cross- Region. Dans cet exemple, le systeme HANA est protégé avec la réplication systeme
HANA dans la région primaire, comme indiqué au chapitre précédent. La réplication vers une région
secondaire s’effectue a l'aide de la réplication ANF inter-région. Le RPO est défini par la planification de
réplication et les options de réplication.

Le RTO dépend principalement du temps nécessaire pour démarrer la base de données HANA sur le site de
reprise d’activité et pour charger les données dans la mémoire. En supposant que les données sont lues avec
un débit de 1000 Mo/s, le chargement de 1 To de données prendra environ 18 minutes. En fonction de la
configuration de la réplication, la restauration par transfert est également requise et ajoute a la valeur RTO
totale.

Pour plus de détails sur les différentes options de configuration, reportez-vous au chapitre "Options de
configuration pour la réplication inter-région avec SAP HANA".

Les serveurs des sites de reprise d’activité peuvent étre utilisés en tant que systémes de développement/test
pendant le fonctionnement normal. En cas d’incident, les systéemes de dév/test doivent étre arrétés et
démarrés est en tant que serveurs de production de reprise sur incident.

La réplication inter-région d’ANF vous permet de tester le workflow de reprise aprés incident sans incidence
sur les objectifs RPO et RTO. Pour ce faire, il est possible de créer des clones de volume et de les relier au
serveur de test de la reprise aprés incident.
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Récapitulatif des solutions de reprise sur incident

Le tableau suivant compare les solutions de reprise sur incident abordées dans cette section et met en
évidence les indicateurs les plus importants.

Les principales conclusions sont les suivantes :

» Siun RTO tres faible est nécessaire, la réplication systeme SAP HANA avec un préchargement en
mémoire est la seule option.



o Un serveur dédié est nécessaire sur le site de reprise aprés incident pour recevoir les données
répliquées et charger les données dans la mémoire.

* De plus, la réplication du stockage est nécessaire pour les données résidant en dehors de la base de
données (par exemple, les fichiers partagés, les interfaces, etc.).

« Si les exigences RTO/RPO sont moins strictes, la réplication ANF multi-région peut également étre utilisée

pour :

o Combiner la réplication de données sans base de données et autres applications

o Couvrez davantage d’utilisations, telles que les tests de reprise aprés incident et la mise a jour de

développement/test.

> Avec la réplication du stockage, le serveur du site de DR peut étre utilisé comme systéme d’assurance
qualité ou de test pendant le fonctionnement normal.

» Une combinaison de la réplication systéme SAP HANA en tant que solution haute disponibilité avec
RPO=0 et la réplication du stockage sur longue distance est judicieux pour répondre aux différentes

exigences.

Le tableau suivant compare les solutions de reprise d’activité.

LE RTO

RPO

Les serveurs du site de
reprise d’activité peuvent
étre utilisés pour les
activités de
développement/test

Réplication de données
ne provenant pas d’'une
base de données

Les données de reprise
d’activité peuvent étre
utilisées pour actualiser
les systémes de
développement/tests

Tests de reprise d’activité
sans incidence sur le RTO
et le RPO

Réplication du stockage

Réplication inter-région

Faible a moyen, selon le
délai de démarrage de la
base de données et la
restauration avant

Réplication asynchrone >
20 min

Oui.

Oui.

Oui.

Oui.

Réplication du systéme SAP HANA

Avec préchargement
des données

Trés faible

Réplication asynchrone
RPO > 20 min RPO=0
réplication synchrone

Non

Non

Non

Non

Sans préchargement de
données

Faible a moyen, selon le
délai de démarrage de la
base de données

Réplication asynchrone
RPO > 20 min RPO=0
réplication synchrone

Oui.

Non

Non

Non



Réplication ANF entre les régions avec SAP HANA

Réplication ANF entre les régions avec SAP HANA

Vous trouverez des informations indépendantes des applications sur la réplication
interrégionale a 'emplacement suivant.

"Documentation Azure NetApp Files | Microsoft Docs" dans les sections concepts et guide.

Options de configuration pour la réplication inter-région avec SAP HANA

La figure suivante montre les relations de réplication de volume pour un systéme SAP
HANA utilisant la réplication inter-région ANF. Avec la réplication inter-région ANF, les
données HANA et le volume partagé HANA doivent étre répliqués. Si seul le volume de
données HANA est répliqué, les valeurs RPO typiques sont comprises dans la plage
d’'une journée. Si des valeurs RPO plus faibles sont requises, les sauvegardes du journal
HANA doivent également étre répliquées pour une restauration par progression.

Le terme « sauvegarde du journal » utilisé dans ce document inclut la sauvegarde du journal et
@ la sauvegarde du catalogue de sauvegardes HANA. Le catalogue de sauvegardes HANA est
nécessaire pour exécuter les opérations de récupération par transfert.

Les descriptions suivantes ainsi que la configuration de laboratoire sont axées sur la base de
@ données HANA. D’autres fichiers partagés, par exemple le répertoire de transport SAP est
protége et répliqué de la méme maniére que le volume partagé HANA.

Pour permettre la restauration HANA des points de sauvegarde ou la restauration suivante a I'aide des
sauvegardes de journaux, des sauvegardes Snapshot de données cohérentes au niveau des applications
doivent étre créées sur le site principal pour le volume de données HANA. Cela peut étre fait par exemple avec
I'outil de sauvegarde ANF AzAcSnap (voir aussi "Qu’est-ce que I'outil Snapshot Azure application cohérent
pour Azure NetApp Files | Microsoft Docs"). Les sauvegardes Snapshot créées sur le site primaire sont ensuite
répliquées sur le site de reprise sur incident.

Dans le cas d’un basculement, la relation de réplication doit étre rompue, les volumes doivent étre montés sur
le serveur de production de reprise aprés incident et la base de données HANA doit étre récupérée, soit vers
le dernier point de sauvegarde HANA, soit avec récupération via les sauvegardes de journaux répliquées. Le
chapitre "Basculement de reprise d’activité", décrit les étapes requises.

La figure suivante décrit les options de configuration HANA pour la réplication inter-région.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction
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Snapshot
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Avec la version actuelle de la réplication inter-région, seules les planifications fixes peuvent étre sélectionnées
et 'heure de mise a jour de la réplication réelle ne peut pas étre définie par 'utilisateur. Les horaires
disponibles sont tous les jours, toutes les heures et toutes les 10 minutes. Utilisez ces options de planification,
deux configurations différentes selon les exigences RPO : la réplication de volume de données sans
journalisation de la réplication des sauvegardes et la réplication des sauvegardes de journaux avec des
planifications différentes, toutes les heures ou toutes les 10 minutes. Le RPO le plus faible possible est
d’environ 20 minutes. Le tableau suivant récapitule les options de configuration et les valeurs RPO et RTO qui

en résultent.

Volume de données de
planification CRR

Volume de sauvegarde du
journal CRR schedule

RPO max

RTO max

Vers l'avant la reprise

Réplication du volume
de données

Tous les jours

sl/o

24 heures + planning
Snapshot (par ex. 6
heures)

Principalement défini par
’heure de démarrage
HANA

NA

Réplication du volume
de sauvegarde des
données et des journaux

Tous les jours

Horaire

1 heure

temps de démarrage
HANA + temps de
restauration

journaux des derniéres 24
heures + calendrier
Snapshot (par ex. 6
heures)

Réplication du volume
de sauvegarde des
données et des journaux

Tous les jours

10 min

2 x 10 min

temps de démarrage
HANA + temps de
restauration

journaux des derniéres 24
heures + calendrier
Snapshot (par ex. 6
heures)



Exigences et bonnes pratiques

Microsoft Azure ne garantit pas la disponibilité d’'un type de machine virtuelle spécifique
lors de sa création ou lors du lancement d’'une machine virtuelle désallocation. Plus
précisément, en cas de défaillance d’'une région, de nombreux clients peuvent avoir
besoin de serveurs virtuels supplémentaires dans la région de reprise sur incident. |l est
donc recommandé d’utiliser activement une machine virtuelle avec la taille requise pour
le basculement aprés incident en tant que systéme de test ou d’assurance qualité dans la
région de reprise apres incident pour allouer le type de machine virtuelle requis.

Pour optimiser les codts, il est logique d’utiliser un pool de capacité ANF avec un Tier de performance inférieur
pendant le fonctionnement normal. La réplication des données ne nécessite pas de hautes performances et
peut donc utiliser un pool de capacité avec un niveau de performances standard. Pour les tests de reprise
d’activité ou, si un basculement est nécessaire, les volumes doivent étre déplacés vers un pool de capacité
disposant d’'un niveau hautes performances.

Lorsqu’un second pool de capacité n’est pas une option, les volumes cibles de réplication doivent étre
configurés en fonction des besoins en capacité et non pas des exigences de performances pendant les
opérations normales. Le quota ou le débit (pour QoS manuelle) peut ensuite étre adapté pour tester la reprise
apreés incident dans le cas d’'un basculement de incident.

Vous trouverez des renseignements supplémentaires a I'adresse "Conditions requises et considérations
relatives a I'utilisation de la réplication multi-région du volume Azure NetApp Files | Microsoft Docs".

Configuration de laboratoire

La validation de la solution a été réalisée avec un systéme héte unique SAP HANA.
L’outil de sauvegarde Microsoft AzAcSnap Snapshot pour ANF a été utilisé pour
configurer des sauvegardes Snapshot HANA cohérentes avec les applications. Les
volumes de données quotidiens, les sauvegardes de journaux horaires et la réplication
de volume partagé sont tous configurés. Le basculement et les tests de reprise aprés
incident ont été validés avec un point de sauvegarde ainsi que pour les opérations de
reprise apres incident.

Les versions logicielles suivantes ont été utilisées dans la configuration du laboratoire :

* Un seul hote systeme SAP HANA 2.0 SPS5 avec un seul locataire
» SUSE SLES POUR SAP 15 SP1
* AzAcSnap 5.0

Un pool de capacité unique avec QoS manuelle a été configuré sur le site de reprise aprés incident.

La figure suivante illustre la configuration du laboratoire.
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ANF Cross Region Replication for
Data volume
HANA shared volume
Log backup volume

NetApp Account: saponanf NetApp Account: dr-saponanf

Capacity Pool: sap-pool1 Capacity Pool: dr-sap-pool-premium

Application consistent

HANA Snapshot
backups.

Log Log

Shared Shared

Log
Backup

Backup

2000

Configuration de sauvegarde Snapshot avec AzAcSnap

Sur le site principal, AzAcSnap a été configuré pour créer des sauvegardes Snapshot cohérentes au niveau
des applications du systeme HANA PR1. Ces sauvegardes Snapshot sont disponibles au niveau du volume de
données ANF du systeme PR1 HANA et sont également enregistrées dans le catalogue des sauvegardes SAP
HANA, comme illustré dans les deux figures suivantes. Des sauvegardes Snapshot ont été planifiées toutes
les 4 heures.

Avec la réplication du volume de données a l'aide de la réplication ANF Cross-Region, ces sauvegardes
Snapshot sont répliquées sur le site de reprise d’activité et peuvent étre utilisées pour restaurer la base de
données HANA.

La figure suivante présente les sauvegardes Snapshot du volume de données HANA.
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1-data-mnt00001)

1y PR1-data-mnt00001 (saponanf/sap-pool1/PR1-data-mnt00001) | Snapshots X
S alume
|/"j Search (Ctrl+/) | “ T~ Add snapshot 'f_) Refresh
B overview
| # search snapshots
@ Activity log
MName T4 Location Tty Created Ty
fo Access control (IAM) S
A L)J azacsnap__2021-02-12T145015-1799555Z East US 02/12/2021, 03:49:48 PM h
€ Tags -
._-1.3“4 azacsnap__2021-02-12T145227-1245630Z East US 02/12/2021, 03:51:24 PM e
Seftings (D) azacsnap_2021-02-12T145828-38634427 East Us 02/12/2021, 03:58:01 PM
i . o
Ii' properties L) azacsnap_2021-02-16T134021-9431230Z East US 02/16/2021, 02:39:18 PM
= P
B Locks (D) azacsnap_2021-02-16T134917-6284160Z East US 02/16/2021, 02:48:55 PM
Storage service :L): azacsnap__2021-02-16T135737-377854627 East LS 02/16/2021, 02:56:32 PM e
© Mount instructions (D) azacsnap_2021-02-16T160002-1354654Z East Us 02/16/2021, 04:59:40 PM
B Export policy () azacsnap_2021-02-16T200002-0790339Z East US 02/16/2021, 08:50:42 BM
7Tl Snapshots (D) azacsnap_2021-02-17T000002-1753859Z East Us 02/17/2021, 12:59:32 AM
[ Replication () azacsnap_2021-02-17T040001-54548087 East US 02/17/2021, 04:59:31 AM
. L) azacsnap__2021-02-17T0B0002-2933611Z East US 02/17/2021, 08:59:40 AM
Monitoring
fill Metrics
La figure suivante présente le catalogue des sauvegardes SAP HANA.
n-pr! Instance: 01 Connected User: SYSTEM System Usage: Custom System - SAP HANA Studio - O 4
Help
] Q g%
SYSTEMDB@PR1 ... ¥, Backup SYSTE... ER SYSTEMDB@PRI ... [§ SYSTEMDB@PR1 §§ sysTEMDB@PRI (¥ Backup SYSTE.. I (, SYSTEMDB@PRI ... (i SYSTEMDB@PR] ... (i SYSTEMDB@PR] ... = B8
& Backup SYSTEMDB@PR1 (SYSTEM) PR1 SystemDB Last Update@:07:38 AM w7 | (] | G
Overview | Configuration E_E\;Elm_p_Ca_taFg |
Backup Catalog Backup Details
Database: | SYSTEMDB v I el
- N Status: Successful
[]Show Log Backups []Show Delta Backups Backup Type: Data Backup
- Destination Type: Snapshot
Status  Started Duration Size Backup Type  Destinatio. Started: Feb 12, 2021 2:50:15 PM (UTC)
=] Feb 17,2021 :00:02...  00h 00m 425 3.13GB DataBackup  Snapshot Eiriche Feb 12, 2021 2:50:48 PM (UTC)
[ ] Feb 17,2021 400:01 .. 00h 00m 355 313GB DataBackup  Snapshot Divstise 00k 0Dm 325
& Feb 17,2021 12:00:0...  00h 00m 365 313GB DataBackup  Snapshot Sizer 31368
[a] Feb 16,2021 8:00:02..  00h 00m 34s 31368 DataBackup  Snapshot Thicustipit i
[a] Feb 16,2021 £00:02...  00h 00m 38s 3.13GB DataBackup  Snapshot System ID:
@ Feb 16,2021 1:57:37..  00h 00m 325 3.13GB DataBackup  Snapshot i — -
(5] Feb 16,2021 1:49:17 ..  00h 00m 325 313GB DataBackup  Snapshot ' ?gif::‘;;‘;’f‘;;ﬁ:‘:;ﬁ B
-] Feb 16,2021 1:40:22 ..  00h 00m 34s 3.13GB DataBackup  Snapshot
=] Feb 12, 2021 2:58:28...  00h 00m 325 3.13GB  Data Backup Snapshot Additional Information: | « gk
(] Feb 12,2021 25227 ...  00h00m 325 113GB DataBackup  Snapshot ‘
= Feb 12,2021 2:50:15... 00K 00m 325 313GB DataBackup  Snapshot
Location: /hana/data/PR1/mnt00001/ ‘
Host - Service Size Mame Source.. EBID
vm-pri nameserver 3.13.GB  hdbl0D01 volume azacsnap_2021-02-12T14501...

Etapes de configuration pour la réplication ANF inter-région

Quelques étapes de préparation doivent étre effectuées sur le site de reprise d’activité
pour que la réplication de volume puisse étre configurée.

* Un compte NetApp doit étre disponible et configuré avec le méme abonnement Azure que la source.
» Un pool de capacité doit étre disponible et configuré a I'aide du compte NetApp ci-dessus.
» Un réseau virtuel doit étre disponible et configuré.

* Au sein du réseau virtuel, un sous-réseau délégué doit étre disponible et configuré pour une utilisation
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avec ANF.

Des volumes de protection peuvent désormais étre créés pour les données HANA, le partage HANA et |le
volume de sauvegarde du journal HANA. Le tableau suivant présente les volumes de destination configurés
dans notre configuration de laboratoire.

Pour optimiser la latence, les volumes doivent étre placés prés des machines virtuelles qui

@ exécutent SAP HANA en cas de basculement. Par conséquent, le méme processus de
épinglage est requis pour les volumes de reprise aprés incident et pour tout autre systéme de
production SAP HANA.

Volume HANA Source Destination Planification de la
réplication

Volume de données PR1-data-mnt00001 PR1-data-mnt00001-sm-  Tous les jours

HANA dest

Volume partagé HANA PR1-partagé PR1-shared-sm-dest Horaire

Volume de sauvegarde de hanabackup hanabackup-sm-dest Horaire

log/Catalog HANA

Pour chaque volume, les étapes suivantes doivent étre effectuées :

1. Créez un nouveau volume de protection sur le site de reprise aprés incident :
a. Indiquez le nom du volume, le pool de capacité, le quota et les informations réseau.
b. Fournissez le protocole et les informations d’acceés aux volumes.
c. Indiquez I'ID du volume source et la planification de la réplication.
d. Créer un volume cible.
2. Autoriser la réplication sur le volume source.

o Indiquez I'ID du volume cible.

Les captures d’écran suivantes montrent en détail les étapes de configuration.

Sur le site de reprise apres incident, un nouveau volume de protection est créé en sélectionnant volumes et en

cliquant sur Ajouter une réplication des données. Dans I'onglet Basics, vous devez fournir le nom du volume,
le pool de capacité et les informations sur le réseau.

Le quota du volume peut étre défini en fonction des exigences de capacité, car les

@ performances du volume n’ont aucun impact sur le processus de réplication. Dans le cas d’'un
basculement de reprise aprés incident, le quota doit étre ajusté pour répondre aux exigences de
performances réelles.

Si le pool de capacité a été configuré avec une QoS manuelle, vous pouvez configurer le débit

@ en plus des besoins de capacité. Comme ci-dessus, vous pouvez configurer le débit avec une
valeur faible en fonctionnement normal et 'augmenter en cas de basculement de reprise aprés
incident.
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Create a new protection volume

Basics Protocol

Replication

Tags Review + create

This page will help you create an Azure Netipp Files volume in your subscription and enable you to access the volume from
within your virtual network. Learn more about Azure Metfpp Files

Volume details

Volume name *
Capacity pool * (0

Available quota (GIB) @

Quota (GIB) * o)

Virtual network * (&)

Delegated subnet * (0

Show advanced section

Review + create

| PR1-datz-mnt00001-sm-dest N
‘ dr-sap-pocl ~ |
4096

ATiB

| 500 7

500 GiB

| dr-unet (10.2.0.0/16,10.0.2.0/24) v |
Create new

| default (10.0.2.0/28) v |
Create new

]

< Previous Mext : Protocol =

Dans I'onglet Protocol, vous devez fournir le protocole réseau, le chemin du réseau et la export policy.
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Create a new protection volume

Basics Protocol Replication Tags Review + create

Configure access to your volume,

Access

Protocol type @ NFS O SMEB (:J Dual-protocol (NFSv3 and SMB)

Configuration

Filepath* @ | PR1-data-mnt00001-sm-dest \
\Versions * ‘ MFSvd,1 R ‘
Kerberos (O Enabled (®) Disabled

Export policy

Configure the volume’s export policy, This can be edited later. Learn more

Move up Moy Move to top Move to bottom  [i] Delete

doveup & Move down ovetotop W

Index Allowed clients Access Root Access

aew

B | 00.00/0 || Readmwriite || on v

| | Nl v

| < Previous || Mext : Replication = ‘

Dans l'onglet réplication, vous devez configurer I'ID du volume source et la planification de réplication. Pour la
réplication du volume de données, nous avons configuré une planification de réplication quotidienne pour notre
configuration de laboratoire.

@ L’ID du volume source peut étre copié a partir de I'écran Propriétés du volume source.
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Create a new protection volume

Basics Protocol Replication  Tags Review + create
Source volume ID (D | fsubscriptions/28cfc403-f3f8-4007-9847-4eb 161092870/ resourceGroups,/rg... /|
Replication schedule () | Draily et |

Every 10 minutes
Hourly

Daily

| < Previous | | MNext : Tags =

En dernier lieu, vous devez autoriser la réplication sur le volume source en fournissant I'ID du volume cible.

@ Vous pouvez copier I'ID du volume de destination a partir de I'écran Propriétés du volume de
destination.
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-data-mnt00001) Authorize X
|D PR1-data-mnt00001 (saponanf/sap-pool1/PR1-data-mnt00001) | Replicatia #«"e=
Volume
|_!." Search (Ctrl+/) | @ & Authorize

o Update the replication schedule

L Overview
s You don't have any data protection volumes. Click Add data protection to get started.
Activity log o -
Destination volume id (0

oli/volumes/PR1-data-mnt00001-sm-de

ﬁ!
F‘R Access control (IAM)
L 4

Tags

Settings

i Properties

B Locks

Storage service

@ Mount instructions
=l Export policy

I, Snapshots

T Replication

Les mémes étapes doivent étre réalisées pour les systemes HANA partagés et le volume de sauvegarde du
journal.

Surveillance de la réplication inter-région ANF

Les trois captures d’écran suivantes indiquent I'état de la réplication pour les données, la
sauvegarde du journal et les volumes partagés.

Le délai de réplication du volume est une valeur utile pour comprendre les attentes en matiére de RPO. Par
exemple, la réplication du volume de sauvegarde des journaux affiche un temps de décalage maximal de 58

minutes, ce qui signifie que 'RPO maximal a la méme valeur.

La durée du transfert et la taille du transfert fournissent des informations précieuses sur les besoins en bande
passante et modifient le taux du volume répliqué.

La capture d’écran suivante montre I'état de réplication du volume de données HANA.
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yme > Azure NetApp Files » dr-saponanf > PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pooi-premium/PR1-data-mnt0001-sm-dest)

g PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Replication

Volume

0 Search (Ctrl+/) | «
& Overview

H Activitylog

Ag. Aceess control (IAM)

@ Tags

Settings

Properties

& Locks

Storage service

© wount instructions

' Export policy

Snapshots

[ Replication

Monitoring

Metrics

Automation

i Tasks (preview)

' Export template
Support + troubleshooting

B New support request

& Edit ¢ Breakpeering [E Delete () Refresh

S

Volume replication lag time

s56nours
Osec
M 6PM
Vohume replication lag time {Avg)
5.06 rours

Volume replication last transfer duration

187min

1.5min

250 L)

fepz3

1.25ma

| Nolums replication last transfer duration (Avg)

BAM

GAM

# Is volume replication transferring

UTE+0T00

ﬁ Volume replication progress

100
)
0
70 18.97Mi2
]
P
9.5aMig
30
= a77MiB
10
08
12eM 6PM Fen23 6AM  UTC+0100 M 6PM BAM  UTC:0T00
15 volume replicaticn wransferring fAvg) ‘Velume replication progress (Avg)
0 24.02 e

ﬁ Volume replication last transfer size

UTC+01:00

95387MIE

762.98M8

s28M LEY] e 23

Volume replication fast ransfer size ffva)

1.055:

X? Volume replication total transfer

14Gi8

sszaTMIE

47884ME

"""""" o8

GAM  UTC+01:00 12eM 65M
I ‘Velume replication total wransfer (Avg)

313z

Fep 23 GAM

La capture d’écran suivante montre I'état de réplication du volume de sauvegarde du journal HANA.

>me > Azure NetApp Files > dr-saponanf >

hanabackup-sm-dest (dr-sapananf/dr-sap-pool-premium/hanabackup-sm-dest)

) hanabackup-sm-dest (dr-saponanf/dr-sap-pool-premium/hanabackup-sm-dest) | Replication

Velume

«
B Overview

& Activity log

P Access control (JAM)

€ Tags

Settings

{I! properties

B Locks

Storage service

@ Mount instructions

Ll Export policy

napshats

) Replication
Monitoring

il Metrics

Automation

& Tasks (preview)

E Export template
Support + troubleshooting

B New support reguest

& Edt &7 Braak peering

Delete () Refresh

Volume replication lag time

58.33n1in

S0min

=LY 6P

Volume replication lag time (Ava)

29.48 -

Volume replication last transfer duration

T6sec

1dsec

f2sec

1Dsec.

129 678

Feb i

l Volume replication last wansfer duration (Avg)

13,670

5 s volume replication transferring

5 Volume replication progress

2o T o
I.mmp.[,..—mmmw ]
4.57

;? Volume replication last transfer size

114808

FEE

763M8

12pm 6P

Feb 23

Volume replication last wansfer size (Avg)

14.67

8AM 1

‘Volume replication progress (g}

14.46=

;?- Volume replication total transfer

UTE+01:00

126368

13.97G18

§AM 12m 67M

l ‘olume replication total transfer (Avg)
28.28c=

FebZi (7]

La capture d’écran suivante montre I'état de réplication du volume partagé HANA.
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me > Azure NetApp Files > dr-saponanf > PR1-shared-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-shared-sm-dest)

D PR1-shared-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-shared-sm-dest) | Replication

Volume

|2 search (ctri+) « & edit &7 Breakpeering [ Delete () mefresh
5 Overview
Volume replication lag time Is volume replication transferring Volume replication progress
B Activity log 2 = =
%
S Access control (1AM)
32min g0z
¢ Tags
208
Settings 708
m s8
I' Properties
233 S0z
B Locks
. 48
0 308
Storage service s
208
© Mount instructions
12
&l Export policy
T snapshots 2 o my z &AM 12 2 5o Fan 23 6 A 5 AM
Volume replication ag time {fvg) s wolume replication transfering (Avg) Velume replicat (g
@ Replication po p-pool-pr Jort sharect sm-s por 2-pool-premiinypri-shared-sm-ds dr-saponsnt/dr-sap-poal-premism/pri-shared sm-dest
29.45 i 0
Monitoring
G Metrics Volume replication last transfer duration }? Volume replication last transfer size }? Volume replication total transfer }?
Automation .
- L LE:
a ) samia
o3 Tasks (preview) - L aees z 596
4 B g 7.53M18
5 Export tamplate e sy 88T 0 - SRR RS
= . L= 44
Support + troubleshooting 1osec s7am —
a E 477M
A New support request —
381N =
3670
Feb 23 6 AM 12Pm oM Fen 23 &AM 120M LY Feb 23 e AM
| Voiume replication st wansfer duration (Aug) Volume replication last transfer sze (Aug) | Votume replication total ransfer (<ug)
. o O - min oo N = cige. 9
1279 A 5.96 e

Sauvegardes Snapshot répliquées

A chaque mise & jour de réplication du volume source vers le volume cible, toutes les modifications de bloc
effectuées entre le dernier et la mise a jour actuelle sont répliquées vers le volume cible. Les snapshots, qui
ont été créés au niveau du volume source, sont également inclus. La capture d’écran suivante montre les
snapshots disponibles sur le volume cible. Comme mentionné précédemment, chacun des snapshots créés
par I'outil AzAcSnap est des images cohérentes avec les applications de la base de données HANA qui
peuvent étre utilisées pour exécuter un point de sauvegarde ou une restauration avant.

Au sein du volume source et du volume cible, des copies Snapshot SnapMirror sont également
créées pour les opérations de resynchronisation et de mise a jour de réplication. Ces copies

@ Snapshot ne sont pas cohérentes au niveau de 'application du point de vue de la base de
données HANA ; seuls les snapshots cohérents au niveau des applications créés via
AzaCSNAP peuvent étre utilisés pour les opérations de restauration HANA.
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me > Azure NetApp Files > dr-saponanf > PR1-data-mnt0001-sm-dest (dr-saponant/dr-sap-pool-premium,/PR1-data-mnt0001-sm-dest)

71y PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Snapshots

* Volume

P Search (Ctrl+/) « { Addsnapshot () Refresh

B overview
N R Search snapshots
@ Activity log

Name 4 Location Ty Created T4
P, Access control (IAM) =

(@] azacsnap_2021-02-18T120002-2150721Z West US 02/18/2021, 01:00:05 PM
@ Tags =

(@] azacsnap_2021-02-18T160002-1442691Z West US 02/18/2021, 05:00:49 PM
SeltinGs 1T, azacsnap_2021-02-18T200002-07586372 West US 02/18/2021, 09:00:05 PM
I Properties ! azacsnap__2021-02-19T000002-00396867 West US 02/19/2021, 01:00:05 AM
B Locks azacsnap_2021-02-19T040001-87737482 West US 02/19/2021, 05:00:06 AM
Storage service azacsnap_2021-02-19T080001-5198653Z West US 02/19/2021, 09:00:05 AM

© Mount instructions T, azacsnap_2021-02-19T120002-14953222 West US 02/19/2021, 01:00:06 PM

= export policy 18] azacsnap_2021-02-19T160002-36986752 West US 02/19/2021, 05:00:05 PM

15 snapshots 18] azacsnap_2021-02-22T120002-3145398Z West US 02/22/2021, 01:00:06 PM
D Replication imorbleBedsd-T114-11eb-b147-d03%eale21 16 2155791247,2021-02-22 143158 West US 02/22/2021, 03:32:00 PM
o U] azacsnap_2021-02-22T150002-0144647Z West US 02/22/2021, 05:00:05 PM
onitoring
= 18] azacsnap_2021-02-22T200002-0643561Z West US 02/22/2021, 09:00:05 PM
fifl Metrics
) azacsnap_2021-02-23T000002-0311379Z West US 02/23/2021, 01:00:05 AM
Automation ) ~
(T, snapmirmorbie8edsd-7114-11eb-b147-d03%a1e211e_2155791247.2021-02-23.001000  West US 02/23/2021, 01:10:00 AM

5 Tasks (preview)
3 Export template
support + troubleshooting

2 New support request

Test de reprise aprés incident

Test de reprise aprés incident

Pour mettre en ceuvre une stratégie de reprise apres incident efficace, vous devez tester
le workflow requis. Les tests montrent si la stratégie fonctionne et si la documentation
interne est suffisante, et ils permettent également aux administrateurs de suivre les
procédures requises.

La replication interrégion d’ANF permet de tester la reprise apres incident sans mettre en péril le RTO et le
RPO. Des tests de reprise aprés incident sont possibles sans interrompre la réplication des données.

Le workflow de test de reprise d’'activité utilise 'ensemble de fonctionnalités ANF pour créer des volumes
basés sur des sauvegardes Snapshot existantes a la cible de reprise d’activité. Voir "Fonctionnement des
snapshots Azure NetApp Files | Microsoft Docs".

Selon que la réplication des sauvegardes de journaux fait partie de la configuration de la reprise sur incident
ou non, les étapes de la reprise sur incident sont légérement différentes. Cette section décrit les tests de
reprise apres incident pour la réplication de données uniquement a des fins de sauvegarde, ainsi que pour la
réplication de volume de données associée a la réplication de volume de sauvegarde des journaux.

Pour tester la reprise aprés incident, procédez comme suit :

1. Préparez I'héte cible.
2. Créer de nouveaux volumes basés sur des sauvegardes Snapshot sur le site de reprise d’activité
3. Montez les nouveaux volumes sur I'héte cible.
4. Restaurez la base de données HANA.
o Restauration du volume de données uniquement.

o Restauration par transfert a I'aide de sauvegardes des journaux répliqués.

Les sous-sections suivantes décrivent ces étapes en détail.
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AzureReglon: EastUS @ mena @ Azure Region: West US|

SID=PR1 SID=PR1
=i FUS USRI S =i Attach volumes to ,DR Testing” server
Recovery of HANA database w/ or w/o
SAR T L EYPHANA forward recovery.
[N [N
NetApp Account: saponanf NetApp Account: dr-saponanf

Capacity Pool: dr-sap-pool-premium

Capacity Pool: sap-pool1

Create new volumes
based on Snapshots.

S
FlexClone

Log

v

Shared

—

v

2aas

Backup

Préparez I’héte cible

Cette section décrit les étapes de préparation requises au niveau du serveur utilisé pour
le basculement de reprise apres sinistre.

En fonctionnement normal, I'héte cible est généralement utilisé a d’autres fins, par exemple comme systéme
d’assurance qualité ou de test HANA. Par conséquent, la plupart des étapes décrites doivent étre effectuées
lors de I'exécution du test de basculement. D’autre part, les fichiers de configuration appropriés, comme
/etc/fstab et /usr/sap/sapservices, peut étre préparé puis mis en production en copiant simplement
le fichier de configuration. La procédure de basculement de reprise aprés sinistre garantit que les fichiers de
configuration préparés appropriés sont correctement configurés.

La préparation de I'héte cible comprend également I'arrét du systéme d’assurance qualité ou de test HANA,
ainsi que l'arrét de tous les services a l'aide de systemctl stop sapinit.

Nom d’hote et adresse IP du serveur cible

Le nom d’héte du serveur cible doit étre identique au nom d’héte du systéme source. L’adresse IP peut étre
différente.

Une clbture correcte du serveur cible doit étre établie de sorte qu’il ne puisse pas communiquer

(D avec d’autres systémes. Si une cloture correcte n’est pas en place, le systéme de production
cloné peut échanger des données avec d’autres systémes de production, ce qui entraine une
corruption logique des données.

Installez le logiciel requis

Le logiciel de I'agent héte SAP doit étre installé sur le serveur cible. Pour plus d’'informations, reportez-vous a
la section "Agent hote SAP" Sur le portail d’aide SAP.

(D Si I'héte est utilisé comme systéme d’assurance qualité ou de test HANA, le logiciel de I'agent
hoéte SAP est déja installé.
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Configuration des utilisateurs, des ports et des services SAP

Les utilisateurs et groupes requis pour la base de données SAP HANA doivent étre disponibles sur le serveur
cible. En général, la gestion centralisée des utilisateurs est utilisée ; aucune étape de configuration n’est donc
nécessaire sur le serveur cible. Les ports requis pour la base de données HANA doivent étre configurés sur
les hétes cibles. La configuration peut étre copiée a partir du systéme source en copiant /etc/services
vers le serveur cible.

Les entrées de services SAP requises doivent étre disponibles sur I'h6te cible. La configuration peut étre
copiée a partir du systéme source en copiant /usr/sap/sapservices vers le serveur cible. Le résultat
suivant montre les entrées requises pour la base de données SAP HANA utilisée dans la configuration de
laboratoire.

vim-prl:~ # cat /usr/sap/sapservices

#!/bin/sh

LD LIBRARY PATH=/usr/sap/PR1/HDBOl/exe:S$LD LIBRARY PATH;export
LD LIBRARY PATH;/usr/sap/PR1/HDB0l/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDBOl vm-prl -D -u prladm
limit.descriptors=1048576

Préparez le volume du journal HANA

Comme le volume de journal HANA ne fait pas partie de la réplication, un volume de journal vide doit exister
sur I'héte cible. Le volume de journalisation doit inclure les mémes sous-répertoires que le systeme HANA
source.

vm-prl:~ # 1ls -al /hana/log/PR1/mnt00001/

total 16

drwxrwxrwx 5 root root 4096 Feb 19 16:20

drwxr-xr-x 3 root root 22 Feb 18 13:38 ..

drwxr-xr—-- 2 prladm sapsys 4096 Feb 22 10:25 hdb00001
drwxr-xr-- 2 prladm sapsys 4096 Feb 22 10:25 hdb00002.00003
drwxr-xr—-—- 2 prladm sapsys 4096 Feb 22 10:25 hdb00003.00003
vm-prl:~ #

Préparez le volume de sauvegarde des journaux

Comme le systéme source est configuré avec un volume distinct pour les sauvegardes de journaux HANA, un
volume de sauvegarde de journal doit également étre disponible au niveau de I'héte cible. Un volume pour les
sauvegardes des journaux doit étre configuré et monté sur I'hnéte cible.

Si la réplication du volume de sauvegarde des journaux fait partie de la configuration de reprise apres incident,
le volume de sauvegarde des journaux répliqués est monté sur I'hdte cible, et il n’est pas nécessaire de
préparer un volume de sauvegarde de journaux supplémentaire.

Préparer les montages du systéme de fichiers

Le tableau suivant présente les conventions de nommage utilisées dans la configuration du laboratoire. Les
noms des volumes du site de reprise d’activité sont inclus dans la /etc/fstab.
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Volumes HANA PR1 Volume et sous-répertoires du Point de montage sur I’h6te cible

site de reprise apreés incident

Volume de données PR1-data-mnt00001-sm-dest /hana/data/PR1/mnt00001
Volume partagé PR1-shared-sm-dest/shared PR1- /hana/shared /usr/sap/PR1
shared-sm-dest/usr-sap-PR1
Volume de sauvegarde du journal  hanabackup-sm-dest /hanabackup
@ Les points de montage de cette table doivent étre créés sur I'hbte cible.

Voici les informations requises /etc/fstab entrées.

vm-prl:~ # cat /etc/fstab

# HANA ANF DB Mounts

10.0.2.4:/PR1-data-mnt0001-sm-dest /hana/data/PR1/mnt00001 nfs
rw,vers=4,minorversion=1,hard, timeo=600, rsize=262144,wsize=262144,1intr, noa
time,lock, netdev,sec=sys 0 0

10.0.2.4:/PR1-1og-mnt00001-dr /hana/log/PR1/mnt00001 nfs
rw,vers=4,minorversion=1,hard, timeo=600, rsize=262144,wsize=262144,intr, noa
time, lock, netdev,sec=sys 0 O

# HANA ANF Shared Mounts

10.0.2.4:/PRl-shared-sm-dest/hana-shared /hana/shared nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

10.0.2.4:/PRl1-shared-sm-dest/usr-sap-PR1 /usr/sap/PR1l nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

# HANA file and log backup destination

10.0.2.4:/hanabackup-sm-dest /hanabackup nfs

rw,vers=3,hard, timeo=600,rsize=262144,wsize=262144,nconnect=8,bg,noatime,n
olock 0 O

Créer de nouveaux volumes basés sur des sauvegardes Snapshot sur le site de
reprise d’activité

Selon la configuration de reprise aprés incident (avec ou sans réplication de sauvegarde

des journaux), il faut créer deux ou trois nouveaux volumes basés sur des sauvegardes

Snapshot. Dans les deux cas, un nouveau volume de données et le volume partagée
HANA doivent étre créés.

Un nouveau volume du volume de sauvegarde des journaux doit étre créé si les données de sauvegarde des

journaux sont également répliquées. Dans notre exemple, le volume de sauvegarde des données et des

journaux a été répliqué sur le site de reprise sur incident. Voici la procédure a suivre pour utiliser Azure Portal.

1. L'une des sauvegardes Snapshot cohérentes au niveau des applications est sélectionnée comme source

pour le nouveau volume du volume de données HANA. L'option Restaurer vers un nouveau volume est
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4
Volume

D Search (Cirl+/)

5 Overview

B Activity log

A Access control (IAM)
¢ Tags

Settings

! properties

£ Locks

Storage service

@ Mount instructions
5 Export policy

15, Snapshots

E Replication
Monitoring

A Metrics
Automation

3 Tasks (preview)

E Export template
Suppart + troubleshooting

B New support request

‘«

+ Add snapshot

+ PR1-data-mnt00001-sm-dest (dr-saponanf/dr-sap-pocl1/PR1-data-mnt00001-sm-dest)

7 PR1-data-mnt00001-sm-dest (dr-saponanf/dr-sap-pool1/PR1-data-mnt00001-sm-dest) | Snapshots

O Refresh

sélectionnée pour créer un nouveau volume basé sur la sauvegarde snapshot.

‘/’J Search snapshots

Name

L)
L)
()
()
)
1)
()
)
L)
L)
)
)
1)

azacsnap__2021-02-
azacsnap__2021-02-
azacsnap__2021-02-
azacsnap__2021-02-
azacsnap__2021-02-
azacsnap_ 2021-02-
azacsnap__2021-02-
azacsnap_2021-02-
snapmirror.bieleddd-7114-112b-b147-d03%ez.
azacsnap__2021-02-
azacsnap__2021-02-
aracsnap__2021-02-
azacsnap_ 2021-02-

snapmirrorbiele48d-7114-112b-b147-d03%e3

16T134021-9431230Z

16T134917-6284160Z

16T135737-37785467

16T160002-1354554Z

16T200002-07903387

17T0O0002-1753858Z

17T040001-5454808Z

17T080002-2933611Z

17T120001-91962667

17T160002-2801812Z

17T200001-91480557

18T000001-79552432

Location

West US

West US

West US

West US

West US

West US

West US

West US

West US

West US

West US

West US

Wast Us

West US

T4

Created

02/16/2027, 02:40:27 PM
02/16/2027, 02:49:20 PM
02/16/2027, 02:57:41 PM
02/16/2027, 05:00:05 PM
02/16/2021, 09:00:08 PM
02/17/2027, 01:00:08 AM
02/17/2021, 05:00:05 AM
02/17/2027, 09:00:18 AM
02/17/2021, 12:46:22 PM
02/17/2027, 01:00:08 PM
02/17/2027, 05:00:06 PM
02/17/2021, 09:00:05 PM

02/18/2021, 01:00:07 J
0]

02/18/2027, 01:10:00.4 e

2. Le nouveau nom de volume et quota doivent étre fournis dans I'interface utilisateur.

24

T

Restore to new volume



Home > Azure NetApp Files > dr-saponanf » dr-sap-pooll (dr-saponanf/dr-sap-pooll) > PR1-data-mnt00001-sm-dest (d

Create a volume

Basics  Protocol Tags Review + creats

This page will help you create an Azure Netipp Files volume in your subscription and enable you to access the volume from
within your virtual network. Learn more about Azure MetApp Files

Volume details

Vaolume name * PR1-dzta-mnt00001-sm-dest-clone \/
Restoring from snapshot (@ azacsnap_ 2021-02-18T000001-79552432Z
fvailable guota (GIB) & 2096
205 TIB
Quota (GIB) * () 500 \/
500 GiB
Virtual network (& dr-vnet (10.2.0.0/16,10.0.2.0/24) N
Delegated subnet @ default (10.0.2.0/28) ¥
Show advanced section I:'

3. Le chemin des fichiers et I'export policy sont configurés dans I'onglet Protocol.
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Home > Azure MetApp Files > dr-saponanf > dr-sap-poell (dr-saponanf/dr-sap-pooll) » PR1-data-mnt00001-sm-dest (d

Create a volume

Basics Protocol  Tags Feview + create

Configure access to your volume.

Access

Pratocol type @) NFS SMB () Dual-protocol (NFSv3 and 5MB)

Configuration

File path* & | PR1-data-mnt00001-sm-dest-clone

Versions MFSv4. ] W
oy () Enabled (®) Disabled

Export policy

Configure the velume's export policy. This can be edited later. Learn more

T Moveup L Movedown T Movetotop L Movetobottom [ Delete

B index Allowed clients Access Root Access

| [ 0.000/0 || Readawrite || on Ve
| | V| v ]

4. L'écran Créer et revoir résume la configuration.
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Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pool1) > PR1-data-mnt00001-sm-dest (dr-sapon

Create a volume

o Validation passed

Basics Protocol Tags Review + create

Basics

Subscription Pay-As-You-Go

Resource group dr-rg-sap

Region West US

Volume name PR1-data-mnt00007-sm-dest-clone
Capacity pool dr-sap-pocfl

Service level Standard

Quaota 500 GiB

MNetworking

Virtual network dr-vnet (10.2.0.0/16,10.0.2.0/24)
Delegated subnet default (10.0.2.0/28)

Protocol

Protocol NFSv4, 1

File path PR1-data-mntd0001-sm-dest-clone

Un nouveau volume a été créé a partir de la sauvegarde snapshot HANA.

=} dr-saponanf | Volumes X

MetApp account

P search (Ctrl+)) “« + addvolume - Add data replication (O Refresh

W Overview

‘ P search volumes

Activity log

Name T, Quota Ty Protocoltype Ty Mount path Ty Service level 4 Capacity pool Ty

. Access control IAM)

B hanabackup-sm-dest 1000 GiB NFSV3 10.0.2.4;/hanzbackup-sm-dest  Standard dr-sap-pooli
€ Tags

% PR1-dlata-mnt00001-sm-dest 500 GiB MFSv4.1 10.0.2.4;/PR1-data-mnt00001-s Standard dr-sap-pool .
settings | B PR1-data-mnt00001-sm-gest-clone 500 GiB NFSu4.1 10.02.4,/PR1-data-mnt00001-5 ~Standard dr-sap-poolt v
"
Il properties B Pri-log-mntoooot-dr 250 GiB NFSv4.1 10.0.2.4//PR1-log-mnt00001-dr  Standard dr-sap-poolt
8 Locks % PR1-shared-sm-dest 250 GiB NFSv4.1 10.0.2.4y/PR1-shared-sm-dest  Standard dr-sap-poolt e

Azure NetApp Files

b Active Directory connections
Storage service
T Capacity poals
& volumes
Data protection
[ snapshot policies
Automation
i Tasks (preview)
5 Export template

Support + troubleshooting

B MNew support request

27



Il faut maintenant effectuer les mémes étapes pour les volumes HANA partagés et de sauvegarde des
journaux, comme indiqué dans les deux captures d’écran suivantes. Etant donné qu’aucun snapshot
supplémentaire n’a été créé pour le volume de sauvegarde de journaux et partagé HANA, la copie Snapshot
SnapMirror la plus récente doit étre sélectionnée comme source pour le nouveau volume. |l s’agit de données
non structurées et la copie Snapshot de SnapMirror peut étre utilisée dans ce cas d'utilisation.

pooll/hanabackup-sm-dest)

rty hanabackup-sm-dest (dr-saponanf/dr-sap-pooll/hanabackup-sm-dest) | Snapshots

a

Volume
‘)—' Search (Ctrl+/) ‘ « — Add snapshot 'f_'," Refresh
5 overview —
| X Search snapshots
E Activity log
Name +4  Location +L  Created i
Fa, Access control (IAM)
LY snapmirror.bleBedsd-7114-11eb-b147-d03%ea  West US 02/18/2021, 02:05:00 PM
® Tags - ;
,‘f’. snapmirror.b1e8ed48d-7114-11eb-b147-d03%ea.. West US 02/18/2021, 03:05:00 ® e i
Settings
! properties
B Locks o

Storage service

@ mount instructions
LT Export policy

19 Snapshots

[D Replication

La capture d’écran suivante montre le volume partagé HANA restauré vers le nouveau volume.

oool1/PR1-shared-sm-dest)

1y PR1-shared-sm-dest (dr-saponanf/dr-sap-pool1/PR1-shared-sm-dest) | Snapshots

Volume

) Search (Ctrl+)) | @ = Add snapshot C_'.) Refresh

L Overview

‘ £ Search snapshots

& Activity log

Name 4y Location Ty Created Ty
B Access control {IAM) ey
£ _L_."J snapmirror.b1e8e48d-7114-11eb-b147-d03%ez.. West US 02/18/2021, 02:05:00 PM
@ Tags (L) snapmirrorblese48d-7114-11eb-b147-d03%a-  West US 02/18/2021, 030500 1y gectore tg new volume
Settings
! Properties
B Locks 8], Ok
Storage service
@ Mount instructions
LI Export policy
{1 Snapshots
[y Replication
@ Lorsqu’un pool de capacité doté d’'un niveau de performance faible a été utilisé, les volumes
doivent a présent étre déplacés vers un pool de capacité qui fournit les performances requises.

Les trois nouveaux volumes sont désormais disponibles et peuvent étre montés sur I'héte cible.

Montez les nouveaux volumes sur I’hote cible

Les nouveaux volumes peuvent désormais étre montés sur I'héte cible, basé sur le
/etc/fstab fichier créé précédemment.

28



vm-prl:~ # mount -a

Le résultat suivant indique les systémes de fichiers requis.

vmm-prl:/hana/data/PR1/mnt00001/hdb00001 # df
Filesystem
Available Use% Mounted on

devtmpfs

8190336 1% /dev

tmpfs

12313116 0% /dev/shm
tmpfs

8191452 % /run

tmpfs

8208744 0% /sys/fs/cgroup
/dev/sda4

27428684 9% /
/dev/sda3

936816 10% /boot
/dev/sda?2

522936 1% /boot/efi
/dev/sdbl

31151560 1% /mnt

tmpfs

1641748 % /run/user/0

10.0.2.4:/PR1-1og-mnt00001-dr

107374182144 1% /hana/log/PR1/mnt00001
10.0.2.4:/PRl1-data-mnt00001-sm-dest-clone
107370353920 1% /hana/data/PR1/mnt00001
10.0.2.4:/PRl1-shared-sm-dest-clone/hana-shared
107365844224 1% /hana/shared
10.0.2.4:/PRl-shared-sm-dest-clone/usr-sap-PR1
107365844224 1% /usr/sap/PR1
10.0.2.4:/hanabackup-sm-dest-clone
107344135680 1% /hanabackup

Restauration des bases de données HANA

Les étapes de la restauration de bases de données HANA sont décrites ci-dessous

Démarrez les services SAP requis.

vm-prl:~ # systemctl start sapinit

1K-blocks

8190344

12313116

8208744

8208744

29866736

1038336

524008

32894736

1641748

107374182400

107377026560

107377048320

107377048320

107379429120

Used

17292

2438052

101520

1072

49176

256

6672640

11204096

11204096

35293440
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Le résultat suivant indique les processus requis.

vm-prl:/ # ps -ef | grep sap

root 23101 1 0 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/saphostexec pf=/usr/sap/hostctrl/exe/host profile
prladm 23191 1 3 11:29 2 00:00:00

/usr/sap/PR1/HDBOl/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDBOl vm-prl -D -u prladm

sapadm 23202 1 5 11:29 2 00:00:00
/usr/sap/hostctrl/exe/sapstartsrv pf=/usr/sap/hostctrl/exe/host profile -D
root 23292 1 0 11:29 2 00:00:00

/usr/sap/hostctrl/exe/saposcol -1 -w60
pf=/usr/sap/hostctrl/exe/host profile
root 23359 2597 0 11:29 pts/1 00:00:00 grep —--color=auto sap

Les sous-sections suivantes décrivent le processus de restauration avec et sans récupération a l'aide des
sauvegardes des journaux répliqués. La restauration est exécutée a I'aide du script de restauration HANA pour
la base de données systéme et des commandes hdbsql pour la base de données des locataires.

Restauration vers le point de sauvegarde du volume de données HANA le plus récent

La restauration vers le point de sauvegarde le plus récent est exécutée avec les commandes suivantes en tant
qu’utilisateur priadm :

» Base de données du systeme

recoverSys.py -—--command "RECOVER DATA USING SNAPSHOT CLEAR LOG”

+ Base de données des locataires

Within hdbsgl: RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
Vous pouvez également utiliser HANA Studio ou Cockpit pour exécuter la restauration du systeme et de la

base de données des locataires.

Le résultat de la commande suivante affiche I'exécution de la restauration.

Restauration des bases de données du systéme

30



prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py
——command="RECOVER DATA USING SNAPSHOT CLEAR LOG"

[139702869464896, 0.008] >> starting recoverSys (at Fri Feb 19 14:32:16

2021)
[139702869464896, 0.008] args: ()

[139702869464896, 0.009] keys: {'command': 'RECOVER DATA USING SNAPSHOT

CLEAR LOG'}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log
recoverSys started: ============2021-02-19 14:32:16 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 14:32:16

stopped system: 2021-02-19 14:32:16

creating file recoverInstance.sql

restart database

restart master nameserver: 2021-02-19 14:32:21

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T14:32:56+00:00 P0027646 177bab4d610 INFO RECOVERY
RECOVER DATA finished successfully

recoverSys finished successfully: 2021-02-19 14:32:58
[139702869464896, 42.017] O

[139702869464896, 42.017] << ending recoverSys, rc = 0 (RC TEST OK), after

42.009 secs
prladm@vm-prl:/usr/sap/PR1/HDB01>

Restauration des bases de données des locataires

Si aucune clé de magasin utilisateur n’a été créée pour l'utilisateur priadm sur le systéme source, une clé doit

étre créée sur le systéme cible. L'utilisateur de base de données configuré dans la clé doit disposer des

privileges nécessaires pour exécuter les opérations de récupération du locataire.

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbuserstore set PRIKEY vm-prl:30113
<backup-user> <password>

La restauration du locataire est maintenant exécutée avec hdbsql.
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prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl SYSTEMDB=> RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
0 rows affected (overall time 66.973089 sec; server time 66.970736 sec)
hdbsgl SYSTEMDB=>

La base de données HANA est a présent opérationnelle, et le workflow de reprise d’activité pour la base de
données HANA a été testé.

Restauration par transfert a I'aide des sauvegardes de journaux/catalogues
Les sauvegardes du journal et le catalogue de sauvegardes HANA sont répliquées a partir du systéme source.

La récupération a l'aide de toutes les sauvegardes de journaux disponibles est exécutée avec les commandes
suivantes en tant qu'utilisateur priadm :

* Base de données du systéeme

recoverSys.py —--command "RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT"

» Base de données des locataires

Within hdbsgl: RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

(D Pour effectuer une restauration a l'aide de tous les journaux disponibles, vous pouvez utiliser a
tout moment comme horodatage dans I'instruction de récupération.

Vous pouvez également utiliser HANA Studio ou Cockpit pour exécuter la restauration du systeme et de la
base de données des locataires.

Le résultat de la commande suivante affiche 'exécution de la restauration.

Restauration des bases de données du systéme

32



prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py --command
"RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING
SNAPSHOT"

[140404915394368, 0.008] >> starting recoverSys (at Fri Feb 19 16:06:40
2021)

[140404915394368, 0.008] args: ()

[140404915394368, 0.008] keys: {'command': "RECOVER DATABASE UNTIL
TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING SNAPSHOT"}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 16:06:40 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 16:06:40

stopped system: 2021-02-19 16:06:41

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-19 16:06:46

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T16:07:19+00:00 P0009897 177bb0b4416 INFO RECOVERY
RECOVER DATA finished successfully, reached timestamp 2021-02-
19T715:17:33+00:00, reached log position 38272960

recoverSys finished successfully: 2021-02-19 16:07:20

[140404915394368, 39.757] O

[140404915394368, 39.758] << ending recoverSys, rc = 0 (RC TEST OK), after
39.749 secs

Restauration des bases de données des locataires

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PRI1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsgl SYSTEMDB=> RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

0 rows affected (overall time 63.791121 sec; server time 63.788754 sec)

hdbsgl SYSTEMDB=>



La base de données HANA est a présent opérationnelle, et le workflow de reprise d’activité pour la base de
données HANA a été testé.

Vérifier la cohérence des derniéres sauvegardes des journaux

La réplication du volume de sauvegarde des journaux étant effectuée indépendamment du processus de
sauvegarde des journaux exécuté par la base de données SAP HANA, il peut y avoir des fichiers de
sauvegarde des journaux ouverts et incohérents sur le site de reprise d’activité. Seuls les fichiers de
sauvegarde des journaux les plus récents peuvent étre incohérents, et ces fichiers doivent étre vérifiés avant
gu’une restauration par transfert ne soit effectuée sur le site de reprise d’activité a l'aide de I'
hdbbackupcheck outil.

Si le hdbbackupcheck I'outil signale une erreur pour les derniéres sauvegardes de journaux, le dernier
ensemble de sauvegardes de journaux doit étre supprimé ou supprime.

prladm@hana-10: > hdbbackupcheck
/hanabackup/PR1/1log/SYSTEMDB/log backup 0 0 0 0.1589289811148
Loaded library 'libhdbcsaccessor'

Loaded library 'libhdblivecache'

Backup '/mnt/log-backup/SYSTEMDB/log backup 0 _0_ 0 0.1589289811148"
successfully checked.

La vérification doit étre exécutée pour les fichiers de sauvegarde des journaux les plus récents du systeme et
de la base de données des locataires.

Si le hdbbackupcheck I'outil signale une erreur pour les derniéres sauvegardes de journaux, le dernier
ensemble de sauvegardes de journaux doit étre supprimé ou supprime.

Basculement de reprise d’activité

Basculement de reprise d’activité

Selon que la réplication de sauvegarde des journaux fait partie de la configuration de
reprise sur incident, les étapes de la reprise sur incident sont Iégérement différentes.
Cette section décrit le basculement de reprise aprés incident pour la réplication de
données uniquement a des fins de sauvegarde, ainsi que pour la réplication de volume
de données associée a la réplication de volume de sauvegarde des journaux.

Pour exécuter le basculement de reprise aprés incident, procédez comme suit :

1. Préparez I'héte cible.
2. Rompre et supprimer les relations de réplication.

3. Restauration du volume de données vers la derniére sauvegarde Snapshot cohérente avec les
applications

4. Montez les volumes sur I'héte cible.
5. Restaurez la base de données HANA.

o Restauration du volume de données uniquement.
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o Restauration par transfert a I'aide de sauvegardes des journaux répliqués.

Les sous-sections suivantes décrivent ces étapes de maniére détaillée, ainsi que la figure suivante décrit les
tests de basculement en cas de reprise apreés incident.

AaweRegon: EastUs @ moa @ Azure Region: West US

SID=PR1 SID=PR1
=i Rfeparcagerhos =i Attach volumes to DR server
Recovery of HANA database w/ or w/o
MANA MANA forward recovery.
(N [N
NetApp Account: saponanf NetApp Account: dr-saponanf

Break and delete the
replication relationships.

Backup

Préparez I’héte cible

Cette section décrit les étapes de préparation requises au niveau du serveur utilisé pour
le basculement de reprise apres sinistre.

En fonctionnement normal, I'héte cible est généralement utilisé a d’autres fins, par exemple comme systéme
d’assurance qualité ou de test HANA. Par conséquent, la plupart des étapes décrites doivent étre effectuées
lors de I'exécution du test de basculement. D’autre part, les fichiers de configuration appropriés, comme
/etc/fstab et /usr/sap/sapservices, peut étre préparé puis mis en production en copiant simplement
le fichier de configuration. La procédure de basculement de reprise aprés sinistre garantit que les fichiers de
configuration préparés appropriés sont correctement configurés.

La préparation de I'héte cible comprend également I'arrét du systéme d’assurance qualité ou de test HANA,
ainsi que l'arrét de tous les services a l'aide de systemctl stop sapinit.

Nom d’hote et adresse IP du serveur cible

Le nom d’héte du serveur cible doit étre identique au nom d’héte du systéme source. L’adresse IP peut étre
différente.

Une clbture correcte du serveur cible doit étre établie de sorte qu’il ne puisse pas communiquer

(D avec d’autres systémes. Si une cloture correcte n’est pas en place, le systéme de production
cloné peut échanger des données avec d’autres systémes de production, ce qui entraine une
corruption logique des données.
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Installez le logiciel requis

Le logiciel de I'agent héte SAP doit étre installé sur le serveur cible. Pour plus d’'informations, reportez-vous a
la section "Agent hote SAP" Sur le portail d’aide SAP.

(D Si I'héte est utilisé comme systéme d’assurance qualité ou de test HANA, le logiciel de I'agent
hote SAP est déja installé.

Configuration des utilisateurs, des ports et des services SAP

Les utilisateurs et groupes requis pour la base de données SAP HANA doivent étre disponibles sur le serveur
cible. En général, la gestion centralisée des utilisateurs est utilisée ; aucune étape de configuration n’est donc
nécessaire sur le serveur cible. Les ports requis pour la base de données HANA doivent étre configurés sur
les hétes cibles. La configuration peut étre copiée a partir du systéme source en copiant /etc/services
vers le serveur cible.

Les entrées de services SAP requises doivent étre disponibles sur I'hbte cible. La configuration peut étre
copiée a partir du systéme source en copiant /usr/sap/sapservices vers le serveur cible. Le résultat
suivant montre les entrées requises pour la base de données SAP HANA utilisée dans la configuration de
laboratoire.

vmm-prl:~ # cat /usr/sap/sapservices

#!/bin/sh

LD LIBRARY PATH=/usr/sap/PR1/HDBOl/exe:S$LD LIBRARY PATH;export
LD LIBRARY PATH;/usr/sap/PR1/HDB0l/exe/sapstartsrv
pf=/usr/sap/PR1/SY¥YS/profile/PR1 HDBOl vm-prl -D -u prladm
limit.descriptors=1048576

Préparez le volume du journal HANA

Comme le volume de journal HANA ne fait pas partie de la réplication, un volume de journal vide doit exister
sur I'héte cible. Le volume de journalisation doit inclure les mémes sous-répertoires que le systeme HANA
source.

vm-prl:~ # 1ls -al /hana/log/PR1/mnt00001/
total 16
ArwXrwXrwx root root 4096 Feb 19 16:20

root root 22 Feb 18 13:38 ..

prladm sapsys 4096 Feb 22 10:25 hdb00001
prladm sapsys 4096 Feb 22 10:25 hdb00002.00003

prladm sapsys 4096 Feb 22 10:25 hdb00003.00003

drwxr—-xr-x
drwxr—-xr—-—

drwxr—-xr—-

N NN W ol

drwxr—-xr—--

vm-prl:~ #

Préparez le volume de sauvegarde des journaux

Comme le systéme source est configuré avec un volume distinct pour les sauvegardes de journaux HANA, un
volume de sauvegarde de journal doit également étre disponible au niveau de I'héte cible. Un volume pour les
sauvegardes des journaux doit étre configuré et monté sur I'néte cible.
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Si la réplication du volume de sauvegarde des journaux fait partie de la configuration de reprise aprés incident,

le volume de sauvegarde des journaux répliqués est monté sur I'hdte cible, et il n’est pas nécessaire de
préparer un volume de sauvegarde de journaux supplémentaire.

Préparer les montages du systéme de fichiers

Le tableau suivant présente les conventions de nommage utilisées dans la configuration du laboratoire. Les
noms des volumes du site de reprise d’activité sont inclus dans la /etc/fstab.

Volumes HANA PR1 Volume et sous-répertoires du Point de montage sur I’héte cible
site de reprise aprés incident
Volume de données PR1-data-mnt00001-sm-dest /hana/data/PR1/mnt00001
Volume partagé PR1-shared-sm-dest/shared PR1- /hana/shared /usr/sap/PR1
shared-sm-dest/usr-sap-PR1
Volume de sauvegarde du journal  hanabackup-sm-dest /hanabackup
(D Les points de montage de cette table doivent étre créés sur I'hote cible.

Voici les informations requises /etc/fstab entrées.

vm-prl:~ # cat /etc/fstab

# HANA ANF DB Mounts

10.0.2.4:/PRl1-data-mnt0001-sm-dest /hana/data/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600, rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 0

10.0.2.4:/PR1-1og-mnt00001-dr /hana/log/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

# HANA ANF Shared Mounts

10.0.2.4:/PR1-shared-sm-dest/hana-shared /hana/shared nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time,lock, netdev,sec=sys 0 O

10.0.2.4:/PRl-shared-sm-dest/usr-sap-PR1 /usr/sap/PR1l nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

# HANA file and log backup destination

10.0.2.4:/hanabackup-sm-dest /hanabackup nfs

rw,vers=3,hard, timeo=600,rsize=262144,wsize=262144,nconnect=8,bg,noatime,n
olock 0 0O

Interrompre et supprimer le peering de réplication

En cas de basculement aprés incident, les volumes cibles doivent étre désactivés afin
que I'hote cible puisse monter les volumes pour les opérations de lecture et d’écriture.
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Pour le volume de données HANA, vous devez restaurer le volume vers la derniére sauvegarde
Snapshot HANA créée avec AzAcSnap. Cette opération de restauration de volume n’est pas

@ possible si le snapshot de réplication le plus récent est marqué comme étant occupé en raison
du peering de réplication. Par conséquent, vous devez également supprimer le peering de
réplication.

Les deux captures d’écran suivantes montrent 'opération de peering et de suppression pour le volume de
données HANA. Les mémes opérations doivent étre effectuées pour la sauvegarde du journal et le volume
partagée HANA.

Ir-sap-pool-premium/PR1-data-mnt0001-sm-dest) Break replication peering b4
IR PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt &= eelicton pezrng
Yolume

| £ Search (Ctrl+/) | & 7 Edit " Brea g 8] Delete () Refrest Fy Warning! This action will stop data replication between the
— = n volumes and might result in loss of data.
W Overview Essentials
ﬁl Activity log End point type | Destination Source

Healthy : Healthy Relationship sty Type 'yes' to proceed
Ao Access control (IAM) | =)

Mirror state  : Mirrored Replication sch -
L Tags

Total progress

Settings

Show data for last:
m = \
It Properties ( 6 hours 12 hours 1 day 7days )
B Locks

Volume replication lag time ﬁ Is volume replication transfer
Storage service
100
= : 3.72hours

@ nount instructions o

Z Export policy

15 Snapshots ©94hours
&0
Ej Replication S56hours
s0
Ir-sap-pool-premium/PR1-data-mnt0001-sm-dest) De[ete replication ®
Ip PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mni Deizte repicetion izt
Volume
8 arcl T+ N & pac c 10| Delete ) Refras
[ 2 search (ctri+ | « esync (8] Delete () Refres A\ Warning this operation will delete the connection between
= i PR1-data-mnt00001 and PR1-data-mnt0001-sm-dest
& Overview ~ Essentials
=] Activity log End point type ; Destination Source
Healthy : Healthy Relationship st This will delete the replication object of PR1-data-mnt00001, type
fa, Access control (JAM) ‘ves' to proceed
Mirror state  : Broken Replication sch | '.iEsl
¢ Tags ¥
g Total progress
Settings
Show data for last:
m .
Il properties L 6 hours 12 hours 1day 7 days :J
B Locks
Volume replication lag time ﬁ Is volume replication transfer
Storage service
1.67min
0 Mount instructions Ve G
;' Export policy 1:33min 80
1 Snapshots i B
min 60
[ Replication
Dsec e

Le peering de réplication ayant été supprimé, il est possible de restaurer le volume vers la derniére
sauvegarde Snapshot HANA. Si le peering n’est pas supprimé, la sélection du volume revert est grisée et ne
peut pas étre sélectionnée. Les deux captures d’écran suivantes montrent I'opération de restauration du
volume.
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Ir-sap-pool-premium/PR1-data-mnt0001-sm-dest)

a

Valume

£ Search (Cirl+/) | «

B Overview

B Activity log

fa Access control (JAM)
L J Tags

Settings

! Properties

E] Locks

Storage service

@ Mount instructions
L2l Export policy

X Snapshots

[ Replication
Meonitoring

il Metrics
Automation

2 Tasks (praview)

L Export template

Support + troubleshooting

B New support request

Add snapshot () Refresh

PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Snapshots

‘ A search snapshots

Name

o)

=]

@

)
)

)

r
{

12}

B | &

| M|

12}

)

L

r
{

%

Ir-sap-pool-premium/PR1-data-mnt0001-sm-dest)

i

4]
Volume

| L Search (Ctrl+/) | &«

B overview

H Activity log

Ao Access control (JAM)
L Tags

Settings

1l Properties

ﬂ Locks

Storage service

@ Mount instructions
L&l Export policy

(Y. Snapshots

ﬂj Replication
Maonitoring

i Metrics
Automation

.?. Tasks (preview)

5 Export template
Support + troubleshooting

2 New support request

azacsnap__2021-02-18T120002-2150721Z
azacsnap_2021-02-18T160002-1442651Z
azacsnap__2021-02-18T200002-07586872
azacsnap__2021-02-19T000002-0039686Z
azacsnap_2021-02-19T040001-87737487
azacsnap__2021-02-19T080001-5198653Z
azacsnap_ 2021-02-19T120002-1495322Z
azacsnap__2021-02-19T160002-36986787

azacsnap__2021-02-22T120002-3145398Z

snapmirror.b1e8ed8d-7114-11eb-b147-d03%ea-

azacsnap__2021-02-22T160002-0144647Z
azacsnap_ 2021-02-22T200002-06439581Z

azacsnap_ 2021-02-23T000002-03113792

snapmirrerb1ebeddd-7114-11eb-0147-d03%ea-

T~ Add snapshot C) Refresh

Location

West US

West US

West US

West US

West US

West US

West US

West US

West US

West US

West US

West US

West US

West US

‘ O Search snapshots

Name

(&)
(&)
(&)
(&)
(&)
(&)
&)
(&)
&)
&)
&)
(&)
(©)
(&)

azacsnap_ 2021-02-18T120002-2150721Z
azacshap_2021-02-18T160002-1442691Z
azacsnap_ 2021-02-18T200002-0758687Z
azacsnap__2021-02-19T000002-0039686Z
azacsnap_ 2021-02-19T040001-8773748Z
azacsnap_2021-02-19T080001-5198633Z
azacsnap_ 2021-02-19T120002-14953227
azacsnap_2021-02-19T160002-3698678Z

azacsnap_ 2021-02-227120002-3145398Z

snapmirrorbie8edfd-7114-11eb-b147-d039ea..

azacsnap_2021-02-22T160002-0144647Z
azacsnap_ 2021-02-22T200002-0649581Z

azatsnap  2021-02-23T000002-0311379Z

snapmirrorbie8edfd-7114-11eb-b147-d039ea..

Location

West US

Wast US

West US

Wast US

West US

West US

West US

West US

West US

West US

Woest US

West US

West US

West US

T4

Created

02/18/2021, 01:00:05 FM
02/18/2021, 05:00:45 PM
02/18/2021, 09:00:05 FM
02/19/2021, 01:00:05 AM
02/19/2021, 05:00:06 Ak
02/19/2021, 09:00:05 AM
02/19/2021, 01:00:06 FM
02/19/2021, 05:00:05 FM
02/22/2021, 01:00:06 PM
02/22/2021, 03:32:00 PM
02/22/2021, 05:00:05 FM
02/22/2021, 09:00:05 PM
02/23/2021, 01:00:05 4 )

02/23/2021, 01:10:00 #
;9 Revert volume

[l Delete

Revert volume to snapshot
\ PR‘] ‘data'mnt0001 ‘Sm'dest (dr_saponanf/dr_sap_pool_premium/p R‘I _data_ mnt Revert volume PR1-data-mntd001-sm-dest to snapshot azacsnap_2021-..

T

Restore to new volume

A\ This action is irreversible and it will delete all the valumes

snapshots that are newer than azacsnap_2021-02-
23T000002-0311379Z, Please type 'PR1-data-mnt0001-sm-

dest’ to confirm.

X

Are you sure you want to revert ‘PR1-data-mnt0001-sm-dest' to
state of ‘azacsnap__2021-02-23T000002-03113792'7

PR1-data-mnt0001-sm-dest

Une fois le volume revert, le volume de données repose sur la sauvegarde Snapshot HANA cohérente et peut
maintenant étre utilisé pour exécuter les opérations de restauration par progression.
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Lorsqu’un pool de capacité doté d’'un niveau de performance faible a été utilisé, les volumes
doivent a présent étre déplacés vers un pool de capacité capable d’assurer les performances
requises.

Montez les volumes sur I’hote cible

Les volumes peuvent désormais étre montés sur I’héte cible, basé sur /etc/fstab
fichier créé précédemment.

vm-prl:~ # mount -a

Le résultat suivant indique les systémes de fichiers requis.
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vm-prl:~ # df

Filesystem 1K-blocks Used
Available Use% Mounted on

devtmpfs 8201112 0
8201112 0% /dev

tmpfs 12313116 0
12313116 0% /dev/shm

tmpfs 8208744 9096
8199648 % /run

tmpfs 8208744 0
8208744 % /sys/fs/cgroup

/dev/sda4 29866736 2543948
27322788 9% /

/dev/sda3 1038336 79984
958352 8% /boot

/dev/sda?2 524008 1072
522936 1% /boot/efi

/dev/sdbl 32894736 49180
31151556 1% /mnt

10.0.2.4:/PR1-1log-mnt00001-dr 107374182400 6400
107374176000 1% /hana/log/PR1/mnt00001

tmpfs 1641748 0
1641748 $ /run/user/0

10.0.2.4:/PRl1-shared-sm-dest/hana-shared 107377178368 11317248
107365861120 1% /hana/shared
10.0.2.4:/PRl1-shared-sm-dest/usr-sap-PR1 107377178368 11317248
107365861120 1% /usr/sap/PR1L

10.0.2.4:/hanabackup-sm-dest 107379678976 35249408
107344429568 1% /hanabackup
10.0.2.4:/PR1-data-mnt0001-sm-dest 107376511232 6696960
107369814272 1% /hana/data/PR1/mnt00001

vmm-prl:~ #

Restauration des bases de données HANA
Les étapes de la restauration de bases de données HANA sont décrites ci-dessous

Démarrez les services SAP requis.

vim-prl:~ # systemctl start sapinit

Le résultat suivant indique les processus requis.



vm-prl:/ # ps -ef | grep sap

root 23101 1 0 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/saphostexec pf=/usr/sap/hostctrl/exe/host profile
prladm 23191 1 3 11:29 2 00:00:00

/usr/sap/PR1/HDB01/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDB0l vm-prl -D -u prladm

sapadm 23202 1 5 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/sapstartsrv pf=/usr/sap/hostctrl/exe/host profile -D
root 23292 1 0 11:29 2 00:00:00

/usr/sap/hostctrl/exe/saposcol -1 -w60
pf=/usr/sap/hostctrl/exe/host profile
root 23359 2597 0 11:29 pts/1 00:00:00 grep --color=auto sap

Les sous-sections suivantes décrivent le processus de restauration avec et sans récupération a l'aide des
sauvegardes des journaux répliqués. La restauration est exécutée a I'aide du script de restauration HANA pour
la base de données systéme et des commandes hdbsql pour la base de données des locataires.

Restauration vers le point de sauvegarde du volume de données HANA le plus récent

La restauration vers le point de sauvegarde le plus récent est exécutée avec les commandes suivantes en tant
qu’utilisateur priadm :

* Base de données du systéme

recoverSys.py —--command "RECOVER DATA USING SNAPSHOT CLEAR LOG”

» Base de données des locataires

Within hdbsgl: RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
Vous pouvez également utiliser HANA Studio ou Cockpit pour exécuter la restauration du systeme et de la

base de données des locataires.

Le résultat de la commande suivante affiche 'exécution de la restauration.

Restauration des bases de données du systéme
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py
——command="RECOVER DATA USING SNAPSHOT CLEAR LOG"

[139702869464896, 0.008] >> starting recoverSys (at Fri Feb 19 14:32:16

2021)
[139702869464896, 0.008] args: ()

[139702869464896, 0.009] keys: {'command': 'RECOVER DATA USING SNAPSHOT

CLEAR LOG'}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log
recoverSys started: ============2021-02-19 14:32:16 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 14:32:16

stopped system: 2021-02-19 14:32:16

creating file recoverInstance.sql

restart database

restart master nameserver: 2021-02-19 14:32:21

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T14:32:56+00:00 P0027646 177bab4d610 INFO RECOVERY
RECOVER DATA finished successfully

recoverSys finished successfully: 2021-02-19 14:32:58
[139702869464896, 42.017] O

[139702869464896, 42.017] << ending recoverSys, rc = 0 (RC TEST OK), after

42.009 secs
prladm@vm-prl:/usr/sap/PR1/HDB01>

Restauration des bases de données des locataires

Si aucune clé de magasin utilisateur n’a été créée pour l'utilisateur priadm sur le systéme source, une clé doit

étre créée sur le systéme cible. L'utilisateur de base de données configuré dans la clé doit disposer des

privileges nécessaires pour exécuter les opérations de récupération du locataire.

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbuserstore set PRIKEY vm-prl:30113
<backup-user> <password>

La restauration du locataire est maintenant exécutée avec hdbsql.
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prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl SYSTEMDB=> RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
0 rows affected (overall time 66.973089 sec; server time 66.970736 sec)
hdbsgl SYSTEMDB=>

La base de données HANA est a présent opérationnelle, et le workflow de reprise d’activité pour la base de
données HANA a été testé.

Restauration par transfert a I'aide des sauvegardes de journaux/catalogues
Les sauvegardes du journal et le catalogue de sauvegardes HANA sont répliquées a partir du systéme source.

La récupération a l'aide de toutes les sauvegardes de journaux disponibles est exécutée avec les commandes
suivantes en tant qu'utilisateur priadm :

* Base de données du systéeme

recoverSys.py —--command "RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT"

» Base de données des locataires

Within hdbsgl: RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

(D Pour effectuer une restauration a l'aide de tous les journaux disponibles, vous pouvez utiliser a
tout moment comme horodatage dans I'instruction de récupération.

Vous pouvez également utiliser HANA Studio ou Cockpit pour exécuter la restauration du systeme et de la
base de données des locataires.

Le résultat de la commande suivante affiche 'exécution de la restauration.

Restauration des bases de données du systéme
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py --command
"RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING
SNAPSHOT"

[140404915394368, 0.008] >> starting recoverSys (at Fri Feb 19 16:06:40
2021)

[140404915394368, 0.008] args: ()

[140404915394368, 0.008] keys: {'command': "RECOVER DATABASE UNTIL
TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING SNAPSHOT"}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 16:06:40 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 16:06:40

stopped system: 2021-02-19 16:06:41

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-19 16:06:46

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T16:07:19+00:00 P0009897 177bb0b4416 INFO RECOVERY
RECOVER DATA finished successfully, reached timestamp 2021-02-
19T715:17:33+00:00, reached log position 38272960

recoverSys finished successfully: 2021-02-19 16:07:20

[140404915394368, 39.757] O

[140404915394368, 39.758] << ending recoverSys, rc = 0 (RC TEST OK), after
39.749 secs

Restauration des bases de données des locataires

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PRI1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsgl SYSTEMDB=> RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

0 rows affected (overall time 63.791121 sec; server time 63.788754 sec)

hdbsgl SYSTEMDB=>



La base de données HANA est a présent opérationnelle, et le workflow de reprise d’activité pour la base de
données HANA a été testé.

Vérifier la cohérence des derniéres sauvegardes des journaux

La réplication du volume de sauvegarde des journaux étant effectuée indépendamment du processus de
sauvegarde des journaux exécuté par la base de données SAP HANA, il peut y avoir des fichiers de
sauvegarde des journaux ouverts et incohérents sur le site de reprise d’activité. Seuls les fichiers de
sauvegarde des journaux les plus récents peuvent étre incohérents, et ces fichiers doivent étre vérifiés avant
gu’une restauration par transfert ne soit effectuée sur le site de reprise d’activité a l'aide de I'
hdbbackupcheck outil.

Si le hdbbackupcheck I'outil signale une erreur pour les derniéres sauvegardes de journaux, le dernier
ensemble de sauvegardes de journaux doit étre supprimé ou supprime.

prladm@hana-10: > hdbbackupcheck
/hanabackup/PR1/1log/SYSTEMDB/log backup 0 0 0 0.1589289811148
Loaded library 'libhdbcsaccessor'

Loaded library 'libhdblivecache'

Backup '/mnt/log-backup/SYSTEMDB/log backup 0 _0_ 0 0.1589289811148"
successfully checked.

La vérification doit étre exécutée pour les fichiers de sauvegarde des journaux les plus récents du systeme et
de la base de données des locataires.

Si le hdbbackupcheck I'outil signale une erreur pour les derniéres sauvegardes de journaux, le dernier
ensemble de sauvegardes de journaux doit étre supprimé ou supprime.

Historique des mises a jour

Les modifications techniques suivantes ont été apportées a cette solution depuis sa
publication initiale.

Version Date Mettre a jour le résumé

Version 1.0 Avril 2021 Version initiale
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