
Déployer sur site
NetApp virtualization solutions
NetApp
January 12, 2026

This PDF was generated from https://docs.netapp.com/fr-fr/netapp-solutions-virtualization/openshift/osv-
deployment-prerequisites.html on January 12, 2026. Always check docs.netapp.com for the latest.



Sommaire

Déployer sur site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

Conditions requises pour déployer Red Hat OpenShift Virtualization avec ONTAP . . . . . . . . . . . . . . . . . . . .  1

Prérequis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

Déployer Red Hat OpenShift Virtualization avec ONTAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

Créer une machine virtuelle sur un stockage ONTAP avec Red Hat OpenShift Virtualization . . . . . . . . . . . .  5

Créer VM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6

Démonstration vidéo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10

Migrer une machine virtuelle de VMware vers un cluster Red Hat OpenShift . . . . . . . . . . . . . . . . . . . . . . . .  11

Démonstration vidéo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11

Migration d’une machine virtuelle de VMware vers OpenShift Virtualization à l’aide de Migration Toolkit

for Virtualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11

Migrer une machine virtuelle entre deux nœuds dans un cluster Red Hat OpenShift . . . . . . . . . . . . . . . . . .  19

Migration en direct de machines virtuelles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19

Cloner une machine virtuelle avec Red Hat OpenShift Virtualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21

Clonage de VM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21

Créer une machine virtuelle à partir d’une copie instantanée avec Red Hat OpenShift Virtualization . . . . .  25

Créer une machine virtuelle à partir d’un instantané . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  25

Créer une nouvelle VM à partir du snapshot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28



Déployer sur site

Conditions requises pour déployer Red Hat OpenShift
Virtualization avec ONTAP

Passez en revue les exigences pour installer et déployer la virtualisation OpenShift avec
les systèmes de stockage ONTAP .

Prérequis

• Un cluster Red Hat OpenShift (version ultérieure à la version 4.6) installé sur une infrastructure bare-metal
avec des nœuds de travail RHCOS

• Déployer des contrôles de santé des machines pour maintenir la haute disponibilité des machines
virtuelles

• Un cluster NetApp ONTAP , avec SVM configuré avec le protocole correct.

• Trident installé sur le cluster OpenShift

• Une configuration backend Trident créée

• Une StorageClass configurée sur le cluster OpenShift avec Trident comme provisionneur

Pour les prérequis Trident ci-dessus, voir"Section d’installation du Trident" pour plus de détails.

• Accès administrateur du cluster au cluster Red Hat OpenShift

• Accès administrateur au cluster NetApp ONTAP

• Un poste de travail administrateur avec les outils tridentctl et oc installés et ajoutés à $PATH

Étant donné qu’OpenShift Virtualization est géré par un opérateur installé sur le cluster OpenShift, il impose
une surcharge supplémentaire sur la mémoire, le processeur et le stockage, qui doit être prise en compte lors
de la planification des exigences matérielles du cluster. Voir la documentation "ici" pour plus de détails.

En option, vous pouvez également spécifier un sous-ensemble de nœuds de cluster OpenShift pour héberger
les opérateurs, contrôleurs et machines virtuelles de virtualisation OpenShift en configurant des règles de
placement de nœuds. Pour configurer les règles de placement des nœuds pour OpenShift Virtualization,
suivez la documentation "ici" .

Pour le stockage prenant en charge OpenShift Virtualization, NetApp recommande d’avoir une StorageClass
dédiée qui demande du stockage à partir d’un backend Trident particulier, qui à son tour est pris en charge par
une SVM dédiée. Cela maintient un niveau de multilocation en ce qui concerne les données servies pour les
charges de travail basées sur des machines virtuelles sur le cluster OpenShift.

Déployer Red Hat OpenShift Virtualization avec ONTAP

Installez OpenShift Virtualization sur un cluster bare-metal Red Hat OpenShift. Cette
procédure comprend la connexion avec l’accès administrateur du cluster, la navigation
vers OperatorHub et l’installation de l’opérateur OpenShift Virtualization.

1. Connectez-vous au cluster bare-metal Red Hat OpenShift avec un accès administrateur de cluster.

2. Sélectionnez Administrateur dans la liste déroulante Perspective.
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3. Accédez à Opérateurs > OperatorHub et recherchez OpenShift Virtualization.

4. Sélectionnez la mosaïque Virtualisation OpenShift et cliquez sur Installer.
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5. Sur l’écran Installer l’opérateur, laissez tous les paramètres par défaut et cliquez sur Installer.

6. Attendez que l’installation de l’opérateur soit terminée.

7. Une fois l’opérateur installé, cliquez sur Créer HyperConverged.
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8. Sur l’écran Créer HyperConverged, cliquez sur Créer, en acceptant tous les paramètres par défaut. Cette
étape démarre l’installation d’OpenShift Virtualization.
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9. Une fois que tous les pods passent à l’état En cours d’exécution dans l’espace de noms openshift-cnv et
que l’opérateur de virtualisation OpenShift est à l’état Réussi, l’opérateur est prêt à être utilisé. Les
machines virtuelles peuvent désormais être créées sur le cluster OpenShift.

Créer une machine virtuelle sur un stockage ONTAP avec
Red Hat OpenShift Virtualization

Créez une machine virtuelle avec OpenShift Virtualization. Cette procédure comprend la
sélection d’un modèle de système d’exploitation, la configuration des classes de
stockage et la personnalisation des paramètres de machine virtuelle pour répondre à des
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exigences spécifiques. Comme prérequis, vous devez déjà avoir créé le backend trident,
la classe de stockage et les objets de classe d’instantané de volume. Vous pouvez vous
référer à la"Section d’installation du Trident" pour plus de détails.

Créer VM

Les machines virtuelles sont des déploiements avec état qui nécessitent des volumes pour héberger le
système d’exploitation et les données. Avec CNV, étant donné que les machines virtuelles sont exécutées en
tant que pods, elles sont sauvegardées par des PV hébergés sur NetApp ONTAP via Trident. Ces volumes
sont attachés en tant que disques et stockent l’intégralité du système de fichiers, y compris la source de
démarrage de la machine virtuelle.

Pour créer rapidement une machine virtuelle sur le cluster OpenShift, procédez comme suit :

1. Accédez à Virtualisation > Machines virtuelles et cliquez sur Créer.

2. Sélectionner à partir du modèle.

3. Sélectionnez le système d’exploitation souhaité pour lequel la source de démarrage est disponible.

4. Cochez la case Démarrer la machine virtuelle après la création.

5. Cliquez sur Créer rapidement une machine virtuelle.

La machine virtuelle est créée et démarrée et passe à l’état En cours d’exécution. Il crée automatiquement
un PVC et un PV correspondant pour le disque de démarrage en utilisant la classe de stockage par défaut.
Afin de pouvoir migrer en direct la machine virtuelle à l’avenir, vous devez vous assurer que la classe de
stockage utilisée pour les disques peut prendre en charge les volumes RWX. Il s’agit d’une exigence pour la
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migration en direct. ontap-nas et ontap-san (bloc volumeMode pour les protocoles iSCSI et NVMe/TCP)
peuvent prendre en charge les modes d’accès RWX pour les volumes créés à l’aide des classes de stockage
respectives.

Pour configurer la classe de stockage ontap-san sur le cluster, consultez le"Section relative à la migration
d’une machine virtuelle de VMware vers OpenShift Virtualization" .

Cliquer sur Créer rapidement une machine virtuelle utilisera la classe de stockage par défaut
pour créer le PVC et le PV pour le disque racine de démarrage de la machine virtuelle. Vous
pouvez sélectionner une classe de stockage différente pour le disque en sélectionnant
Personnaliser la machine virtuelle > Personnaliser les paramètres de la machine virtuelle >
Disques, puis en modifiant le disque pour utiliser la classe de stockage requise.

En règle générale, le mode d’accès par bloc est préféré aux systèmes de fichiers lors du provisionnement des
disques de machine virtuelle.

Pour personnaliser la création de la machine virtuelle après avoir sélectionné le modèle de système
d’exploitation, cliquez sur Personnaliser la machine virtuelle au lieu de Créer rapidement.

1. Si le système d’exploitation sélectionné a une source de démarrage configurée, vous pouvez cliquer sur
Personnaliser les paramètres de la machine virtuelle.

2. Si le système d’exploitation sélectionné n’a pas de source de démarrage configurée, vous devez la
configurer. Vous pouvez voir les détails des procédures présentées dans le"documentation" .

3. Après avoir configuré le disque de démarrage, vous pouvez cliquer sur Personnaliser les paramètres de

la machine virtuelle.

4. Vous pouvez personnaliser la VM à partir des onglets de cette page. Par exemple, cliquez sur l’onglet
Disques puis sur Ajouter un disque pour ajouter un autre disque à la machine virtuelle.

5. Cliquez sur Créer une machine virtuelle pour créer la machine virtuelle ; cela lance un pod correspondant
en arrière-plan.

Lorsqu’une source de démarrage est configurée pour un modèle ou un système d’exploitation à
partir d’une URL ou d’un registre, elle crée un PVC dans le openshift-virtualization-
os-images projet et télécharge l’image invité KVM sur le PVC. Vous devez vous assurer que
les modèles PVC disposent de suffisamment d’espace provisionné pour accueillir l’image invitée
KVM pour le système d’exploitation correspondant. Ces PVC sont ensuite clonés et attachés en
tant que disque racine aux machines virtuelles lorsqu’elles sont créées à l’aide des modèles
respectifs dans n’importe quel projet.
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Démonstration vidéo

La vidéo suivante montre une démonstration de la création d’une machine virtuelle dans OpenShift
Virtualization à l’aide du stockage iSCSI.

Créer une machine virtuelle dans OpenShift Virtualization à l’aide du stockage en blocs
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Migrer une machine virtuelle de VMware vers un cluster Red
Hat OpenShift

Migrez des machines virtuelles de VMware vers un cluster OpenShift à l’aide de la boîte
à outils de migration de virtualisation OpenShift. Cette migration implique l’installation de
Migration Toolkit for Virtualization (MTV), la création de fournisseurs source et de
destination, la création d’un plan de migration et l’exécution d’une migration à froid ou à
chaud.

Migration à froid

Il s’agit du type de migration par défaut. Les machines virtuelles sources sont arrêtées pendant la copie
des données.

Migration chaude

Dans ce type de migration, la plupart des données sont copiées pendant l’étape de précopie pendant que
les machines virtuelles (VM) sources sont en cours d’exécution. Ensuite, les machines virtuelles sont
arrêtées et les données restantes sont copiées pendant la phase de basculement.

Démonstration vidéo

La vidéo suivante montre une démonstration de la migration à froid d’une machine virtuelle RHEL de VMware
vers OpenShift Virtualization à l’aide de la classe de stockage ontap-san pour le stockage persistant.

Utilisation de Red Hat MTV pour migrer des machines virtuelles vers OpenShift Virtualization avec NetApp
ONTAP Storage

Migration d’une machine virtuelle de VMware vers OpenShift Virtualization à l’aide
de Migration Toolkit for Virtualization

Dans cette section, nous verrons comment utiliser Migration Toolkit for Virtualization (MTV) pour migrer des
machines virtuelles de VMware vers OpenShift Virtualization exécutées sur la plate-forme OpenShift Container
et intégrées au stockage NetApp ONTAP à l’aide de Trident.

Le diagramme suivant montre une vue d’ensemble de la migration d’une machine virtuelle de VMware vers
Red Hat OpenShift Virtualization.
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Conditions préalables à la migration de l’échantillon

Sur VMware

• Une machine virtuelle RHEL 9 utilisant rhel 9.3 avec les configurations suivantes a été installée :

◦ CPU : 2, Mémoire : 20 Go, Disque dur : 20 Go

◦ informations d’identification de l’utilisateur : informations d’identification de l’utilisateur root et de
l’utilisateur administrateur

• Une fois la machine virtuelle prête, le serveur PostgreSQL a été installé.

◦ le serveur postgresql a été démarré et activé pour démarrer au démarrage

systemctl start postgresql.service`

systemctl enable postgresql.service

The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

◦ Ajout de 2 bases de données, 1 table et 1 ligne dans la table. Référer"ici" pour les instructions
d’installation du serveur PostgreSQL sur RHEL et de création de la base de données et des entrées de
table.

Assurez-vous de démarrer le serveur postgresql et d’activer le service pour qu’il démarre au
démarrage.

Sur le cluster OpenShift

Les installations suivantes ont été réalisées avant l’installation de MTV :

• OpenShift Cluster 4.17 ou version ultérieure
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• Multipath sur les nœuds de cluster activé pour iSCSI (pour la classe de stockage ontap-san). Le multi-
chemin peut être activé facilement si vous installez Trident 25.02 à l’aide de l’indicateur node-prep. Vous
pouvez vous référer à la"Section d’installation du Trident" pour plus de détails.

• Installez les classes backend et de stockage requises ainsi que la classe snapshot. Se référer à la"Section
d’installation du Trident" pour plus de détails.

• "Virtualisation OpenShift"

Installer MTV

Vous pouvez maintenant installer la boîte à outils de migration pour la virtualisation (MTV). Reportez-vous aux
instructions fournies"ici" pour obtenir de l’aide pour l’installation.

L’interface utilisateur de Migration Toolkit for Virtualization (MTV) est intégrée à la console Web OpenShift.
Vous pouvez vous référer"ici" pour commencer à utiliser l’interface utilisateur pour diverses tâches.

Créer un fournisseur source

Pour migrer la machine virtuelle RHEL de VMware vers OpenShift Virtualization, vous devez d’abord créer le
fournisseur source pour VMware. Se référer aux instructions"ici" pour créer le fournisseur source.

Vous avez besoin des éléments suivants pour créer votre fournisseur de sources VMware :

• URL de VCenter

• Informations d’identification VCenter

• Empreinte numérique du serveur VCenter

• Image VDDK dans un référentiel

Exemple de création de fournisseur de source :
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La boîte à outils de migration pour la virtualisation (MTV) utilise le SDK VMware Virtual Disk
Development Kit (VDDK) pour accélérer le transfert de disques virtuels depuis VMware
vSphere. Par conséquent, la création d’une image VDDK, bien que facultative, est fortement
recommandée. Pour utiliser cette fonctionnalité, téléchargez le kit de développement de disque
virtuel VMware (VDDK), créez une image VDDK et transférez l’image VDDK vers votre registre
d’images.

Suivez les instructions fournies"ici" pour créer et pousser l’image VDDK vers un registre accessible depuis le
cluster OpenShift.

Créer un fournisseur de destination

Le cluster hôte est automatiquement ajouté car le fournisseur de virtualisation OpenShift est le fournisseur
source.

Créer un plan de migration

Suivez les instructions fournies"ici" pour créer un plan de migration.
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Lors de la création d’un plan, vous devez créer les éléments suivants s’ils ne sont pas déjà créés :

• Un mappage de réseau pour mapper le réseau source au réseau cible.

• Un mappage de stockage pour mapper la banque de données source à la classe de stockage cible. Pour
cela, vous pouvez choisir la classe de stockage ontap-san. Une fois le plan de migration créé, le statut du
plan doit indiquer Prêt et vous devriez maintenant pouvoir Démarrer le plan.

Effectuer une migration à froid

Cliquer sur Démarrer exécutera une séquence d’étapes pour terminer la migration de la machine virtuelle.

Une fois toutes les étapes terminées, vous pouvez voir les machines virtuelles migrées en cliquant sur les
machines virtuelles sous Virtualisation dans le menu de navigation de gauche. Des instructions pour
accéder aux machines virtuelles sont fournies"ici" .

Vous pouvez vous connecter à la machine virtuelle et vérifier le contenu des bases de données posgresql. Les
bases de données, les tables et les entrées de la table doivent être les mêmes que celles créées sur la
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machine virtuelle source.

Effectuer une migration à chaud

Pour effectuer une migration à chaud, après avoir créé un plan de migration comme indiqué ci-dessus, vous
devez modifier les paramètres du plan pour modifier le type de migration par défaut. Cliquez sur l’icône
d’édition à côté de la migration à froid et basculez le bouton pour le définir sur la migration à chaud. Cliquez
sur Enregistrer. Cliquez maintenant sur Démarrer pour démarrer la migration.

Assurez-vous que lorsque vous passez du stockage en bloc dans VMware, vous avez
sélectionné la classe de stockage en bloc pour la machine virtuelle de virtualisation OpenShift.
De plus, le volumeMode doit être défini sur block et le mode d’accès doit être rwx afin que vous
puissiez effectuer une migration en direct de la machine virtuelle ultérieurement.

Cliquez sur 0 sur 1 vms terminé, développez la vm et vous pourrez voir la progression de la migration.

Après un certain temps, le transfert du disque est terminé et la migration attend de passer à l’état de
basculement. Le DataVolume est dans un état en pause. Revenez au plan et cliquez sur le bouton Cutover.
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L’heure actuelle sera affichée dans la boîte de dialogue. Modifiez l’heure à une heure future si vous souhaitez
planifier un basculement à une heure ultérieure. Sinon, pour effectuer une transition maintenant, cliquez sur
Définir la transition.
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Après quelques secondes, le DataVolume passe de l’état en pause à l’état ImportScheduled puis
ImportInProgress lorsque la phase de basculement démarre.

Une fois la phase de basculement terminée, le DataVolume passe à l’état réussi et le PVC est lié.
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Le plan de migration se poursuit pour terminer la phase de conversion d’image et enfin, la phase de création
de machine virtuelle est terminée. La machine virtuelle passe à l’état d’exécution sur OpenShift Virtualization.

Migrer une machine virtuelle entre deux nœuds dans un
cluster Red Hat OpenShift

Migrez une machine virtuelle dans OpenShift Virtualization entre deux nœuds du cluster
sans temps d’arrêt. Cette procédure comprend la confirmation que les disques utilisent
des classes de stockage compatibles RWX, le lancement de la migration et la
surveillance de la progression.

Migration en direct de machines virtuelles

La migration en direct est un processus de migration d’une instance de machine virtuelle d’un nœud à un autre
dans un cluster OpenShift sans temps d’arrêt. Pour que la migration en direct fonctionne dans un cluster
OpenShift, les machines virtuelles doivent être liées à des PVC avec un mode d’accès ReadWriteMany
partagé. Les backends Trident configurés à l’aide des pilotes ontap-nas prennent en charge le mode d’accès
RWX pour les protocoles FileSystem nfs et smb. Se référer à la documentation"ici" . Les backends Trident
configurés à l’aide des pilotes ontap-san prennent en charge le mode d’accès RWX pour le mode volume de
bloc pour les protocoles iSCSI et NVMe/TCP. Se référer à la documentation"ici" .

Par conséquent, pour que la migration en direct réussisse, les machines virtuelles doivent être provisionnées
avec des disques (disques de démarrage et disques enfichables à chaud supplémentaires) avec des PVC
utilisant les classes de stockage ontap-nas ou ontap-san (volumeMode : Block). Lorsque les PVC sont créés,
Trident crée des volumes ONTAP dans un SVM compatible NFS ou iSCSI.
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Pour effectuer une migration en direct d’une machine virtuelle qui a été créée précédemment et qui est en état
d’exécution, procédez comme suit :

1. Sélectionnez la machine virtuelle que vous souhaitez migrer en direct.

2. Cliquez sur l’onglet Configuration.

3. Assurez-vous que tous les disques de la machine virtuelle sont créés à l’aide de classes de stockage
pouvant prendre en charge le mode d’accès RWX.

4. Cliquez sur Actions dans le coin droit, puis sélectionnez Migrer.

5. Pour suivre la progression de la migration, accédez à Virtualisation > Présentation dans le menu de
gauche, puis cliquez sur l’onglet Migrations. La migration de la machine virtuelle passera de En attente à
Planification puis à Réussie

Une instance de machine virtuelle dans un cluster OpenShift migre automatiquement vers un
autre nœud lorsque le nœud d’origine est placé en mode maintenance si evictionStrategy est
défini sur LiveMigrate.
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Cloner une machine virtuelle avec Red Hat OpenShift
Virtualization

Cloner une machine virtuelle dans OpenShift Virtualization à l’aide de Trident. Cette
procédure inclut l’exploitation du clonage de volume Trident CSI, vous permettant de
créer une nouvelle machine virtuelle en arrêtant la machine virtuelle source ou en la
maintenant en cours d’exécution.

Clonage de VM

Le clonage d’une machine virtuelle existante dans OpenShift est réalisé avec la prise en charge de la fonction
de clonage Volume CSI de Trident. Le clonage de volume CSI permet de créer un nouveau PVC en utilisant un
PVC existant comme source de données en dupliquant son PV. Une fois le nouveau PVC créé, il fonctionne
comme une entité distincte et sans aucun lien ni dépendance avec le PVC source.
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Il existe certaines restrictions à prendre en compte lors du clonage de volume CSI :

1. Le PVC source et le PVC de destination doivent être dans le même projet.

2. Le clonage est pris en charge au sein de la même classe de stockage.

3. Le clonage ne peut être effectué que lorsque les volumes source et de destination utilisent le même
paramètre VolumeMode ; par exemple, un volume de bloc ne peut être cloné que vers un autre volume de
bloc.

Les machines virtuelles d’un cluster OpenShift peuvent être clonées de deux manières :

1. En arrêtant la VM source

2. En gardant la VM source en direct

En arrêtant la machine virtuelle source

Le clonage d’une machine virtuelle existante en arrêtant la machine virtuelle est une fonctionnalité native
d’OpenShift qui est implémentée avec le support de Trident. Suivez les étapes suivantes pour cloner une
machine virtuelle.

1. Accédez à Charges de travail > Virtualisation > Machines virtuelles et cliquez sur les points de suspension
en regard de la machine virtuelle que vous souhaitez cloner.

2. Cliquez sur Cloner la machine virtuelle et fournissez les détails de la nouvelle machine virtuelle.
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3. Cliquez sur Cloner la machine virtuelle ; cela arrête la machine virtuelle source et lance la création de la
machine virtuelle clonée.

4. Une fois cette étape terminée, vous pouvez accéder au contenu de la machine virtuelle clonée et le
vérifier.
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En gardant la VM source en direct

Une machine virtuelle existante peut également être clonée en clonant le PVC existant de la machine virtuelle
source, puis en créant une nouvelle machine virtuelle à l’aide du PVC cloné. Cette méthode ne nécessite pas
d’arrêter la machine virtuelle source. Suivez les étapes suivantes pour cloner une machine virtuelle sans
l’arrêter.

1. Accédez à Stockage > PersistentVolumeClaims et cliquez sur les points de suspension en regard du PVC
attaché à la machine virtuelle source.

2. Cliquez sur Cloner le PVC et fournissez les détails du nouveau PVC.

3. Cliquez ensuite sur Cloner. Cela crée un PVC pour la nouvelle VM.

4. Accédez à Charges de travail > Virtualisation > Machines virtuelles et cliquez sur Créer > Avec YAML.

5. Dans la section spec > template > spec > volumes, attachez le PVC cloné au lieu du disque conteneur.
Fournissez tous les autres détails de la nouvelle machine virtuelle en fonction de vos besoins.
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- name: rootdisk

  persistentVolumeClaim:

    claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Cliquez sur Créer pour créer la nouvelle VM.

7. Une fois la machine virtuelle créée avec succès, accédez à la nouvelle machine virtuelle et vérifiez qu’elle
est un clone de la machine virtuelle source.

Créer une machine virtuelle à partir d’une copie instantanée
avec Red Hat OpenShift Virtualization

Créez une machine virtuelle à partir d’un snapshot avec OpenShift Virtualization. Cette
procédure comprend la création d’un VolumeSnapshotClass, la prise d’un instantané de
la revendication de volume persistant (PVC) de la machine virtuelle, la restauration de
l’instantané sur un nouveau PVC et le déploiement d’une nouvelle machine virtuelle qui
utilise le PVC restauré comme disque racine.

Créer une machine virtuelle à partir d’un instantané

Avec Trident et Red Hat OpenShift, les utilisateurs peuvent prendre un instantané d’un volume persistant sur
les classes de stockage provisionnées par celui-ci. Grâce à cette fonctionnalité, les utilisateurs peuvent
prendre une copie ponctuelle d’un volume et l’utiliser pour créer un nouveau volume ou restaurer le même
volume à un état antérieur. Cela permet ou prend en charge une variété de cas d’utilisation, de la restauration
aux clones en passant par la restauration des données.

Pour les opérations Snapshot dans OpenShift, les ressources VolumeSnapshotClass, VolumeSnapshot et
VolumeSnapshotContent doivent être définies.

• Un VolumeSnapshotContent est l’instantané réel pris à partir d’un volume du cluster. Il s’agit d’une
ressource à l’échelle du cluster analogue à PersistentVolume pour le stockage.

• Un VolumeSnapshot est une demande de création d’un instantané d’un volume. Il est analogue à un
PersistentVolumeClaim.

• VolumeSnapshotClass permet à l’administrateur de spécifier différents attributs pour un VolumeSnapshot.
Il vous permet d’avoir des attributs différents pour différents instantanés pris à partir du même volume.
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Pour créer un instantané d’une machine virtuelle, procédez comme suit :

1. Créez une VolumeSnapshotClass qui peut ensuite être utilisée pour créer un VolumeSnapshot. Accédez à
Stockage > VolumeSnapshotClasses et cliquez sur Créer VolumeSnapshotClass.

2. Saisissez le nom de la classe Snapshot, saisissez csi.trident.netapp.io pour le pilote et cliquez sur Créer.
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3. Identifiez le PVC attaché à la machine virtuelle source, puis créez un instantané de ce PVC. Accéder à
Storage > VolumeSnapshots et cliquez sur Créer des VolumeSnapshots.

4. Sélectionnez le PVC pour lequel vous souhaitez créer le snapshot, entrez le nom du snapshot ou acceptez
la valeur par défaut, puis sélectionnez le VolumeSnapshotClass approprié. Cliquez ensuite sur Créer.

5. Cela crée l’instantané du PVC à ce moment précis.
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Créer une nouvelle VM à partir du snapshot

1. Tout d’abord, restaurez l’instantané dans un nouveau PVC. Accédez à Stockage > Instantanés de volume,
cliquez sur les points de suspension en regard de l’instantané que vous souhaitez restaurer, puis cliquez
sur Restaurer en tant que nouveau PVC.

2. Saisissez les détails du nouveau PVC et cliquez sur Restaurer. Cela crée un nouveau PVC.

3. Ensuite, créez une nouvelle VM à partir de ce PVC. Accédez à Virtualisation > Machines virtuelles et
cliquez sur Créer > Avec YAML.
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4. Dans la section spec > template > spec > volumes, spécifiez le nouveau PVC créé à partir de Snapshot
plutôt qu’à partir du disque conteneur. Fournissez tous les autres détails de la nouvelle machine virtuelle
en fonction de vos besoins.

- name: rootdisk

  persistentVolumeClaim:

    claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Cliquez sur Créer pour créer la nouvelle VM.

6. Une fois la machine virtuelle créée avec succès, accédez à la nouvelle machine virtuelle et vérifiez qu’elle
a le même état que la machine virtuelle dont le PVC a été utilisé pour créer l’instantané au moment de la
création de l’instantané.
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