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Déployer sur site

Conditions requises pour déployer Red Hat OpenShift
Virtualization avec ONTAP

Passez en revue les exigences pour installer et déployer la virtualisation OpenShift avec
les systémes de stockage ONTAP .

Prérequis
» Un cluster Red Hat OpenShift (version ultérieure a la version 4.6) installé sur une infrastructure bare-metal
avec des nceuds de travail RHCOS

» Déployer des contréles de santé des machines pour maintenir la haute disponibilité des machines
virtuelles

Un cluster NetApp ONTAP , avec SVM configuré avec le protocole correct.
* Trident installé sur le cluster OpenShift
» Une configuration backend Trident créée

» Une StorageClass configurée sur le cluster OpenShift avec Trident comme provisionneur
Pour les prérequis Trident ci-dessus, voir"Section d’installation du Trident" pour plus de détails.

* Accés administrateur du cluster au cluster Red Hat OpenShift
» Acces administrateur au cluster NetApp ONTAP

« Un poste de travail administrateur avec les outils tridentctl et oc installés et ajoutés a $PATH

Etant donné qu’OpenShift Virtualization est géré par un opérateur installé sur le cluster OpenShift, il impose
une surcharge supplémentaire sur la mémoire, le processeur et le stockage, qui doit étre prise en compte lors
de la planification des exigences matérielles du cluster. Voir la documentation "ici" pour plus de détails.

En option, vous pouvez également spécifier un sous-ensemble de nceuds de cluster OpenShift pour héberger
les opérateurs, contréleurs et machines virtuelles de virtualisation OpenShift en configurant des regles de
placement de nceuds. Pour configurer les régles de placement des nceuds pour OpenShift Virtualization,
suivez la documentation "ici" .

Pour le stockage prenant en charge OpenShift Virtualization, NetApp recommande d’avoir une StorageClass
dédiée qui demande du stockage a partir d’'un backend Trident particulier, qui & son tour est pris en charge par
une SVM dédiée. Cela maintient un niveau de multilocation en ce qui concerne les données servies pour les
charges de travail basées sur des machines virtuelles sur le cluster OpenShift.

Déployer Red Hat OpenShift Virtualization avec ONTAP

Installez OpenShift Virtualization sur un cluster bare-metal Red Hat OpenShift. Cette
procédure comprend la connexion avec I'accés administrateur du cluster, la navigation
vers OperatorHub et 'installation de 'opérateur OpenShift Virtualization.

1. Connectez-vous au cluster bare-metal Red Hat OpenShift avec un acces administrateur de cluster.

2. Sélectionnez Administrateur dans la liste déroulante Perspective.


osv-trident-install.html
https://docs.openshift.com/container-platform/4.7/virt/install/preparing-cluster-for-virt.html#virt-cluster-resource-requirements_preparing-cluster-for-virt
https://docs.openshift.com/container-platform/4.7/virt/install/virt-specifying-nodes-for-virtualization-components.html

3. Accédez a Opérateurs > OperatorHub et recherchez OpenShift Virtualization.

8z Administrator

Home

Operators

OperatorHub

Installed Operators

4. Sélectionnez la mosaique Virtualisation OpenShift et cliquez sur Installer.

OpenShift Virtualization

ted Hat

Install

Latest version

wol Requirements

Capabliity level Your cluster must be installed on bare metal infrastructure with Red Hat Enterprise Linux CoreOS
® Basic Install workers.

® Seamless Upgrades D |
é Full Lifecycle etalls

OpensShift Virtualization extends Red Hat OpenShift Container Platform, allowing you to host and

5 Bilat manage virtualized workloads on the same platform as container-based workloads. From the OpenShift

Container Platform web console, you can import a VMware virtual machine from vSphere, create new or

Provider type clone existing VMs, perform live migrations between nodes, and more. You can use OpenShift
Red Hat Virtualization to manage both Linux and Windows VMs.

The technology behind OpenShift Virtualization is developed in the KubeVirt open source community.
Provider

Red Hat

The KubeVirt project extends Kubernetes by adding additional virtualization resource types through
Custom Resource Definitions (CRDs). Administrators can use Custom Resource Definitions to manage

VirtualMachine resources alongside all other resources that Kubernetes provides



Update channel *
21

022

o 23

O 24

@ stahle

Installation mode *
All namespaces on the clustsr (default

This mode is not supportad by this Operator

@ A specific namespace on the cluster

Operater will be available in a single Namespace only.

Installed Namespace *

@ Operator recommended Namespacs: @ openshift-cnv

6 Namespace creation

MNzmezpace openshift-cnv does not exst and will be created.

() Select a Namespace

Approval strategy *
@® Automatic

) Manual

Install Cancel

6. Attendez que l'installation de I'opérateur soit terminée.

OpensShift Virtualization
2.6.2 provided by Red Hat

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Mamespace openshift-cnv

7. Une fois I'opérateur installé, cliquez sur Créer HyperConverged.

5. Sur I'écran Installer 'opérateur, laissez tous les paramétres par défaut et cliquez sur Installer.

Openshift Virtualization
provided by Red Hat

Provided APls

{[® Openshift

Virtualization

© Required

Deployment

Reprezents the deployment of

OpenShift Virtualization



@ OpenShift Virtualization 0
2.6.2 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

GB HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

Create HyperConverged View installed Operators in Namespace openshift-cnv

8. SurI'écran Créer HyperConverged, cliquez sur Créer, en acceptant tous les parameétres par défaut. Cette
étape démarre I'installation d’OpenShift Virtualization.



Name *

kubevirt-hyperconverged

Labels

app=frontend

Infra >

infra HyperConvergedCs the pod configuration (currently only placement) for all the infra components needed on the

szarely directly on each node running VMs/\VMIs

~onfig influences the pod configuration (currently o

loads should be able to run. Changes to Workl

workioad

Bare Metal Platform

© -

BaraMetalPlatform indicates whether the infrastructure is baremetal

Feature Gates »

featural . a map of feature gate flags Setting a flag to “true ™ will enable the feature, Setting “false ™ or remowving the feature gate,

Local Storage Class Name

LocalStorageClassMame the name of the local sterage class

Create Cance

9. Une fois que tous les pods passent a I'état En cours d’exécution dans I'espace de noms openshift-cnv et
que l'opérateur de virtualisation OpenShift est a I'état Réussi, 'opérateur est prét a étre utilisé. Les
machines virtuelles peuvent désormais étre créées sur le cluster OpenShift.

Project: openshift-cnv =+

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create an Operator and
ClusterServiceVersion using the Operator SDK .

Name «  Searchbyname.. /

Name t Managed Namespaces Status Last updated Provided APIs
O_pEnShiﬂ_ openshift-cnv @ Succeeded @ May 18, 8:02 pm OpenShift Virtualization
Virtualization Up to date Deployment
26.2 provided by Red Hat HostPathProvisioner deployment

Créer une machine virtuelle sur un stockage ONTAP avec
Red Hat OpenShift Virtualization

Créez une machine virtuelle avec OpenShift Virtualization. Cette procédure comprend la
sélection d’'un modéle de systéme d’exploitation, la configuration des classes de
stockage et la personnalisation des paramétres de machine virtuelle pour répondre a des



exigences spécifiques. Comme prérequis, vous devez déja avoir crée le backend trident,
la classe de stockage et les objets de classe d’instantané de volume. Vous pouvez vous
référer a la"Section d’installation du Trident" pour plus de détails.

Créer VM

Les machines virtuelles sont des déploiements avec état qui nécessitent des volumes pour héberger le
systeme d’exploitation et les données. Avec CNV, étant donné que les machines virtuelles sont exécutées en
tant que pods, elles sont sauvegardées par des PV hébergés sur NetApp ONTAP via Trident. Ces volumes
sont attachés en tant que disques et stockent I'intégralité du systeme de fichiers, y compris la source de
démarrage de la machine virtuelle.

Red Hat OpenShift Virtualization |
OpenShift
Vini-1 pod-Wh-1 pod-1 -2
i wimiedigk | .n\t Wivi-1 i pwe-1 i i pve-2
VM storageclass app itarageclass
el "
prtap-san volumebdode: Block, Access mode: ras = rii "
niap-san volumeh ock, Acoess mode: ra
TRIDENT NetApp

elabil S¥M [apn] "

NetApp

Pour créer rapidement une machine virtuelle sur le cluster OpenShift, procédez comme suit :

1. Accédez a Virtualisation > Machines virtuelles et cliquez sur Créer.
2. Sélectionner a partir du modéle.

3. Sélectionnez le systeme d’exploitation souhaité pour lequel la source de démarrage est disponible.

4. Cochez la case Démarrer la machine virtuelle aprés la création.

5. Cliquez sur Créer rapidement une machine virtuelle.

La machine virtuelle est créée et démarrée et passe a I'état En cours d’exécution. Il crée automatiquement
un PVC et un PV correspondant pour le disque de démarrage en utilisant la classe de stockage par défaut.

Afin de pouvoir migrer en direct la machine virtuelle a I'avenir, vous devez vous assurer que la classe de
stockage utilisée pour les disques peut prendre en charge les volumes RWX. Il s’agit d’'une exigence pour la


osv-trident-install.html

migration en direct. ontap-nas et ontap-san (bloc volumeMode pour les protocoles iISCSI et NVMe/TCP)
peuvent prendre en charge les modes d’acces RWX pour les volumes créés a I'aide des classes de stockage

respectives.

Pour configurer la classe de stockage ontap-san sur le cluster, consultez le"Section relative a la migration
d’'une machine virtuelle de VMware vers OpenShift Virtualization" .

®

Cliquer sur Créer rapidement une machine virtuelle utilisera la classe de stockage par défaut
pour créer le PVC et le PV pour le disque racine de démarrage de la machine virtuelle. Vous
pouvez sélectionner une classe de stockage différente pour le disque en sélectionnant
Personnaliser la machine virtuelle > Personnaliser les paramétres de la machine virtuelle >
Disques, puis en modifiant le disque pour utiliser la classe de stockage requise.

En régle générale, le mode d’acces par bloc est préféré aux systemes de fichiers lors du provisionnement des
disques de machine virtuelle.

Pour personnaliser la création de la machine virtuelle aprés avoir sélectionné le modéle de systeme
d’exploitation, cliquez sur Personnaliser la machine virtuelle au lieu de Créer rapidement.

1. Sile systéme d’exploitation sélectionné a une source de démarrage configurée, vous pouvez cliquer sur
Personnaliser les paramétres de la machine virtuelle.

2. Sile systeme d’exploitation sélectionné n’a pas de source de démarrage configurée, vous devez la
configurer. Vous pouvez voir les détails des procédures présentées dans le"documentation” .

3. Apres avoir configuré le disque de démarrage, vous pouvez cliquer sur Personnaliser les paramétres de
la machine virtuelle.

4. Vous pouvez personnaliser la VM a partir des onglets de cette page. Par exemple, cliquez sur 'onglet
Disques puis sur Ajouter un disque pour ajouter un autre disque a la machine virtuelle.

5. Cliquez sur Créer une machine virtuelle pour créer la machine virtuelle ; cela lance un pod correspondant
en arrieére-plan.

Lorsqu’une source de démarrage est configurée pour un modéle ou un systéme d’exploitation a
partir d'une URL ou d’un registre, elle crée un PVC dans le openshift-virtualization-
os-images projet et télécharge I'image invité KVM sur le PVC. Vous devez vous assurer que
les modeles PVC disposent de suffisamment d’espace provisionné pour accueillir 'image invitée
KVM pour le systéme d’exploitation correspondant. Ces PVC sont ensuite clonés et attachés en
tant que disque racine aux machines virtuelles lorsqu’elles sont créées a 'aide des modeéles
respectifs dans n'importe quel projet.

You ave logged in a3 & temporery dministrative uses. Update the cluster Oiuth configueation 1o aliow others o log in

VirtualMachines

o
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https://docs.openshift.com/container-platform/4.14/virt/virtual_machines/creating_vms_custom/virt-creating-vms-from-custom-images-overview.html

Create new VirtualMachine

an option to create a VirtualMachine from

B instanceTypes

Default templates

Q Fiterby)

‘

Red Hat Enterprise Linux 8 VM
mal

Workdoad Server
cPul
Memacy 2

‘ Source svalable

Red Hat Enterprise Linux 9 VM

helg-zerver-small

Microsatt Windows 10VM
windows10-dezktop-mecum

6

Fedora VM

fedora-sarver-small

Project opes

Bitems




"!, CentOS Stream 9 VM

centos-streamS-server-small

Template info

Operating system CPU | Memory

CentQS Stream 9'WM 1 CPU| 2 GiB Memory #

Workload type Metwork interfaces (1)

Server (default) Name Network Type
default Pod networking Masguerade

Description

Template for CentOS Stream 9 VM or newer. A Disks (2)

PVC with the CentOS Stream disk image must Name Drive Size

be available rootdisk Dick 30 Gig
cloudinitdisk 5k -

Documentation

Refer to documentation Hardware devices (0)
GPU devices

Host devices
Quick create VirtualMachine @
VirtualMachine name * Project
centos-stream9-pleased-ham openshift-virtualization-os-images

Start this VirtualMachine after creation

Quick create VirtualMachine _ustomize Virt Cancel




Project openshift-virtualization-os-images =

erize VirnialMaching

Customize and create VirtualMachine

Ternpiate CortOS Stream &

Overview YAML Scheduling Emdronment Network interfaces Metacata
""“? Netws e (1
st~ e Hame Network
" Pod networ
Namezpace
perhi i 35 Diska
Drive Size
Description
Dk 5B
=/ -
Oparating system Hargware Sevices
~ et Stream O WM
CentOS Stream 5V GPU devices &
CPU | Memory
F 3 y
Host devices #
Maching type
35-rhetd
Headless mode
Bostmace o
e
Hostame
Start in pause mode et #
Workinad profile
-
Create VirtuaiMachine —
..M.I-c‘lr
0 4 .
Lt LS d: )
D centos-stream9-zealous-anaconda ©ruing
i Mame 1 Source Drive Interface Storage class -
[ [J
@ -
s
File systems @
Mame 1 File system type Mount point Total bytes Used bytes
1 —, L
0 O =

Démonstration vidéo

La vidéo suivante montre une démonstration de la création d’'une machine virtuelle dans OpenShift

Virtualization a I'aide du stockage iSCSI.

Créer une machine virtuelle dans OpenShift Virtualization a 'aide du stockage en blocs
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=497b868d-2917-4824-bbaa-b2d500f92dda

Migrer une machine virtuelle de VMware vers un cluster Red
Hat OpenShift

Migrez des machines virtuelles de VMware vers un cluster OpenShift a I'aide de la boite
a outils de migration de virtualisation OpenShift. Cette migration implique l'installation de
Migration Toolkit for Virtualization (MTV), la création de fournisseurs source et de
destination, la création d’'un plan de migration et I'exécution d’'une migration a froid ou a
chaud.

Migration a froid

Il s’agit du type de migration par défaut. Les machines virtuelles sources sont arrétées pendant la copie
des données.

Migration chaude

Dans ce type de migration, la plupart des données sont copiées pendant I'étape de précopie pendant que
les machines virtuelles (VM) sources sont en cours d’exécution. Ensuite, les machines virtuelles sont
arrétées et les données restantes sont copiées pendant la phase de basculement.

Démonstration vidéo

La vidéo suivante montre une démonstration de la migration a froid d’'une machine virtuelle RHEL de VMware
vers OpenShift Virtualization a I'aide de la classe de stockage ontap-san pour le stockage persistant.

Utilisation de Red Hat MTV pour migrer des machines virtuelles vers OpenShift Virtualization avec NetApp
ONTAP Storage

Migration d’une machine virtuelle de VMware vers OpenShift Virtualization a I’aide
de Migration Toolkit for Virtualization

Dans cette section, nous verrons comment utiliser Migration Toolkit for Virtualization (MTV) pour migrer des
machines virtuelles de VMware vers OpenShift Virtualization exécutées sur la plate-forme OpenShift Container
et intégrées au stockage NetApp ONTAP a l'aide de Trident.

Le diagramme suivant montre une vue d’ensemble de la migration d’'une machine virtuelle de VMware vers
Red Hat OpenShift Virtualization.

11
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Migration of VM from VMware to OpenShift Virtualization

//_ _ \ KT AT Red Hat OpenShit [ - \
(5 v CIENET S

ol Redan
- RN Rl e e M g R e e T B L e
natwork mapping from VI
v WM. . ViANlopodnetwork |
pod
1:"1'-9" P - -

o2 o PVC and PV created from
ot ,m;e‘_ﬂ, -7 storagp class wsng Tndont

WDDK coples data

/ from VM diskslo PV - ’k

ONTAPor
any datastore

Conditions préalables a la migration de I’échantillon

Sur VMware

* Une machine virtuelle RHEL 9 utilisant rhel 9.3 avec les configurations suivantes a été installée :

o CPU : 2, Mémoire : 20 Go, Disque dur : 20 Go

o informations d’identification de l'utilisateur : informations d’identification de l'utilisateur root et de
I'utilisateur administrateur

» Une fois la machine virtuelle préte, le serveur PostgreSQL a été installé.

o le serveur postgresql a été démarré et activé pour démarrer au démarrage

systemctl start postgresqgl.service’
systemctl enable postgresqgl.service
The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

> Ajout de 2 bases de données, 1 table et 1 ligne dans la table. Référer"ici" pour les instructions
d’installation du serveur PostgreSQL sur RHEL et de création de la base de données et des entrées de

table.

@ Assurez-vous de démarrer le serveur postgresql et d’activer le service pour qu’il démarre au
démarrage.

Sur le cluster OpenShift

Les installations suivantes ont été réalisées avant l'installation de MTV :

* OpenShift Cluster 4.17 ou version ultérieure
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https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/9/html/configuring_and_using_database_servers/using-postgresql_configuring-and-using-database-servers#configuring-postgresql_using-postgresql

* Multipath sur les nceuds de cluster activé pour iISCSI (pour la classe de stockage ontap-san). Le multi-
chemin peut étre activé facilement si vous installez Trident 25.02 a 'aide de l'indicateur node-prep. Vous
pouvez vous référer a la"Section d’installation du Trident" pour plus de détails.

* Installez les classes backend et de stockage requises ainsi que la classe snapshot. Se référer a la"Section
d’installation du Trident" pour plus de détails.

* "Virtualisation OpenShift"

Installer MTV

Vous pouvez maintenant installer la boite a outils de migration pour la virtualisation (MTV). Reportez-vous aux
instructions fournies"ici" pour obtenir de 'aide pour I'installation.

Linterface utilisateur de Migration Toolkit for Virtualization (MTV) est intégrée a la console Web OpenShift.
Vous pouvez vous référer"ici" pour commencer a utiliser l'interface utilisateur pour diverses taches.

Créer un fournisseur source

Pour migrer la machine virtuelle RHEL de VMware vers OpenShift Virtualization, vous devez d’abord créer le
fournisseur source pour VMware. Se référer aux instructions"ici" pour créer le fournisseur source.

Vous avez besoin des éléments suivants pour créer votre fournisseur de sources VMware :

* URL de VCenter
* Informations d’identification VCenter
* Empreinte numérique du serveur VCenter

* Image VDDK dans un référentiel

Exemple de création de fournisseur de source :

13
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https://docs.openshift.com/container-platform/4.13/virt/install/installing-virt-web.html
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/installing-the-operator
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#mtv-ui_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#adding-providers

Select prowider type

Vm vSphere

Pravider resource name *

Yimwarg-source Q

Unique Kubemaetes resoue name identifigr

URL *

=)

VDDK init image

@
3] P R Dy i Wi hle
Username * -
administratongvephere local
Sohere REST AP user name
Password *
e o
vSphera REST AP password credentials
SSHA-] fingerprint *
-]

The provedar currenily requirmes the SHA- fingerpnnt of the vCenter Secver's TLS cervficate in 3l crcumstances vSphere calis this the server’s

Skip certificate validation

La boite a outils de migration pour la virtualisation (MTV) utilise le SDK VMware Virtual Disk
Development Kit (VDDK) pour accélérer le transfert de disques virtuels depuis VMware

@ vSphere. Par conséquent, la création d’'une image VDDK, bien que facultative, est fortement
recommandée. Pour utiliser cette fonctionnalité, téléchargez le kit de développement de disque
virtuel VMware (VDDK), créez une image VDDK et transférez 'image VDDK vers votre registre
d’'images.

Suivez les instructions fournies"ici" pour créer et pousser 'image VDDK vers un registre accessible depuis le
cluster OpenShift.

Créer un fournisseur de destination

Le cluster hote est automatiquement ajouté car le fournisseur de virtualisation OpenShift est le fournisseur
source.

Créer un plan de migration

Suivez les instructions fournies"ici" pour créer un plan de migration.

14


https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/prerequisites#creating-vddk-image_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#creating-migration-plan_mtv

Lors de la création d’un plan, vous devez créer les éléments suivants s’ils ne sont pas déja créés :

* Un mappage de réseau pour mapper le réseau source au réseau cible.

« Un mappage de stockage pour mapper la banque de données source a la classe de stockage cible. Pour
cela, vous pouvez choisir la classe de stockage ontap-san. Une fois le plan de migration créé, le statut du
plan doit indiquer Prét et vous devriez maintenant pouvoir Démarrer le plan.

RedHat - s e
OpenShift i as © @ kube:admin

You are logged in as a temporary administrative user, Update the ghuster QAuth configuration to allow others to log in.
OperatorHub

Project: openshift-mtvy
Installed Operators

Plans
Worldoads
Virtualization Status ¥ Name = O Filterbyname > (B showarchived @
Migration Name 1 Source... Target ... VMs Status Description
@ 'l cold @D vmware @D host =1 @ Ready Plan for migrating VM to OpenShift Virt Start
@ vrwrare-osv-mig old @ 5 @ host (=] Migrating RHEL 9 vm to OpenShift Virty
@ @D rost =1
D e 1 @ vra G rost o1 migrating BHEL 9 v using ONTAP NFS.

Neetworking

Effectuer une migration a froid

Cliquer sur Démarrer exécutera une séquence d’étapes pour terminer la migration de la machine virtuelle.

= Rud Hat
= CpenShift

Vims i Megaiel o 8 DTy PR TAY R i Ui [T il el oD A b il 4 3 e
Cpminrioh

Migration details by VM

Workloadi

Wirtusliration

T - o 1
Migrataon
s Bt Lo L Nirven Loty 2ot Stalm
Lo ’
-
Lhigeasd by Sty
w
- ¥ i
L = i
B B Copy i 044 g lwimd
B Covate Vi i
CRraren L}

Compale

Lmr Managemend

Une fois toutes les étapes terminées, vous pouvez voir les machines virtuelles migrées en cliquant sur les
machines virtuelles sous Virtualisation dans le menu de navigation de gauche. Des instructions pour
accéder aux machines virtuelles sont fournies"ici" .

Vous pouvez vous connecter a la machine virtuelle et vérifier le contenu des bases de données posgresql. Les
bases de données, les tables et les entrées de la table doivent étre les mémes que celles créées sur la
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https://docs.openshift.com/container-platform/4.13/virt/virtual_machines/virt-accessing-vm-consoles.html

machine virtuelle source.

Effectuer une migration a chaud

Pour effectuer une migration a chaud, apres avoir créé un plan de migration comme indiqué ci-dessus, vous
devez modifier les parameétres du plan pour modifier le type de migration par défaut. Cliquez sur I'icone
d’édition a c6té de la migration a froid et basculez le bouton pour le définir sur la migration a chaud. Cliquez
sur Enregistrer. Cliquez maintenant sur Démarrer pour démarrer la migration.

Assurez-vous que lorsque vous passez du stockage en bloc dans VMware, vous avez

@ sélectionné la classe de stockage en bloc pour la machine virtuelle de virtualisation OpenShift.
De plus, le volumeMode doit étre défini sur block et le mode d’accés doit étre rwx afin que vous
puissiez effectuer une migration en direct de la machine virtuelle ultérieurement.

Set warm migration

In warm migration, the VM disks are copied incrementally using changed block
tracking (CBT) snapshots. The snapshots are created at one-hour intervals by
default. You can change the snapshot interval by updating the forklift-controller
deployment.

Whether this is a warm migration

Warm migration, most of the data is copied during the
precopy stage while the source virtual machines (VMs) are
running.

Cliquez sur 0 sur 1 vms terminé, développez la vm et vous pourrez voir la progression de la migration.

Plans Create Plan
Status  ~ Name <~ Q Filter by name > o Show archived m
Name 1 Source provider Virtual ... Status Migration started
@ warm-migration-plan1 ( Warm @ vmware-source @ 1VMs Running® of 1VMs migrated @ Feb 11, 2025,10:26 AM 59 Cutover

Apres un certain temps, le transfert du disque est terminé et la migration attend de passer a I'état de
basculement. Le DataVolume est dans un état en pause. Revenez au plan et cliquez sur le bouton Cutover.
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Project: openshift-mtv  «
Pun: > Pian Details
@ warm-migration-planl & funing
YAML Virtual Machines  Resources ~ Mappings  Hooks
Virtual Machines
Pipelinestatus Name ~ Q Filte ame > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vl @ Feb1,2025,1028 AM - 20480 / 20480 MB 1/ 1Disks ® @
PersistentVolumeClaims
Name Status
@D varm-migration-planl-vm-43432- g Pending
DataVolumes
Name Status
@D warm-migration-plani-vm-43432 Paused
Pipeline
Name Description Tasks Started at Error
@ Initialize initialize migration @ Feb 11,2025,1028 AM
@ DiskTransfer Transfer disks. ] @ Feb 11,2025,1028 AM
Cutover Finalize disk transfer |0/
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM
Plans Create Plan
Stats v Neme v QF 3 (@ showarchived m
Name 1 Source provider Virtual machines Status Migration started
@ varm-migration-plan)  Warm © viware-source © VM Running ® £1VMs migrated @ Feb1, 20251028 AM % O

L’heure actuelle sera affichée dans la boite de dialogue. Modifiez I’'heure a une heure future si vous souhaitez

planifier un basculement a une heure ultérieure. Sinon, pour effectuer une transition maintenant, cliquez sur
Définir la transition.
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Cutover

L

2025-02-11

11:04 AM

ANET
WY

chedule the cutover for migration warm-migration-plan1?

starts.

@

You can schedule cutover for now or a future date and time. VMs inclu
migration plan will be shut down when ¢

Set cutover ‘ Remove cutov

e

r || Cancel |

-
L

edin the

Aprés quelques secondes, le DataVolume passe de I'état en pause a I'état ImportScheduled puis
ImportinProgress lorsque la phase de basculement démarre.

Virtual Machines

Pipeinestatus  ~ Name ~ Q Filterbyname > m
Name 1 Started at
v vml O Feb 11,2025, 1028 AM
PersistentVolumeClaims
Name Status
GI® werm-migration-plani-vm-43432- & Pending
DataVolumes
Name Status
@D vern ImportinProgress
ar
Pipeline
Name Description
@ Intialize Initialize migration.

@ DiskTransfer

@ Cutover

ImageConversion

VirtualMachineCreation

Transfer disks
Finalize disk transfer,
Convert image to kubevirt

Create VM

Cancel virtual machines

Completed at

Tasks

Disk transfer

20430/ 20480 MB

Started at
@ Feb 11,2025,1028 AM
@ Fev 2025, 1028 AM

@ Feb 11,2025, 1107 AM

Disk counter

1/ 1Disks

Error

Pipeline status

® @ @

Une fois la phase de basculement terminée, le DataVolume passe a I'état réussi et le PVC est lié.
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Virtual Machines

Pipelinestatus  « Name ~ Q@ Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vmi @ Feb 11, 2025,10:28 AM - 20480 /20480 MB 1/ 1Disks ® ® @ @
Pods
Pod Status Pod logs Created at
@ warm-migration-plani-vm-  § Pending Logs @ Feb 1, 2025, 1117 AM

43432-Ipkdt

PersistentVolumeClaims
Name Status

@B warm-migration-plan- @ Bound

DataVolumes
Name Status

@D varn

® Succeeded

Le plan de migration se poursuit pour terminer la phase de conversion d'image et enfin, la phase de création
de machine virtuelle est terminée. La machine virtuelle passe a I'état d’exécution sur OpenShift Virtualization.

VirtualMachines

Y Filter Name « Search by name m
Name 1 Namespace Status Conditions Node Created
@~ @ esmisnton: O O @ 7 minutes age

Migrer une machine virtuelle entre deux nceuds dans un
cluster Red Hat OpenShift

Migrez une machine virtuelle dans OpenShift Virtualization entre deux nceuds du cluster
sans temps d’arrét. Cette procédure comprend la confirmation que les disques utilisent
des classes de stockage compatibles RWX, le lancement de la migration et la
surveillance de la progression.

Migration en direct de machines virtuelles

La migration en direct est un processus de migration d’une instance de machine virtuelle d’'un nceud a un autre
dans un cluster OpenShift sans temps d’arrét. Pour que la migration en direct fonctionne dans un cluster
OpenShift, les machines virtuelles doivent étre liées a des PVC avec un mode d’accés ReadWriteMany
partagé. Les backends Trident configurés a I'aide des pilotes ontap-nas prennent en charge le mode d’acceés
RWX pour les protocoles FileSystem nfs et smb. Se référer a la documentation”ici" . Les backends Trident
configurés a I'aide des pilotes ontap-san prennent en charge le mode d’accés RWX pour le mode volume de
bloc pour les protocoles iISCSI et NVMe/TCP. Se référer a la documentation”ici” .

Par conséquent, pour que la migration en direct réussisse, les machines virtuelles doivent étre provisionnées
avec des disques (disques de démarrage et disques enfichables a chaud supplémentaires) avec des PVC
utilisant les classes de stockage ontap-nas ou ontap-san (volumeMode : Block). Lorsque les PVC sont créés,
Trident crée des volumes ONTAP dans un SVM compatible NFS ou iSCSI.
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‘ RedHat OpenShift Virtualization

OpenShift
Vivi-1 ViM-1
vim-disk t vime-disk
node-1 node-2
project-1
WX
vim-disk-pv Vi storageclass
anbipenas "
patap-san volumeMode: Block, Access mode: rwx

TRIDENT NetApp

M lij "

NetApp

Pour effectuer une migration en direct d’'une machine virtuelle qui a été créée précédemment et qui est en état
d’exécution, procédez comme suit :

1. Sélectionnez la machine virtuelle que vous souhaitez migrer en direct.

2. Cliquez sur 'onglet Configuration.

3. Assurez-vous que tous les disques de la machine virtuelle sont créés a I'aide de classes de stockage
pouvant prendre en charge le mode d’acceés RWX.

4. Cliquez sur Actions dans le coin droit, puis sélectionnez Migrer.

5. Pour suivre la progression de la migration, accédez a Virtualisation > Présentation dans le menu de
gauche, puis cliquez sur 'onglet Migrations. La migration de la machine virtuelle passera de En attente a
Planification puis a Réussie

Une instance de machine virtuelle dans un cluster OpenShift migre automatiquement vers un
@ autre nceud lorsque le nceud d’origine est placé en mode maintenance si evictionStrategy est
défini sur LiveMigrate.

20



@D centos-stream9-zealous-anaconda &g P v [Actions ~
Disks ®
'
Migs
-
&
Name 1 Source Size Drive Interface Storage class .
(P
@
File systems @
Mame 1 File system type Mount point Total bytes Used bytes

Virtualization

VirtusiMachineinstanceMigrations information

Migrations tat Bandwidth conaumption

e 1 Statu Source Target MigrationPabey VirtusiMachneinstanceMigration

Cloner une machine virtuelle avec Red Hat OpenShift
Virtualization

Cloner une machine virtuelle dans OpenShift Virtualization a I'aide de Trident. Cette

procédure inclut I'exploitation du clonage de volume Trident CSI, vous permettant de
créer une nouvelle machine virtuelle en arrétant la machine virtuelle source ou en la

maintenant en cours d’exécution.

Clonage de VM

Le clonage d’'une machine virtuelle existante dans OpenShift est réalisé avec la prise en charge de la fonction
de clonage Volume CSI de Trident. Le clonage de volume CSI permet de créer un nouveau PVC en utilisant un
PVC existant comme source de données en dupliquant son PV. Une fois le nouveau PVC créé, il fonctionne
comme une entité distincte et sans aucun lien ni dépendance avec le PVC source.

21



R‘Ed Hat Openshift Virtualization

OpenShift
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project-1
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Il existe certaines restrictions a prendre en compte lors du clonage de volume CSI :

1. Le PVC source et le PVC de destination doivent étre dans le méme projet.
2. Le clonage est pris en charge au sein de la méme classe de stockage.

3. Le clonage ne peut étre effectué que lorsque les volumes source et de destination utilisent le méme
parameétre VolumeMode ; par exemple, un volume de bloc ne peut étre cloné que vers un autre volume de
bloc.

Les machines virtuelles d’un cluster OpenShift peuvent étre clonées de deux maniéres :
1. En arrétant la VM source
2. En gardant la VM source en direct
En arrétant la machine virtuelle source
Le clonage d’'une machine virtuelle existante en arrétant la machine virtuelle est une fonctionnalité native

d’OpenShift qui est implémentée avec le support de Trident. Suivez les étapes suivantes pour cloner une
machine virtuelle.

1. Accédez a Charges de travail > Virtualisation > Machines virtuelles et cliquez sur les points de suspension
en regard de la machine virtuelle que vous souhaitez cloner.

2. Cliquez sur Cloner la machine virtuelle et fournissez les détails de la nouvelle machine virtuelle.
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Clone Virtual Machine

Name * rhel8-short-frog-clone
Description

4
Namespace * default -

Start virtual machine on clone

Configuration Operating System
Red Hat Enterprise Linux 8.0 or higher
Flavor

Small: 1CPU | 2 GiB Memory
Workload Profile

server

NICs

default - virtio

Disks

cloudinitdisk - cloud-init disk

rootdisk - 20Gi - basic

44 The VM rhel8-short-frog is still running. It will be powered off while
cloning.

Clone Virtual Machine

3. Cliquez sur Cloner la machine virtuelle ; cela arréte la machine virtuelle source et lance la création de la
machine virtuelle clonée.

4. Une fois cette étape terminée, vous pouvez accéder au contenu de la machine virtuelle clonée et le
veérifier.
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En gardant la VM source en direct

Une machine virtuelle existante peut également étre clonée en clonant le PVC existant de la machine virtuelle
source, puis en créant une nouvelle machine virtuelle a I'aide du PVC cloné. Cette méthode ne nécessite pas
d’arréter la machine virtuelle source. Suivez les étapes suivantes pour cloner une machine virtuelle sans
larréter.

1. Accédez a Stockage > PersistentVolumeClaims et cliquez sur les points de suspension en regard du PVC
attaché a la machine virtuelle source.

2. Cliquez sur Cloner le PVC et fournissez les détails du nouveau PVC.

Clone

Mame *

rhel8@-short-frog-rootdisk-28dvb-clone

Access Mode *
O Single User (RWQ) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GiB =

PVC details

Namespace Requested capacity Access mode

@ default 20GiB Shared Access (RWX)
Storage Class Used capacity Volume mode

€D basic 22GiB Filesystem

Cancel Clone

3. Cliquez ensuite sur Cloner. Cela crée un PVC pour la nouvelle VM.
4. Accédez a Charges de travail > Virtualisation > Machines virtuelles et cliquez sur Créer > Avec YAML.

5. Dans la section spec > template > spec > volumes, attachez le PVC cloné au lieu du disque conteneur.
Fournissez tous les autres détails de la nouvelle machine virtuelle en fonction de vos besoins.
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Cliquez sur Créer pour créer la nouvelle VM.

7. Une fois la machine virtuelle créée avec succes, accédez a la nouvelle machine virtuelle et vérifiez qu’elle
est un clone de la machine virtuelle source.

Créer une machine virtuelle a partir d’'une copie instantanée
avec Red Hat OpenShift Virtualization

Créez une machine virtuelle a partir d’'un snapshot avec OpenShift Virtualization. Cette
procédure comprend la création d’'un VolumeSnapshotClass, la prise d’un instantané de
la revendication de volume persistant (PVC) de la machine virtuelle, la restauration de
'instantané sur un nouveau PVC et le déploiement d’'une nouvelle machine virtuelle qui
utilise le PVC restauré comme disque racine.

Créer une machine virtuelle a partir d’un instantané

Avec Trident et Red Hat OpenShift, les utilisateurs peuvent prendre un instantané d’un volume persistant sur
les classes de stockage provisionnées par celui-ci. Grace a cette fonctionnalité, les utilisateurs peuvent
prendre une copie ponctuelle d’'un volume et 'utiliser pour créer un nouveau volume ou restaurer le méme
volume a un état antérieur. Cela permet ou prend en charge une variété de cas d’utilisation, de la restauration
aux clones en passant par la restauration des données.

Pour les opérations Snapshot dans OpenShift, les ressources VolumeSnapshotClass, VolumeSnapshot et
VolumeSnapshotContent doivent étre définies.

* Un VolumeSnapshotContent est I'instantané réel pris a partir d’'un volume du cluster. Il s’agit d’'une
ressource a I'échelle du cluster analogue a PersistentVolume pour le stockage.

» Un VolumeSnapshot est une demande de création d’un instantané d’un volume. Il est analogue a un
PersistentVolumeClaim.

* VolumeSnapshotClass permet a I'administrateur de spécifier différents attributs pour un VolumeSnapshot.
Il vous permet d’avoir des attributs différents pour différents instantanés pris a partir du méme volume.
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Pour créer un instantané d’'une machine virtuelle, procédez comme suit :

1. Créez une VolumeSnapshotClass qui peut ensuite étre utilisée pour créer un VolumeSnapshot. Accédez a
Stockage > VolumeSnapshotClasses et cliquez sur Créer VolumeSnapshotClass.

2. Saisissez le nom de la classe Snapshot, saisissez csi.trident.netapp.io pour le pilote et cliquez sur Créer.
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© View shortcuts

apiVersion: snapshot.storage.k8s.io/v1l

kind: VolumeSnapshotClass
metadata:

name: trident-snapshot-clasﬂ
driver: csi.trident.netapp.io
deletionPolicy: Delete

‘ Cancel ‘ X Download

3. ldentifiez le PVC attaché a la machine virtuelle source, puis créez un instantané de ce PVC. Accéder a
Storage > VolumeSnapshots et cliquez sur Créer des VolumeSnapshots.

4. Sélectionnez le PVC pour lequel vous souhaitez créer le snapshot, entrez le nom du snapshot ou acceptez
la valeur par défaut, puis sélectionnez le VolumeSnapshotClass approprié. Cliquez ensuite sur Créer.

Create VolumeSnapshot Edit YAML

PersistentVolumeClaim *

@® rhel8-short-frog-rootdisk-28dvb v

Name *

rhel8-short-frog-rootdisk-28dvb-snapshot

Snapshot Class *

UEB® trident-snapshot-class v

=

5. Cela crée l'instantané du PVC a ce moment précis.

27



Créer une nouvelle VM a partir du snapshot

1. Tout d’abord, restaurez I'instantané dans un nouveau PVC. Accédez a Stockage > Instantanés de volume,
cliquez sur les points de suspension en regard de I'instantané que vous souhaitez restaurer, puis cliquez
sur Restaurer en tant que nouveau PVC.

2. Saisissez les détails du nouveau PVC et cliquez sur Restaurer. Cela crée un nouveau PVC.
Restore as new PVC

When restore action for snapshot rhel8-short-frog-rootdisk-28dvb-snapshot is
finished a new crash-consistent PVC copy will be created.

MName *

rhel8-short-frog-rootdisk-28dvb-snapshot-restore

Storage Class *

€® basic v

Access Mode *

O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB «

VelumeSnapshot details

Created at Namespace

@ May 21,12:46 am @B default

Status APl version

@ Ready snapshot.storage.k8s.io/vl
Size

20 GiB

3. Ensuite, créez une nouvelle VM a partir de ce PVC. Accédez a Virtualisation > Machines virtuelles et
cliquez sur Créer > Avec YAML.
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4. Dans la section spec > template > spec > volumes, spécifiez le nouveau PVC créé a partir de Snapshot
plutét qu’a partir du disque conteneur. Fournissez tous les autres détails de la nouvelle machine virtuelle
en fonction de vos besoins.

- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Cliquez sur Créer pour créer la nouvelle VM.

6. Une fois la machine virtuelle créée avec succes, accédez a la nouvelle machine virtuelle et vérifiez qu’elle
a le méme état que la machine virtuelle dont le PVC a été utilisé pour créer l'instantané au moment de la
création de l'instantané.
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