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Utilisez Shift Toolkit pour migrer ou convertir des
machines virtuelles

En savoir plus sur la migration de machines virtuelles entre
des environnements de virtualisation à l’aide de NetApp
Shift Toolkit

Le NetApp Shift Toolkit est un produit autonome conçu pour simplifier et accélérer les
migrations de machines virtuelles entre hyperviseurs, tels que VMware ESXi, Microsoft
Hyper-V, Oracle Linux Virtualization Manager, Redhat OpenShift et autres. Il prend
également en charge les conversions au niveau du disque entre différents formats de
disque virtuel.

Cas d’utilisation

Chaque organisation constate désormais l’avantage d’avoir un environnement multi-hyperviseur. Face aux
récentes évolutions du marché, chaque organisation doit choisir la meilleure stratégie en évaluant les risques
techniques et commerciaux, notamment la migration des machines virtuelles vers d’autres hyperviseurs, la
réalisation des objectifs métier et la maîtrise de la dépendance vis-à-vis d’un fournisseur. Cela leur permet
d’optimiser leurs coûts de licence et d’optimiser leur budget informatique au lieu de dépenser pour les cœurs
inutilisés d’un hyperviseur spécifique. Cependant, le défi a toujours été le temps de migration et les temps
d’arrêt associés.

Avec la boîte à outils NetApp Shift, la migration des machines virtuelles (VM) n’est plus un problème. Ce
produit autonome permet une migration rapide et efficace des machines virtuelles de VMware ESXi vers
Microsoft Hyper-V. De plus, il prend en charge les conversions au niveau du disque entre différents formats de
disques virtuels. Grâce aux fonctionnalités prêtes à l’emploi fournies par ONTAP, ces migrations peuvent être
incroyablement rapides, avec un temps d’arrêt minimal. Par exemple, la conversion d’un fichier VMDK de 1 To
prend généralement quelques heures, mais avec la boîte à outils Shift, elle peut être effectuée en quelques
secondes.

Présentation de la boîte à outils

La boîte à outils NetApp Shift est une solution d’interface utilisateur graphique (GUI) facile à utiliser qui permet
de migrer des machines virtuelles (VM) entre différents hyperviseurs et de convertir des formats de disque
virtuel. Il utilise la technologie NetApp FlexClone pour convertir rapidement les disques durs des machines
virtuelles. De plus, la boîte à outils gère la création et la configuration des machines virtuelles de destination.

La boîte à outils Shift offre une flexibilité dans un environnement multi-hyperviseur en prenant en charge la
conversion bidirectionnelle entre les hyperviseurs suivants :

• VMware ESXi vers Microsoft Hyper-V

• Migration de Microsoft Hyper-V vers VMware ESXi

• VMWare ESXi vers Oracle Linux Virtualization Manager (OLVM)

• Virtualisation de VMware ESXi vers Red Hat OpenShift

Shift Toolkit prend en charge les conversions au niveau du disque des disques virtuels entre les hyperviseurs
pour les formats de disque suivants :
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• VMware ESX vers Microsoft Hyper-V (format de disque de machine virtuelle [VMDK] vers disque dur virtuel
[VHDX])

• Conversion de Microsoft Hyper-V en VMware ESX (format de disque dur virtuel [VHDX] vers disque de
machine virtuelle [VMDK])

• Hyperviseurs compatibles VMware ESX vers KVM (VMDK vers QCOW2)

• Hyperviseurs compatibles VMware ESX vers KVM (VMDK vers RAW)

Le kit d’outils Shift peut être téléchargé"ici" et est disponible uniquement pour les systèmes Windows.

Avantages de la portabilité des machines virtuelles

ONTAP est idéal pour tout hyperviseur et dans tout hyperscalaire. Avec la technologie FlexClone . La
portabilité des machines virtuelles en quelques minutes est une réalité plutôt que d’attendre des temps d’arrêt
plus longs ou de se contenter d’options de transfert.

Boîte à outils de changement de vitesse :

• aide à minimiser les temps d’arrêt et améliore la productivité de l’entreprise.

• offre choix et flexibilité en réduisant les coûts de licence, le verrouillage et les engagements envers un seul
fournisseur.

• permet aux organisations cherchant à optimiser les coûts de licence des machines virtuelles et à étendre
les budgets informatiques.

• réduit les coûts de virtualisation grâce à la portabilité des machines virtuelles et est proposé gratuitement
par NetApp.
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Comment fonctionne la boîte à outils Shift

Au moment de la conversion, la boîte à outils Shift se connecte aux hôtes VMware ESXi et Microsoft Hyper-V
et au stockage NetApp partagé. Shift Toolkit exploite FlexClone pour convertir les disques durs des machines
virtuelles d’un hyperviseur à un autre en utilisant trois technologies NetApp clés :

• Un seul volume et plusieurs protocoles Avec NetApp ONTAP, plusieurs protocoles peuvent être facilement
utilisés pour accéder à un seul volume. Par exemple, VMware ESXi peut accéder à un volume activé avec
le protocole NFS (Network File System), et Microsoft Hyper-V peut accéder au même volume avec le
protocole CIFS/SMB.

• La technologie FlexClone permet le clonage rapide de fichiers ou de volumes entiers sans copie de
données. Les blocs communs sur le système de stockage sont partagés entre plusieurs fichiers ou
volumes. Par conséquent, les disques VM volumineux peuvent être clonés très rapidement.

• Conversion de disque VM Les kits d’outils NetApp PowerShell et Shift contiennent un grand nombre de flux
de travail qui peuvent être utilisés pour effectuer diverses actions sur un contrôleur de stockage NetApp .
Sont incluses des applets de commande PowerShell qui convertissent les disques virtuels en différents
formats. Par exemple, VMware VMDK peut être converti en Microsoft VHDX, et vice versa. Ces
conversions sont effectuées avec FlexClone, qui permet un clonage et une conversion très rapides des
formats de disque en une seule étape.

Protocoles et méthodes de communication

Shift Toolkit utilise les protocoles suivants lors des opérations de conversion ou de migration.

• HTTPS - Utilisé par la boîte à outils Shift pour communiquer avec le cluster Data ONTAP .

• VI Java (openJDK), VMware PowerCLI - Utilisé pour communiquer avec VMware ESXi.

• Module Windows PowerShell - Utilisé pour communiquer avec Microsoft Hyper-V.
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Les pare-feu doivent autoriser le trafic sur les ports suivants :

Port Protocol
e

Source Destination But

443 TCP Nœud de boîte à outils
Shift

VMware vCenter Inventaire VMware

443 TCP Nœud de boîte à outils
Shift

Nœuds VMware
ESXi

Dépendance Invoke-
vmscript (routée)

443 TCP Nœud de boîte à outils
Shift

Hyperviseur cible Inventaire cible

443 TCP Nœud de boîte à outils
Shift

Système ONTAP Accès ONTAP

5985/5986 HTTP Nœud de boîte à outils
Shift

Hôtes Hyper-V WinRM

Versions prises en charge pour le kit d’outils NetApp Shift

Vérifiez que vos systèmes d’exploitation invités Windows et Linux, votre version ONTAP
et vos hyperviseurs sont pris en charge par le NetApp Shift Toolkit.

Systèmes d’exploitation invités VM pris en charge

Le kit d’outils Shift prend en charge les systèmes d’exploitation invités Windows et Linux suivants pour la
conversion de machines virtuelles.

Systèmes d’exploitation Windows

• Windows 10

• Windows 11

• Windows Server 2016

• Windows Server 2019

• Windows Server 2022

• Windows Server 2025

Systèmes d’exploitation Linux

• CentOS Linux 7.x

• Alma Linux 7.x

• Red Hat Enterprise Linux 7.2 ou version ultérieure

• Red Hat Enterprise Linux 8.x

• Red Hat Enterprise Linux 9.x

• Ubuntu 2018

• Ubuntu 2022

• Ubuntu 2024

• Debian 12
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• SUSE Linux Enterprise Server 12

• SUSE Linux Enterprise Server 15

Les versions 5 et 6 de CentOS Linux et de Red Hat Enterprise Linux ne sont pas prises en
charge.

Windows Server 2008 n’est pas officiellement pris en charge. Toutefois, le processus de
conversion peut fonctionner, et certains clients ont réussi à convertir des machines virtuelles
Windows Server 2008. Après la migration, mettez à jour manuellement l’adresse IP, car la
version de PowerShell utilisée pour l’automatisation de l’attribution des adresses IP n’est pas
compatible avec Windows Server 2008.

Versions ONTAP prises en charge

Le kit d’outils Shift prend en charge ONTAP 9.14.1 ou version ultérieure.

Hyperviseurs pris en charge

Le kit d’outils Shift prend en charge les plateformes d’hyperviseurs suivantes pour la migration et la conversion
de machines virtuelles.

Dans la version actuelle, la migration de bout en bout des machines virtuelles est prise en
charge uniquement avec Hyper-V, VMware, OpenShift et Oracle Virtualization. Pour les
destinations KVM, seule la conversion de disque est prise en charge.

VMware vSphere

Le kit d’outils Shift est validé pour vSphere 7.0.3 ou version ultérieure.

Microsoft Hyper-V

Le kit d’outils Shift est validé par rapport aux rôles Hyper-V suivants :

• Rôle Hyper-V exécuté sur Windows Server 2019

• Rôle Hyper-V exécuté sur Windows Server 2022

• Rôle Hyper-V exécuté sur Windows Server 2025

Red Hat OpenShift

Le kit d’outils Shift est validé par rapport à Red Hat OpenShift et OpenShift Virtualization fonctionnant sous la
version 4.17 et ultérieures.

Gestionnaire de virtualisation Oracle Linux

Le kit d’outils Shift est validé par rapport aux versions suivantes d’Oracle Linux Virtualization Manager :

• Oracle Linux Virtualization Manager 4.5 ou version ultérieure

• L’hôte Oracle Linux Virtualization Manager doit avoir installé le paquet RPM ovirt-engine-4.5.4-1.el8 ou une
version ultérieure.

KVM

Pour les destinations KVM, Shift Toolkit prend uniquement en charge la conversion du format de disque
(VMDK vers QCOW2 ou RAW). Les informations de connexion à l’hyperviseur ne sont pas nécessaires lors de
la sélection de KVM dans la liste déroulante de destination. Après la conversion, utilisez les disques QCOW2
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pour provisionner des machines virtuelles sur des plateformes basées sur KVM.

Installer Shift Toolkit

Préparez-vous à installer le kit d’outils NetApp Shift pour le stockage ONTAP

Préparez-vous à installer NetApp Shift Toolkit en vous assurant que votre environnement
répond aux prérequis et en sélectionnant le package d’installation approprié à votre
scénario de déploiement.

Avant de commencer

Vérifiez que votre environnement répond aux exigences suivantes :

• Windows Server 2019, 2022 ou 2025

• Machine virtuelle dédiée à l’installation de Shift Toolkit

• Connectivité réseau entre les environnements source et cible

• Machine virtuelle exécutée sur VMware vSphere ou Microsoft Hyper-V

Installez Shift Toolkit sur une machine virtuelle dédiée pour permettre la gestion de plusieurs
hyperviseurs sources et cibles à partir d’un seul serveur.

Sélectionnez un pack d’installation

Le kit d’outils Shift est disponible en deux versions d’installation. "Coffre à outils NetApp":

Programme d’installation en ligne (~130 Mo)

• Télécharge et installe les prérequis depuis Internet lors de l’installation.

• Nécessite une connexion internet lors de l’installation

• Taille du paquet réduite pour un téléchargement plus rapide

Programme d’installation hors ligne (~1,2 Go)

• Comprend tous les prérequis inclus dans le package

• Permet l’installation sur des machines virtuelles sans accès à Internet.

• Aucune configuration de proxy requise

• Offre un meilleur contrôle sur le processus d’installation

Utilisez le programme d’installation hors ligne pour les environnements isolés du réseau ou
lorsque vous avez besoin d’un contrôle total sur le processus d’installation sans dépendances
externes.
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Configuration requise pour installer le kit d’outils NetApp Shift

Vérifiez que votre environnement répond aux exigences matérielles, de connectivité et de
stockage ONTAP avant d’installer Shift Toolkit.

Configuration matérielle requise

Assurez-vous que le serveur Shift Toolkit respecte les exigences matérielles minimales suivantes :

• Processeur : 4 vCPU

• Mémoire requise : 8 Go minimum.

• Espace disque : 100 Go minimum (900 Mo disponibles pour l’installation)

Exigences de connectivité

Vérifiez que les exigences de connectivité suivantes sont respectées :

• Shift Toolkit doit être installé sur un serveur Windows autonome (physique ou virtuel).

• L’hyperviseur et l’environnement de stockage doivent être configurés pour permettre à Shift Toolkit
d’interagir avec tous les composants.

• Pour les migrations Hyper-V, le serveur Shift, le serveur ONTAP CIFS et les serveurs Hyper-V doivent se
trouver sur le même domaine Active Directory Windows.

• Plusieurs LIF pour CIFS et NFS sont prises en charge pour une utilisation avec les machines virtuelles de
stockage (SVM) lors des conversions de VM.

• Pour les opérations CIFS, les paramètres d’heure doivent être synchronisés entre le contrôleur de
domaine Windows et le contrôleur de stockage ONTAP.

configurations de stockage ONTAP

Configurez les composants de stockage ONTAP , notamment les SVM, les qtrees et les partages CIFS, pour
prendre en charge les migrations Shift Toolkit.

Créer une nouvelle SVM (recommandé)

Bien que Shift Toolkit permette l’utilisation d’une SVM existante, NetApp recommande la création d’une SVM
dédiée aux opérations de migration.

La création d’une nouvelle SVM offre les avantages suivants :

• Isoler les opérations de migration des charges de travail de production

• Garantit que le SVM répond aux exigences de Shift Toolkit sans modifier les configurations de production.

• Simplifie la configuration des migrations bidirectionnelles entre VMware et Hyper-V

Utilisez Storage vMotion pour déplacer les machines virtuelles vers un nouveau datastore NFSv3 désigné sur
la SVM dédiée, sans interruption de service. Cette approche garantit que les machines virtuelles migrées ne
résident pas sur la SVM de production.

Utilisez l’interface de ligne de commande ONTAP , le kit d’outils PowerShell de NetApp ou ONTAP System
Manager pour créer le nouveau SVM. Pour connaître les étapes détaillées, reportez-vous à la documentation
ONTAP . "provisionnement d’une nouvelle SVM" avec les protocoles NFS et SMB activés.

7

https://docs.netapp.com/us-en/ontap/smb-config/create-svms-data-access-task.html


Pour une migration bidirectionnelle entre VMware et Hyper-V, activez les protocoles NFS et
SMB sur la SVM et les volumes provisionnés.

Exigences de Qtree

Créez des qtrees sur le volume qui hébergera les machines virtuelles converties. Les Qtrees segmentent et
stockent les fichiers disque convertis en fonction de l’hyperviseur cible.

Style de sécurité par type de migration :

• ESXi vers Hyper-V : Style de sécurité NTFS (stocke les VHDX convertis)

• Hyper-V vers ESXi : style de sécurité UNIX (stocke les VMDK convertis)

• Virtualisation d’ESXi vers OpenShift (QCOW2) : style de sécurité UNIX

• ESXi vers OLVM (RAW ou QCOW2) : style de sécurité UNIX

L’outil Shift Toolkit ne vérifie pas les styles de sécurité qtree. Créez des qtrees avec le style de sécurité
approprié pour votre hyperviseur cible et le format de votre disque.

Pour connaître les étapes détaillées, reportez-vous à "Créer un qtree" dans la documentation ONTAP .

Le chemin de destination doit se trouver sur le même volume que la machine virtuelle source.

Pour OpenShift Virtualization, les fichiers QCOW2 convertis peuvent être placés directement sur
le volume sans utiliser de qtree. Utilisez l’interface graphique ou les API de Shift Toolkit pour
effectuer cette conversion.
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Exigences relatives aux actions CIFS

Pour les migrations Hyper-V, créez un partage CIFS pour stocker les données de la machine virtuelle
convertie. Le partage NFS (machines virtuelles sources) et le partage CIFS (machines virtuelles converties)
doivent résider sur le même volume.

Configurez le partage CIFS avec les propriétés suivantes :

• SMB 3.0 activé (activé par défaut)

• Propriété disponible en continu activée

• Les politiques d’exportation pour SMB sont désactivées sur la SVM.

• L’authentification Kerberos et NTLMv2 est autorisée sur le domaine.

Pour connaître les étapes détaillées, reportez-vous à "Créer un partage SMB" dans la documentation ONTAP .
Sélectionnez la propriété de disponibilité continue ainsi que les autres propriétés par défaut.
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ONTAP crée le partage avec l’autorisation de partage par défaut de Windows Tout le monde /
Contrôle total.

Installez ou mettez à niveau le kit d’outils NetApp Shift pour le stockage ONTAP.

Installez ou mettez à niveau le NetApp Shift Toolkit après avoir vérifié que votre
environnement répond aux exigences de préparation et aux prérequis.

Installez le kit d’outils de changement de vitesse

Téléchargez et exécutez le programme d’installation pour configurer Shift Toolkit sur votre serveur Windows.

Étapes

1. Téléchargez le "Boîte à outils Shift" Emballez-le et décompressez-le.
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Afficher un exemple

2. Double-cliquez sur le fichier .exe téléchargé pour lancer l’installation de Shift Toolkit.

Afficher un exemple

Tous les contrôles préalables sont effectués lors de l’installation. Si les exigences minimales
ne sont pas respectées, des messages d’erreur ou d’avertissement appropriés s’affichent.

3. Sélectionnez l’emplacement d’installation ou utilisez l’emplacement par défaut et cliquez sur Suivant.
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Afficher un exemple

4. Sélectionnez l’adresse IP qui sera utilisée pour accéder à l’interface utilisateur de Shift Toolkit.
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Afficher un exemple

Si la machine virtuelle possède plusieurs cartes réseau, le processus d’installation vous
permet de sélectionner l’adresse IP appropriée dans une liste déroulante.

5. Vérifiez les composants requis qui seront automatiquement téléchargés et installés, puis cliquez sur
Suivant.

Ces composants obligatoires sont nécessaires au bon fonctionnement de Shift Toolkit :
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Afficher un exemple

6. Consultez les informations relatives à la licence GNU de Java OpenJDK et cliquez sur Suivant.
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Afficher un exemple

7. Conservez les paramètres par défaut pour la création d’un raccourci sur le bureau et cliquez sur Suivant.
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Afficher un exemple

8. Cliquez sur Installer pour démarrer l’installation.

16



Afficher un exemple

9. Attendez que l’installation soit terminée. Le programme d’installation télécharge et installe tous les
composants requis. Cliquez sur Terminer une fois terminé.
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Afficher un exemple

L’installation peut prendre 10 à 15 minutes.

10. Acceptez l’invite relative au certificat auto-signé et cliquez sur Suivant.
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Afficher un exemple

Le certificat auto-signé peut être remplacé par un certificat tiers ou un certificat généré par
une autorité de certification. Remplacez le certificat dans le dossier certs situé à
l’emplacement suivant : <installation directory>\Storage\Certs.

Résultat

L’installation de Shift Toolkit est terminée.
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Afficher un exemple

Pour les machines virtuelles sans accès à Internet, le programme d’installation hors ligne
effectue les mêmes étapes, mais installe les composants à l’aide des packages inclus dans
l’exécutable.

Mettre à niveau le kit d’outils de changement de vitesse

Les mises à niveau sont entièrement automatisées et peuvent être effectuées en un seul clic.

Afficher un exemple

Le service de mise à jour de Shift Toolkit écoute sur le port 3002 et effectue les étapes suivantes :
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1. Télécharge le package de mise à niveau

2. Arrête le service Shift Toolkit

3. Extrait les fichiers et écrase les fichiers requis

4. Effectue la mise à jour en utilisant la même adresse IP (en conservant les métadonnées).

5. Redirige l’interface utilisateur vers l’interface utilisateur de Shift Toolkit qui écoute sur le port 3001

Pour les déploiements sans connexion Internet

Téléchargez manuellement le package de mise à niveau (dont le nom de fichier commence par « update »)
depuis NetApp Toolchest et placez-le dans le dossier désigné. C:\NetApp_Shift.

Créez ce chemin d’accès s’il n’existe pas. Toutes les autres étapes restent identiques à la procédure de mise à
niveau en ligne.

Afficher un exemple

Configurer le kit d’outils NetApp Shift

Configurer Shift Toolkit pour automatiser la migration ou la conversion des machines
virtuelles) Ce processus comprend l’ajout de sites source et de destination, la
configuration du stockage, le regroupement des machines virtuelles dans des groupes de
ressources, la création de plans de migration et la planification des migrations.

Boîte à outils Run Shift

• Utilisez le navigateur pour accéder à l’interface utilisateur de Shift Toolkit en saisissant le http://<IP
address specified during installation>:3001

Utilisez Google Chrome ou Internet Explorer pour une meilleure expérience.

• Accédez à l’interface utilisateur en utilisant les identifiants par défaut suivants : Nom d’utilisateur : admin
Mot de passe : admin
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Les administrateurs sont tenus de modifier leurs identifiants lors de leur première connexion.

Après la modification obligatoire du mot de passe, les identifiants d’administrateur peuvent
également être modifiés à l’aide de l’option « Changer le mot de passe » après s’être
connecté à l’interface graphique.

Une fois terminé, acceptez le CLUF en cliquant sur « Accepter et continuer ».
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Configuration de Shift Toolkit

Une fois que le stockage et la connectivité aux hyperviseurs source et de destination ont été correctement
configurés, commencez à configurer le kit d’outils Shift pour automatiser la migration ou la conversion des
machines virtuelles au format approprié, en tirant parti de la fonctionnalité FlexClone .

Ajouter des sites

La première étape consiste à découvrir et à ajouter les détails de l’hyperviseur source puis cible (à la fois les
hyperviseurs et le stockage) à la boîte à outils Shift. Ouvrez Shift Toolkit dans un navigateur compatible,
utilisez le nom d’utilisateur et le mot de passe par défaut, puis cliquez sur « Ajouter des sites ».
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Les sites peuvent également être ajoutés à l’aide de l’option Découvrir.

Ajoutez les plateformes suivantes :

Source

• Détails du site source

◦ Nom du site - Donnez un nom au site

◦ Hyperviseur – Sélectionnez VMware ou Hyper-V comme source

◦ Emplacement du site – Sélectionnez l’option par défaut

◦ Connecteur – Sélectionnez la sélection par défaut

Une fois rempli, cliquez sur Continuer.
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• Si vous sélectionnez VMware, saisissez les détails du vCenter source.

◦ Point de terminaison - Saisissez l’adresse IP ou le nom de domaine complet du serveur vCenter

◦ Nom d’utilisateur - nom d’utilisateur pour accéder au vCenter (au format UPN : nom
d’utilisateur@domaine.com)

◦ Mot de passe vCenter – Mot de passe pour accéder à vCenter afin d’effectuer l’inventaire des
ressources.

◦ Empreinte numérique SSL vCenter (facultatif)

• Si l’option sélectionnée est Hyper-V, saisissez les détails de la source Hyper-V.

◦ Point de terminaison - Saisissez l’adresse IP ou le nom de domaine complet (FQDN) des hôtes
autonomes ou du point de terminaison du cluster de basculement.

◦ Nom d’utilisateur Hyper-V - nom d’utilisateur permettant d’accéder à Hyper-V (au format de connexion
de niveau inférieur (domaine\nom d’utilisateur) ou UPN)

◦ Mot de passe Hyper-V – Mot de passe permettant d’accéder à Hyper-V pour effectuer l’inventaire des
ressources.

Select “Accept Self signed certificate” and click Continue.

• Informations d’identification du système de stockage ONTAP
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Une fois ajouté, Shift Toolkit effectuera une découverte automatique et affichera les machines virtuelles ainsi
que les informations de métadonnées pertinentes. L’outil Shift détectera automatiquement les réseaux et les
VLAN utilisés par les machines virtuelles et les renseignera.

Si des modifications sont apportées au site source, assurez-vous d’exécuter la découverte pour
récupérer les informations les plus récentes. Pour cela, il suffit de cliquer sur les trois points en
regard du nom du site, puis de cliquer sur « Découvrir le site ».

L’inventaire de la machine virtuelle est actualisé automatiquement toutes les 24 heures.

Pour consulter les données de découverte d’un hyperviseur source spécifique, accédez au tableau de bord et
cliquez sur « Afficher la liste des machines virtuelles » en regard du nom du site approprié. La page affichera
l’inventaire de la VM ainsi que les attributs de la VM.
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L’étape suivante consiste à ajouter l’hyperviseur de destination. Pour ajouter un site, cliquez sur « Ajouter un
nouveau site » et sélectionnez « Destination ».

Destination

• Détails du site de destination

◦ Nom du site - Donnez un nom au site

◦ Hyperviseur – Choisissez la plateforme cible appropriée parmi les options suivantes :

▪ VMware

▪ Hyper-V

▪ OpenShift
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▪ OLVM

▪ KVM (conversion uniquement)

◦ Emplacement du site – Sélectionnez l’option par défaut

◦ Connecteur – Sélectionnez la sélection par défaut

Une fois rempli, cliquez sur Continuer.

En fonction de la sélection de l’hyperviseur, remplissez les détails nécessaires.

• Détails de l’hyperviseur de destination

◦ Adresse IP ou nom de domaine complet (FQDN) du point de terminaison du gestionnaire d’hyperviseur
respectif

◦ Nom d’utilisateur – nom d’utilisateur permettant l’accès (au format UPN :
nom_utilisateur@domaine.com ou domaine\administrateur) Mot de passe – Mot de passe permettant
l’accès pour effectuer l’inventaire des ressources.

Sélectionnez « Accepter le certificat auto-signé ».

• Une fois terminé, cliquez sur « Créer un site ».

Le système de stockage source et de destination doit être le même, car la conversion du format
de disque se produit au niveau du volume et dans le même volume.
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L’étape suivante consiste à regrouper les machines virtuelles requises dans leurs groupes de migration en tant
que groupes de ressources.

Groupements de ressources

Une fois les plateformes ajoutées, regroupez les machines virtuelles que vous souhaitez migrer ou convertir en
groupes de ressources. Les groupes de ressources de la boîte à outils Shift vous permettent de regrouper un
ensemble de machines virtuelles dépendantes en groupes logiques contenant leurs ordres de démarrage et
leurs délais de démarrage.

Assurez-vous que les Qtrees sont provisionnés (comme mentionné dans la section prérequise)
avant de créer les groupes de ressources.

Pour commencer à créer des groupes de ressources, cliquez sur l’élément de menu « Créer un nouveau
groupe de ressources ».

1. Accédez aux groupes de ressources, puis cliquez sur « Créer un nouveau groupe de ressources ».

2. Dans le groupe de ressources « Nouveau », sélectionnez le site source dans la liste déroulante et cliquez
sur « Créer ».

3. Fournissez les détails du groupe de ressources et sélectionnez le flux de travail. Le flux de travail propose
deux options

a. Migration basée sur le clonage : effectue la migration de bout en bout de la machine virtuelle de
l’hyperviseur source vers l’hyperviseur de destination.

b. Conversion basée sur le clonage – Effectue la conversion du format de disque vers le type
d’hyperviseur sélectionné.
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4. Cliquez sur « Continuer »

5. Sélectionnez les machines virtuelles appropriées à l’aide de l’option de recherche. L’option de filtre par
défaut est « Datastore ».

Déplacez les machines virtuelles à convertir ou à migrer vers une banque de données
désignée sur une SVM ONTAP nouvellement créée avant la conversion. Cela permet
d’isoler le magasin de données NFS de production et le magasin de données désigné peut
être utilisé pour la préparation des machines virtuelles.

Dans un environnement OpenShift, les VMDK doivent être déplacés vers leurs volumes
correspondants afin de répliquer la structure PVC (Persistent Volume Claim) à l’aide du
pilote de stockage ONTAP NAS. Dans les prochaines versions, des améliorations
supplémentaires seront intégrées pour tirer parti du pilote économique ONTAP NAS.
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La liste déroulante du magasin de données dans ce contexte affichera uniquement les
magasins de données NFSv3. Les banques de données NFSv4 ne seront pas affichées.

6. Mettez à jour les détails de la migration en sélectionnant « Site de destination », « Entrée Hyperviseur de
destination » et « Mappage Datastore vers Qtree ou classe de stockage ».

Lors de la conversion des machines virtuelles, assurez-vous que le chemin de destination
(où sont stockées les machines virtuelles converties) est défini sur un qtree. Définissez le
chemin de destination vers l’arbre qtree approprié.

Plusieurs qtrees peuvent être créés et utilisés pour stocker les disques VM convertis en
conséquence.
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Les machines virtuelles peuvent s’exécuter sur des datastores étendus, et Shit toolkit les
détectera automatiquement ; toutefois, un qtree doit être mappé pour chaque volume.

Possibilité de migrer des machines virtuelles avec des VMDK étendus sur plusieurs volumes. L’interface
utilisateur de l’outil Shift sélectionne automatiquement tous les volumes étendus qui font partie d’une ou
plusieurs machines virtuelles sélectionnées pour ce groupe de ressources spécifique. Cette page listera
tous les volumes présents sur le RG où nous effectuons le mappage datastore – qtree.

7. Sélectionnez l’ordre de démarrage et le délai de démarrage (en secondes) pour toutes les machines
virtuelles sélectionnées. Définissez l’ordre de mise sous tension en sélectionnant chaque machine virtuelle
et en définissant sa priorité. 3 est la valeur par défaut pour toutes les machines virtuelles. Les options sont
les suivantes : 1 – La première machine virtuelle à démarrer ; 3 – Par défaut ; 5 – La dernière machine
virtuelle à démarrer.
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8. Cliquez sur « Créer un groupe de ressources ».

Si vous devez modifier le groupe de ressources pour ajouter ou supprimer des machines
virtuelles, utilisez cette option en regard du nom du groupe de ressources et sélectionnez «
Modifier le groupe de ressources ».

Plans

Pour migrer ou convertir des machines virtuelles, un plan est nécessaire. Sélectionnez les plates-formes
d’hyperviseur source et de destination dans la liste déroulante et choisissez les groupes de ressources à
inclure dans ce plan, ainsi que le regroupement de la manière dont les applications doivent être mises sous
tension (c’est-à-dire les contrôleurs de domaine, puis le niveau 1, puis le niveau 2, etc.). On les appelle
souvent aussi plans de migration. Pour définir le plan, accédez à l’onglet « Plans » et cliquez sur « Créer un
nouveau plan ».

Pour commencer à créer un plan, cliquez sur « Créer un nouveau plan ».

1. Accédez à Plans, cliquez sur « Créer un nouveau plan ».

2. Dans la section « Nouveau plan », indiquez un nom pour le plan et ajoutez les mappages d’hôtes
nécessaires en sélectionnant Site source > vCenter associé, Site de destination et hyperviseur associé.

3. Une fois les mappages effectués, sélectionnez le cluster et le mappage de l’hôte. Dans l’exemple ci-
dessous, Hyper-V est présenté comme la cible. L’option d’hyperviseur affichée variera en fonction du site
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source sélectionné.

4. Sélectionnez « Détails du groupe de ressources » et cliquez sur « Continuer ».

5. Définir l’ordre d’exécution pour le groupe de ressources. Cette option permet de sélectionner la séquence
d’opérations lorsque plusieurs groupes de ressources existent.

6. Après avoir effectué les étapes précédentes, sélectionnez « Cartographie réseau » et attribuez-la à la carte
réseau appropriée. Assurez-vous que les commutateurs virtuels, les profils réseau ou les opérateurs sont
déjà configurés sur l’hyperviseur cible.
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Pour la migration de test, l’option « Ne pas configurer le réseau » est sélectionnée par
défaut et Shift Toolkit n’effectue aucune attribution d’adresse IP. Une fois le disque converti
et la machine virtuelle achetée côté hyperviseur respectif, assignez manuellement les
commutateurs réseau de type bulle pour éviter tout conflit avec le réseau de production.

7. En fonction de la sélection des machines virtuelles, les mappages de stockage seront automatiquement
sélectionnés.

Assurez-vous que le qtree est provisionné au préalable et que les autorisations nécessaires
sont attribuées afin que la machine virtuelle puisse être créée et mise sous tension.
REMARQUE : Dans le cas d’OpenShift, les PVC sont créés à l’aide de Trident CSI et il n’est
pas nécessaire de pré-créer des qtrees.

8. Sous les détails de la machine virtuelle, indiquez le compte de service et les informations d’identification
utilisateur valides pour chaque type de système d’exploitation. Ceci est utilisé pour se connecter à la
machine virtuelle afin de créer et d’exécuter certains scripts nécessaires à la suppression des outils
VMware et à la sauvegarde des détails de configuration IP.
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a. Pour les systèmes d’exploitation Windows, il est recommandé d’utiliser un utilisateur disposant de
privilèges d’administrateur local. Les informations d’identification de domaine peuvent également être
utilisées, mais assurez-vous qu’un profil utilisateur existe sur la machine virtuelle avant la conversion ;
sinon, les informations d’identification de domaine ne fonctionneront pas car le système recherchera
une authentification de domaine alors qu’aucun réseau n’est connecté.

b. Dans le cas des machines virtuelles invitées basées sur une distribution Linux, fournissez un utilisateur
qui peut exécuter des commandes sudo sans mot de passe, ce qui signifie que l’utilisateur doit faire
partie de la liste sudoers ou être ajouté comme nouveau fichier de configuration au dossier
/etc/sudoers.d/.

Dans sa dernière version, Shift Toolkit a introduit une plus grande flexibilité dans la préparation des
machines virtuelles. Par défaut, l’outil automatise la préparation des machines virtuelles en déployant
des scripts spécifiques au système d’exploitation pour : * Supprimer VMware Tools * Sauvegarder les
paramètres IP en vue de leur réattribution selon le modèle sélectionné

+ Grâce à cette nouvelle amélioration, les utilisateurs peuvent désormais remplacer les tâches prepareVM
par défaut, ce qui leur permet d’exécuter des scripts personnalisés pour la préparation manuelle des
machines virtuelles, y compris l’attribution d’adresses IP. Cela permet un meilleur contrôle des
environnements présentant des exigences de configuration ou de conformité uniques.

9. Encore une fois, sous les détails de la VM, sélectionnez l’option de configuration IP appropriée. Par défaut,
l’option « Ne pas configurer » est sélectionnée.

a. Pour migrer les machines virtuelles ayant les mêmes adresses IP que le système source, sélectionnez
« Conserver l’adresse IP ».

b. Pour migrer les machines virtuelles utilisant des adresses IP statiques dans le système source et
attribuer le DHCP aux machines virtuelles cibles, sélectionnez « DHCP ».

Assurez-vous que les exigences suivantes sont remplies pour que cette fonctionnalité fonctionne :

▪ Assurez-vous que les machines virtuelles sont sous tension pendant la phase de préparation de la
machine virtuelle et jusqu’à l’heure de migration planifiée.

▪ Pour les machines virtuelles VMware, assurez-vous que VMware Tools est installé.

▪ Si Hyper-V est utilisé comme hyperviseur source, assurez-vous que les services d’intégration sont
activés et configurés.
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▪ Pour OLVM et OpenShift comme hyperviseur cible, assurez-vous de monter le fichier ISO virtIO sur
les machines virtuelles Windows.

▪ Assurez-vous que le script de préparation est exécuté sur la machine virtuelle source par un
compte disposant de privilèges d’administrateur sous Windows et de privilèges sudo sans option
de mot de passe sous Linux pour créer des tâches cron.

10. L’étape suivante est la configuration de la machine virtuelle.

◦ Redimensionnez éventuellement les paramètres CPU/RAM des machines virtuelles, ce qui peut être
très utile à des fins de redimensionnement.

◦ Remplacement de l’ordre de démarrage : modifiez également l’ordre de démarrage et le délai de
démarrage (en secondes) pour toutes les machines virtuelles sélectionnées dans les groupes de
ressources. Il s’agit d’une option supplémentaire permettant de modifier l’ordre de démarrage si des
modifications sont nécessaires par rapport à ce qui a été sélectionné lors de la sélection de l’ordre de
démarrage du groupe de ressources. Par défaut, l’ordre de démarrage sélectionné lors de la sélection
du groupe de ressources est utilisé, mais toutes les modifications peuvent être effectuées à ce stade.

◦ Mise sous tension : décochez cette option si le flux de travail ne doit pas mettre sous tension la
machine virtuelle. L’option par défaut est ON, ce qui signifie que la machine virtuelle sera sous tension.

◦ Supprimer les outils VMware : Shift Toolkit supprime les outils VMware après la conversion. Cette
option est sélectionnée par défaut. Cette option peut être désélectionnée si le plan consiste à exécuter
les scripts personnalisés du client.

◦ Génération : Shift Toolkit utilise la règle empirique suivante et utilise par défaut la règle appropriée :
Gen1 > BIOS et Gen2 > EFI. Aucune sélection n’est possible pour cette option.

◦ Conserver l’adresse MAC : l’adresse MAC des machines virtuelles respectives peut être conservée
pour surmonter les problèmes de licence pour les applications s’appuyant sur MAC.

◦ Remplacement du compte de service : cette option permet de spécifier un compte de service distinct si
le compte global ne peut pas être utilisé.

11. Cliquez sur « Continuer ».

12. À l’étape suivante, planifiez la migration en cochant la case pour définir la date et l’heure. Assurez-vous
que toutes les machines virtuelles (VM) sont préparées et éteintes avant la date prévue. Une fois terminé,
cliquez sur « Créer un plan ».
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Lors de la planification, choisissez une date qui est au moins 30 minutes en avance sur
l’heure actuelle de Shift VM. Cela permet de garantir que le flux de travail dispose de
suffisamment de temps pour préparer les machines virtuelles au sein du groupe de
ressources.

13. Une fois le plan créé, une tâche prepareVM est lancée et exécute automatiquement des scripts sur les
machines virtuelles sources pour les préparer à la migration.

Ce travail exécute un script à l’aide de la méthode invoke-VMScript pour copier les scripts nécessaires à la
suppression des outils VMware et à la sauvegarde des détails de configuration réseau, notamment
l’adresse IP, les itinéraires et les informations DNS, qui seront utilisés pour conserver les mêmes
paramètres sur la machine virtuelle cible.

a. Pour les systèmes d’exploitation Windows, l’emplacement par défaut où sont stockés les scripts de
préparation est le dossier « C:\ NetApp».
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b. Pour les machines virtuelles basées sur Linux, l’emplacement par défaut où les scripts de préparation
sont stockés est / NetApp et le répertoire /opt.

Pour une machine virtuelle source Linux exécutant CentOS ou Red Hat, la boîte à outils
Shift est intelligente pour installer automatiquement les pilotes Hyper-V nécessaires.
Ces pilotes doivent être présents dans la machine virtuelle source avant la conversion
du disque pour garantir que la machine virtuelle puisse démarrer avec succès après la
conversion.

Pour plus d’informations, veuillez consulter"Système bloqué en dracut après la migration
d’une VM RHEL vers hyper-v" .

Une fois la tâche prepareVM terminée avec succès (comme indiqué dans la capture d’écran ci-
dessous), les machines virtuelles sont prêtes pour la migration et l’état du plan sera mis à jour sur «
Actif ».
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La migration se produira désormais à l’heure définie ou peut être démarrée manuellement en cliquant sur
l’option Migrer.

Migrer des machines virtuelles à l’aide de Shift Toolkit

Migrer des machines virtuelles à l’aide de Shift Toolkit

Utilisez Shift Toolkit pour migrer des machines virtuelles entre plateformes de
virtualisation. Le processus comprend la préparation des machines virtuelles, la
conversion des formats de disque et la configuration des paramètres réseau sur
l’environnement cible.

Migrations prises en charge

Le kit d’outils Shift offre une flexibilité dans les environnements multi-hyperviseurs en prenant en charge la
migration bidirectionnelle entre les hyperviseurs suivants :

• "VMware ESXi vers Microsoft Hyper-V"

• "Migration de Microsoft Hyper-V vers VMware ESXi"

• "VMware ESXi vers Oracle Linux Virtualization Manager (OLVM)"

• "Virtualisation de VMware ESXi vers Red Hat OpenShift"

Flux de travail de migration

Une fois le plan établi, vous pouvez lancer le processus de migration. Lors de la migration, Shift Toolkit
effectue une série d’étapes pour convertir les formats de disque et créer des machines virtuelles sur l’hôte
cible, conformément au plan directeur.

L’outil Shift Toolkit effectue les étapes suivantes lors de la migration :

1. Supprimer les snapshots existants pour toutes les machines virtuelles du plan

2. Déclencher des instantanés de machine virtuelle pour le modèle à la source

3. Déclencher un instantané du volume avant la conversion du disque

4. Cloner et convertir VMDK au format VHDx pour toutes les machines virtuelles

5. Mettez sous tension les machines virtuelles du groupe de protection sur la cible

6. Enregistrer les réseaux sur chaque VM

7. Supprimez VMware Tools et attribuez des adresses IP à l’aide de scripts de déclenchement ou de tâches
cron, selon le type de système d’exploitation.
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Conseils et considérations relatifs au réseau

Lors de la planification de votre migration, tenez compte des exigences et comportements réseau suivants.
L’outil Shift Toolkit copie automatiquement les paramètres réseau des machines virtuelles sources et les
réapplique aux machines virtuelles migrées, mais la dénomination des interfaces et les configurations des
cartes réseau peuvent varier entre les systèmes Windows et Linux.

Exigences générales

• Assurez-vous que des adresses IP statiques sont disponibles et non attribuées à une autre machine
virtuelle.

Machines virtuelles Windows

• Le script de préparation copie les détails de configuration réseau (espace d’adressage IP, adresse de
passerelle, serveurs DNS).

• Le script de déclenchement réapplique les paramètres réseau lors de la migration pour une ou plusieurs
cartes réseau, en fonction du mappage de référence.

• Après la migration, le Gestionnaire de périphériques Windows peut afficher les informations de l’ancienne
carte réseau d’avant la migration, ce qui n’affecte pas la nouvelle carte ni ne provoque de conflits
d’adresses IP.

• Mettez à jour vers la version 4.0 pour supprimer automatiquement les périphériques réseau orphelins du
registre et du Gestionnaire de périphériques.

Machines virtuelles Linux

• Le script de préparation copie les détails de configuration réseau (espace d’adressage IP, routes, serveurs
DNS, noms des périphériques réseau).

• Le script identifie le type de réseau de la distribution Linux et applique les paramètres IP en conséquence.

• Le script de réattribution réseau est configuré comme une tâche cron via crontab et déclenché au
démarrage.

• Le script réapplique les paramètres réseau pour une ou plusieurs cartes réseau en fonction du mappage
de référence.

Nomenclature des interfaces

• Les machines virtuelles converties peuvent avoir des noms d’interface comme eth0 ou ensp0 au lieu des
noms d’interface source (par exemple, ens192 ou ens33 )

• Le script met à jour les détails de configuration réseau pour correspondre aux nouveaux noms d’interface.

• Si des noms prévisibles sont utilisés avec des règles de correspondance udev appropriées et que le nom
de l’interface est conservé sur l’hyperviseur cible, le script ignore la configuration réseau, supprime
VMware Tools et redémarre la machine virtuelle.

L’outil Shift Toolkit permet de remplacer la préparation du réseau, permettant aux
administrateurs d’exécuter des scripts personnalisés pour l’attribution d’adresses IP ou d’autres
configurations.

Mécanismes de mise en réseau pris en charge

• Gestionnaire de réseau

• Netplan

• ifconfig

• méchant
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Le kit d’outils Shift conserve les adresses IP telles que spécifiées dans le plan directeur.

Phases de migration

Voici les phases de migration que vous suivrez pour migrer des machines virtuelles à l’aide de Shift Toolkit.

1. Préparation des VM : Préparez les VM pour la migration et vérifiez que toutes les conditions préalables
sont remplies.

2. Migration et validation : Une fois la préparation terminée, migrez les machines virtuelles VMware vers
l’hyperviseur cible.

Une fois la migration terminée, vérifiez que les machines virtuelles démarrent correctement et que les
données ont été migrées correctement.

3. Tester la migration : Le test de migration simule la migration en convertissant le VMDK au format
approprié et en créant des machines virtuelles à l’aide du fichier de disque virtuel converti sur le qtree.

La migration de test n’inclut pas la configuration du mappage réseau, qui doit être effectuée manuellement
sur un réseau de test.

L’outil Shift Toolkit ne modifie pas la machine virtuelle source, sauf pour copier les scripts
nécessaires à sa préparation. Cela permet une restauration rapide en cas d’échec de
conversion.

Exécuter une migration

Pour déclencher le flux de travail de migration avec la configuration spécifiée dans le plan, cliquez sur Migrer.

Une fois lancé, le flux de travail s’active et le processus de conversion suit les étapes décrites pour enregistrer
la machine virtuelle. Si les machines virtuelles incluses dans le modèle ne sont pas éteintes, Shift Toolkit
demande un arrêt propre avant de continuer.
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NetApp recommande de ne pas déclencher plus de dix conversions en parallèle depuis la
même source vers la même destination.

La conversion de VMDK vers n’importe quel format de fichier s’effectue en quelques secondes, ce qui en fait
l’option la plus rapide disponible. Cette approche permet de réduire le temps d’indisponibilité des machines
virtuelles pendant la migration.
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Une fois la tâche terminée, le statut du plan passe à « Migration terminée ».

Migrez des machines virtuelles de VMware ESXi vers Microsoft Hyper-V à l’aide du
kit d’outils Shift.

Migrez des machines virtuelles de VMware ESXi vers Microsoft Hyper-V à l’aide de Shift
Toolkit en préparant les machines virtuelles, en convertissant les formats de disque et en
configurant l’environnement cible.

Le kit d’outils Shift permet la migration de machines virtuelles entre plateformes de virtualisation grâce à la
conversion du format de disque et à la reconfiguration du réseau dans l’environnement de destination.

Avant de commencer

Vérifiez que les conditions préalables suivantes sont remplies avant de commencer la migration.

Exigences Hyper-V

• Hôtes Hyper-V configurés en tant qu’hôtes autonomes ou cluster de basculement

• Compte utilisateur Hyper-V avec privilèges d’administrateur
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• Les hôtes Hyper-V sont accessibles via le réseau grâce à des entrées DNS à jour.

• Commutateurs virtuels configurés avec un réseau de jonction approprié

• Type de commutateur virtuel « Externe » pour la sélection du réseau

• Partage NFS (pour les machines virtuelles à convertir) et partage de destination (pour les machines
virtuelles converties) sur le même volume

• Délégation SMB contrainte configurée à l’aide de Enable-SmbDelegation pour éviter les erreurs
d’accès refusé

• SMB 3.0 activé (par défaut)

• Propriété disponible en permanence activée pour les actions PME

• Les stratégies d’exportation pour SMB sont désactivées sur la machine virtuelle de stockage (SVM).

SCVMM n’est pas un point de terminaison pris en charge pour la migration dans la version
actuelle.

• L’interface FCI Hyper-V et la découverte d’hôte reposent sur la résolution DNS. Assurez-vous que les
noms d’hôtes sont résolubles depuis la machine virtuelle Shift Toolkit. Si la résolution échoue, mettez à jour
le fichier hôte.(C:\Windows\System32\drivers\etc\hosts ) et réessayez l’opération de découverte.

Exigences VMware

• Les fichiers VMDK des machines virtuelles sont placés sur un volume NFSv3 (tous les fichiers VMDK
d’une même machine virtuelle doivent se trouver sur le même volume).

• Les outils VMware sont exécutés sur des machines virtuelles invitées.

• Les machines virtuelles à migrer sont en état d’exécution en vue de leur préparation.

• Les machines virtuelles doivent être mises hors tension avant de déclencher la migration.

• La suppression des outils VMware s’effectue sur l’hyperviseur de destination une fois les machines
virtuelles mises sous tension.

Exigences relatives aux machines virtuelles invitées

• Pour les machines virtuelles Windows : utilisez les informations d’identification de l’administrateur local (les
informations d’identification du domaine peuvent également être utilisées, mais assurez-vous qu’un profil
utilisateur existe sur la machine virtuelle avant la conversion).

• Pour les machines virtuelles Linux : utilisez un utilisateur disposant des permissions nécessaires pour
exécuter des commandes sudo sans invite de mot de passe (cet utilisateur doit figurer dans la liste des
utilisateurs sudo ou y être ajouté). /etc/sudoers.d/ dossier)

Étape 1 : Ajouter le site de destination (Hyper-V)

Ajoutez l’environnement Hyper-V de destination à Shift Toolkit.

Étapes

1. Cliquez sur Ajouter un nouveau site et sélectionnez Destination.
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Afficher un exemple

2. Saisissez les détails du site de destination :

◦ Nom du site : Veuillez indiquer un nom pour le site.

◦ Hyperviseur : sélectionnez Hyper-V comme cible

◦ Emplacement du site : Sélectionnez l’option par défaut

◦ Connecteur : Sélectionnez la sélection par défaut

3. Cliquez sur Continuer.
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Afficher un exemple

4. Saisissez les détails de destination Hyper-V :

◦ Gestionnaire de cluster Hyper-V autonome ou de basculement : adresse IP ou nom de domaine
complet

◦ Nom d’utilisateur : Nom d’utilisateur permettant l’accès (au format UPN :
nom_utilisateur@domaine.com ou domaine\administrateur)

◦ Mot de passe : Mot de passe permettant d’accéder à l’hôte Hyper-V ou à l’instance FCI pour effectuer
l’inventaire des ressources.

5. Sélectionnez Accepter le certificat auto-signé et cliquez sur Continuer.
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Afficher un exemple

6. Cliquez sur Créer un site.

Afficher un exemple

Le système de stockage source et de destination doit être le même, car la conversion du
format de disque se produit au niveau du volume et dans le même volume.
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Étape 2 : Créer des groupes de ressources

Organisez les machines virtuelles en groupes de ressources afin de préserver l’ordre de démarrage et les
configurations de délai de démarrage.

Avant de commencer

• Assurez-vous que les qtrees sont provisionnés conformément aux prérequis.

• Déplacez les machines virtuelles vers un datastore désigné sur une SVM ONTAP nouvellement créée
avant la conversion afin d’isoler les datastores NFS de production de la zone de transit.

Étapes

1. Accédez à Groupes de ressources et cliquez sur Créer un nouveau groupe de ressources.

Afficher un exemple

2. Sélectionnez le site source dans la liste déroulante et cliquez sur Créer.

3. Fournissez les détails du groupe de ressources et sélectionnez le flux de travail :

◦ Migration par clonage : effectue une migration de bout en bout de l’hyperviseur source vers
l’hyperviseur de destination.

◦ Conversion basée sur le clonage : Convertit le format du disque vers le type d’hyperviseur
sélectionné
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Afficher un exemple

4. Cliquez sur Continuer.

5. Sélectionnez les machines virtuelles à l’aide de l’option de recherche (le filtre par défaut est « Datastore »).

La liste déroulante des banques de données n’affiche que les banques de données NFSv3.
Les banques de données NFSv4 ne sont pas affichées.

Afficher un exemple
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Afficher un exemple

6. Détails de la migration mis à jour :

◦ Sélectionnez Site de destination

◦ Sélectionnez Entrée Hyper-V de destination

◦ Configurer le mappage Datastore vers Qtree

Afficher un exemple
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Afficher un exemple

Lors de la conversion de machines virtuelles d’ESXi vers Hyper-V, assurez-vous que le
chemin de destination (où sont stockées les machines virtuelles converties) est défini
sur un qtree. Plusieurs qtrees peuvent être créés et utilisés pour stocker les disques des
machines virtuelles converties.

7. Configurer l’ordre de démarrage et le délai de démarrage pour toutes les machines virtuelles
sélectionnées :

◦ 1 : Première machine virtuelle à s’allumer

◦ 3 : Par défaut

◦ 5 : Dernière machine virtuelle à s’allumer
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Afficher un exemple

8. Cliquez sur Créer un groupe de ressources.

Afficher un exemple

Résultat

Le groupe de ressources est créé et prêt pour la configuration du plan.
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Étape 3 : Créer un plan de migration

Élaborez un plan directeur définissant la stratégie de migration, incluant les correspondances de plateformes,
la configuration réseau et les paramètres des machines virtuelles.

Étapes

1. Accédez à Plans et cliquez sur Créer un nouveau plan.

Afficher un exemple

2. Indiquez un nom pour le modèle et configurez les mappages d’hôtes :

◦ Sélectionnez le site source et le vCenter associé.

◦ Sélectionnez le site de destination et la cible Hyper-V associée.

◦ Configurer le mappage du cluster et de l’hôte
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Afficher un exemple

3. Sélectionnez les détails du groupe de ressources et cliquez sur Continuer.

Afficher un exemple

4. Définissez l’ordre d’exécution des groupes de ressources s’il en existe plusieurs.

5. Configurez le mappage réseau vers les commutateurs virtuels appropriés.
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Les commutateurs virtuels doivent déjà être configurés dans Hyper-V. Côté Hyper-V, seul le
type de commutateur virtuel « Externe » est pris en charge pour la sélection du réseau. Pour
la migration de test, sélectionnez « Ne pas configurer le réseau » afin d’éviter les conflits
avec le réseau de production ; attribuez manuellement les paramètres réseau après la
conversion.

Afficher un exemple

Afficher un exemple
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6. Vérifier les mappages de stockage (sélectionnés automatiquement en fonction de la sélection de la
machine virtuelle).

Assurez-vous que le qtree est provisionné au préalable et que les autorisations nécessaires
sont attribuées afin que la machine virtuelle puisse être créée et mise sous tension à partir
d’un partage SMB.

7. Configurez l’option de remplacement prepareVM si nécessaire. Cette option est utile lorsque vous devez
ignorer la préparation de la machine virtuelle par Shift Toolkit et effectuer ces tâches à la place à l’aide de
scripts personnalisés. Il permet également de personnaliser l’adresse IP afin de répondre aux exigences
spécifiques de l’environnement.

Afficher un exemple

8. Sous « Détails de la machine virtuelle », sélectionnez « Détails de configuration » et fournissez les
informations d’identification du compte de service pour chaque type de système d’exploitation :

◦ Windows : Utilisez un utilisateur disposant de privilèges d’administrateur local (les informations
d’identification de domaine peuvent également être utilisées, mais assurez-vous qu’un profil utilisateur
existe sur la machine virtuelle avant la conversion).

◦ Linux : Utilisez un utilisateur pouvant exécuter des commandes sudo sans mot de passe (cet
utilisateur doit figurer dans la liste des utilisateurs sudo ou y être ajouté). /etc/sudoers.d/ dossier)

Afficher un exemple
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9. Configurer les paramètres IP :

◦ Ne pas configurer : Option par défaut

◦ Conserver l’adresse IP : Conserver les mêmes adresses IP que celles du système source

◦ DHCP : Attribuer un serveur DHCP aux machines virtuelles cibles

Assurez-vous que les machines virtuelles sont allumées pendant la phase prepareVM, que VMware
Tools est installé et que les scripts de préparation s’exécutent avec les privilèges appropriés.

10. Configurer les paramètres de la machine virtuelle :

◦ Redimensionner les paramètres du processeur/de la RAM (facultatif)

◦ Modifier l’ordre de démarrage et le délai de démarrage

◦ Mise sous tension : Sélectionnez cette option pour mettre les machines virtuelles sous tension après
la migration (par défaut : activée).

◦ Supprimer VMware Tools : Supprimer VMware Tools après la conversion (par défaut : sélectionné)

◦ Micrologiciel VM : Gen1 > BIOS et Gen2 > EFI (automatique)

◦ Conserver l’adresse MAC : Conservez les adresses MAC pour les exigences de licence.

◦ Remplacement du compte de service : Spécifiez un compte de service distinct si nécessaire

◦ Remplacement VLAN : Sélectionner le nom de VLAN étiqueté correct lorsque l’hyperviseur cible
utilise un nom de VLAN différent

Afficher un exemple

11. Cliquez sur Continuer.

12. Planifiez la migration en sélectionnant une date et une heure.

Planifiez les migrations au moins 30 minutes à l’avance pour laisser le temps nécessaire à
la préparation des machines virtuelles.
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Afficher un exemple

13. Cliquez sur Créer un plan.

Résultat

Le Shift Toolkit lance une tâche prepareVM qui exécute des scripts sur les machines virtuelles sources afin de
les préparer à la migration.

Afficher un exemple
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Le processus de préparation :

• Injecte des scripts pour ajouter des pilotes (RHEL/CentOS, Alma Linux), supprimer les outils VMware et
sauvegarder les informations IP/route/DNS.

• Utilise invoke-VMScript pour se connecter aux machines virtuelles invitées et exécuter des tâches de
préparation

• Pour les machines virtuelles Windows : stocke les scripts dans C:\NetApp

• Pour les machines virtuelles Linux : stocke les scripts dans /NetApp et /opt

Afficher un exemple

Afficher un exemple

Pour les machines virtuelles Linux exécutant CentOS ou Red Hat, Shift Toolkit installe
automatiquement les pilotes Hyper-V nécessaires avant la conversion du disque afin de garantir
un démarrage réussi après la conversion. Pour plus d’informations, veuillez consulter"Système
bloqué en dracut après la migration d’une VM RHEL vers hyper-v" .

Une fois la préparation de la machine virtuelle terminée avec succès, l’état du modèle passe à « Actif ». La
migration aura désormais lieu à l’heure prévue ou peut être lancée manuellement en cliquant sur l’option
Migrer.
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Afficher un exemple

Afficher un exemple

Étape 4 : Exécuter la migration

Déclenchez le processus de migration pour convertir les machines virtuelles de VMware ESXi vers Microsoft
Hyper-V.

Avant de commencer

• Toutes les machines virtuelles sont arrêtées correctement conformément au calendrier de maintenance
prévu.

• Assurez-vous que la machine virtuelle Shift fait partie du domaine

• Assurez-vous que le partage CIFS est configuré avec les autorisations appropriées

• L’arbre qtree utilisé pour la migration ou la conversion possède le style de sécurité approprié.

• Pour un test rapide, essayez de créer une machine virtuelle à l’aide du Gestionnaire Hyper-V depuis
n’importe quel hôte Hyper-V du cluster et placez le disque dur virtuel (VHDX) sur le partage CIFS.

Étapes

1. Sur le plan, cliquez sur Migrer.
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Afficher un exemple

2. Si les machines virtuelles ne sont pas éteintes, Shift Toolkit demandera un arrêt propre avant de
poursuivre.

Afficher un exemple

3. L’outil Shift Toolkit effectue les actions suivantes :

◦ Supprime les instantanés existants pour toutes les machines virtuelles du modèle.

◦ Déclenche des instantanés de machine virtuelle à la source

◦ Déclenche un instantané de volume avant la conversion du disque

◦ Convertit les fichiers VMDK au format VHDx pour toutes les machines virtuelles.

La conversion s’effectue en quelques secondes, ce qui en fait la méthode de migration la plus rapide et
réduit les temps d’arrêt des machines virtuelles.
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Afficher un exemple

+
.Afficher un exemple

◦ Met sous tension les machines virtuelles sur la cible

◦ Enregistre les réseaux sur chaque machine virtuelle

◦ Supprime les outils VMware et attribue des adresses IP à l’aide de scripts de déclenchement ou de
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tâches cron.

Résultat

Une fois la tâche terminée, le statut du plan passe à « Migration terminée ».

Afficher un exemple

Afficher un exemple
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Afficher un exemple

Il ne faut pas déclencher plus de dix conversions en parallèle depuis la même source ESXi vers
la même destination Hyper-V.

S’il y a des échecs,"activer la délégation à l’aide de n’importe quel protocole d’authentification" .

Après la migration, lorsque les machines virtuelles Windows sont allumées, Shift Toolkit utilise
PowerShell Direct pour se connecter aux machines virtuelles invitées sous Windows,
indépendamment de la configuration réseau ou des paramètres de gestion à distance.

Après la conversion, tous les disques de la VM sous Windows OS, à l’exception du disque du
système d’exploitation, seront hors ligne car le paramètre NewDiskPolicy est défini par défaut
sur offlineALL sur les VM VMware. Exécutez cette commande PowerShell pour corriger : Set-
StorageSetting -NewDiskPolicy OnlineAll

Shift Toolkit utilise des tâches cron qui s’exécutent au démarrage pour les distributions Linux.
Aucune connexion SSH n’est créée pour les machines virtuelles Linux une fois qu’elles sont
importées sur les hôtes Hyper-V.

Démonstration vidéo

La vidéo suivante illustre le processus décrit dans cette solution.

Migrer des machines virtuelles d’ESXi vers Hyper-V à l’aide de Shift Toolkit
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Migrez des machines virtuelles de Microsoft Hyper-V vers VMware ESXi à l’aide du
kit d’outils Shift.

Migrez les machines virtuelles de Microsoft Hyper-V vers VMware ESXi à l’aide de Shift
Toolkit en configurant les sites source et de destination, en créant des groupes de
ressources et des modèles, et en exécutant le flux de travail de migration.

Le Shift Toolkit permet la conversion directe de machines virtuelles entre hyperviseurs sans créer de copies de
disque supplémentaires, offrant une migration sans copie avec un temps d’arrêt minimal pour les machines
virtuelles Windows et Linux.

Avant de commencer

Vérifiez que les conditions préalables suivantes sont remplies avant de commencer la migration.

Exigences VMware

• Les hôtes vCenter et ESXi sont configurés

• Compte serveur vCenter (utilisateur RBAC) avec les privilèges minimaux requis

• Les hôtes vCenter et ESXi sont accessibles depuis Shift Toolkit et les entrées DNS sont à jour.

• Les groupes de ports distribués sont configurés avec les ID de VLAN appropriés (les groupes de ports
standard ne sont pas pris en charge).

• Le partage NFS (pour stocker les machines virtuelles migrées) et le partage source (pour les machines
virtuelles à migrer) résident sur le même volume.

Exigences Hyper-V

• Les fichiers VM VHDx sont placés sur un partage SMB

◦ Si les machines virtuelles se trouvent sur un volume partagé de cluster (CSV), effectuez une migration
à chaud vers un partage SMB.

• Les services d’intégration Hyper-V sont activés et fonctionnent sur les machines virtuelles invitées.

• Les machines virtuelles à migrer sont en état d’exécution en vue de leur préparation.

• Les machines virtuelles doivent être mises hors tension avant de déclencher la migration.

Exigences relatives aux machines virtuelles invitées

• Pour les machines virtuelles Windows : utilisez les informations d’identification d’un administrateur local ou
d’un domaine avec un profil utilisateur existant sur la machine virtuelle.

• Pour les machines virtuelles Linux : utilisez un utilisateur disposant des autorisations nécessaires pour
exécuter des commandes sudo sans invite de mot de passe.

• Shift Toolkit utilise PowerShell Direct pour les machines virtuelles Windows et SSH pour les machines
virtuelles Linux.

Étape 1 : Ajouter le site source (Hyper-V)

Ajoutez l’environnement Hyper-V source à Shift Toolkit.

Étapes

1. Ouvrez Shift Toolkit dans un navigateur compatible et connectez-vous avec les identifiants par défaut.

2. Accédez à Découvrir > Ajouter des sites.
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Afficher un exemple

3. Cliquez sur Ajouter un nouveau site et sélectionnez Source.

4. Saisissez les détails du site source :

◦ Nom du site : Veuillez indiquer un nom pour le site.

◦ Hyperviseur : sélectionnez Hyper-V

◦ Emplacement du site : Sélectionnez l’option par défaut

◦ Connecteur : Sélectionnez la sélection par défaut

5. Cliquez sur Continuer.

Afficher un exemple
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6. Saisissez les détails Hyper-V :

◦ Gestionnaire de cluster Hyper-V autonome ou de basculement : adresse IP ou nom de domaine
complet

◦ Nom d’utilisateur : Nom d’utilisateur au format UPN (nom_utilisateur@domaine.com ou
domaine\administrateur)

◦ Mot de passe : Mot de passe permettant d’accéder à l’hôte Hyper-V ou à l’instance FCI

7. Cliquez sur Continuer.

Afficher un exemple

L’interface FCI Hyper-V et la découverte d’hôte reposent sur la résolution DNS. Si la
résolution échoue, mettez à jour le fichier host (C:\Windows\System32\drivers\etc\hosts) et
réessayez l’opération de découverte.

8. Saisissez les informations d’identification du système de stockage ONTAP .
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Afficher un exemple

9. Cliquez sur Créer un site.

Résultat

L’outil Shift Toolkit effectue une découverte automatique et affiche les machines virtuelles avec des
informations de métadonnées, notamment les réseaux, les commutateurs virtuels et les identifiants VLAN.

Afficher un exemple
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L’inventaire des machines virtuelles s’actualise automatiquement toutes les 24 heures. Pour
actualiser manuellement après des modifications, cliquez sur les trois points situés à côté du
nom du site et sélectionnez Découvrir le site.

Étape 2 : Ajouter le site de destination (VMware ESXi)

Ajoutez l’environnement VMware de destination à Shift Toolkit.

Étapes

1. Cliquez sur Ajouter un nouveau site et sélectionnez Destination.

Afficher un exemple

2. Saisissez les détails du site de destination :

◦ Nom du site : Veuillez indiquer un nom pour le site.

◦ Hyperviseur : sélectionnez VMware

◦ Emplacement du site : Sélectionnez l’option par défaut

◦ Connecteur : Sélectionnez la sélection par défaut

3. Cliquez sur Continuer.
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Afficher un exemple

4. Saisissez les informations relatives à VMware vCenter :

◦ Point de terminaison : Adresse IP ou nom de domaine complet (FQDN) du serveur vCenter

◦ Nom d’utilisateur : Nom d’utilisateur au format UPN (nom_utilisateur@domaine.com)

◦ Mot de passe vCenter : Mot de passe permettant d’accéder à vCenter

◦ Empreinte SSL vCenter (facultatif)

5. Sélectionnez Accepter le certificat auto-signé et cliquez sur Continuer.
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Afficher un exemple

6. Cliquez sur Créer un site.

Afficher un exemple

Le système de stockage source et le système de stockage de destination doivent être
identiques, car la conversion du format de disque s’effectue au niveau du volume au sein du
même volume.

72



Étape 3 : Créer des groupes de ressources

Organisez les machines virtuelles en groupes de ressources afin de préserver l’ordre de démarrage et les
configurations de délai de démarrage.

Avant de commencer

Assurez-vous que les qtrees sont provisionnés conformément aux prérequis.

Étapes

1. Accédez à Groupes de ressources et cliquez sur Créer un nouveau groupe de ressources.

2. Sélectionnez le site source dans la liste déroulante et cliquez sur Créer.

3. Fournissez les détails du groupe de ressources et sélectionnez le flux de travail :

◦ Migration par clonage : effectue une migration de bout en bout de l’hyperviseur source vers
l’hyperviseur de destination.

◦ Conversion basée sur le clonage : Convertit le format du disque vers le type d’hyperviseur
sélectionné

Afficher un exemple

4. Cliquez sur Continuer.

5. Sélectionnez les machines virtuelles à l’aide de l’option de recherche (le filtre par défaut est « Datastore »).
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Afficher un exemple

Déplacez les machines virtuelles vers un partage SMB désigné sur une SVM ONTAP
nouvellement créée avant la conversion afin d’isoler les partages de production de la zone
de transit. Le menu déroulant « Stockage de données » n’affiche que les partages SMB ; les
fichiers CSV ne sont pas affichés.

Afficher un exemple
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6. Détails de la migration mis à jour :

◦ Sélectionnez Site de destination

◦ Sélectionnez Entrée VMware de destination

◦ Configurer le mappage du volume vers l’arbre qtree

Afficher un exemple

Définissez le chemin de destination vers l’arborescence qtree appropriée lors de la
conversion de machines virtuelles d’Hyper-V vers ESXi.

7. Configurer l’ordre de démarrage et le délai de démarrage pour toutes les machines virtuelles
sélectionnées :

◦ 1 : Première machine virtuelle à s’allumer

◦ 3 : Par défaut

◦ 5 : Dernière machine virtuelle à s’allumer

8. Cliquez sur Créer un groupe de ressources.
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Afficher un exemple

Résultat

Le groupe de ressources est créé et prêt pour la configuration du plan.

Étape 4 : Créer un plan de migration

Élaborez un plan directeur définissant la stratégie de migration, incluant les correspondances de plateformes,
la configuration réseau et les paramètres des machines virtuelles.

Étapes

1. Accédez à Plans et cliquez sur Créer un nouveau plan.

2. Indiquez un nom pour le modèle et configurez les mappages d’hôtes :

◦ Sélectionnez Site source et l’hyperviseur Hyper-V associé

◦ Sélectionnez le site de destination et le vCenter associé.

◦ Configurer le mappage de l’hôte et du cluster
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Afficher un exemple

3. Sélectionnez les détails du groupe de ressources et cliquez sur Continuer.

4. Définissez l’ordre d’exécution des groupes de ressources s’il en existe plusieurs.

5. Configurez le mappage réseau vers les groupes de ports appropriés.

Afficher un exemple
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Sur VMware, seul le groupe de ports distribués est pris en charge. Pour la migration de test,
sélectionnez « Ne pas configurer le réseau » afin d’éviter les conflits avec le réseau de
production ; attribuez manuellement les paramètres réseau après la conversion.

Afficher un exemple

6. Vérifier les mappages de stockage (sélectionnés automatiquement en fonction de la sélection de la
machine virtuelle).

Assurez-vous que les qtrees sont provisionnés au préalable avec les autorisations
nécessaires.

7. Configurez la procédure de préparation de la machine virtuelle si nécessaire pour les scripts personnalisés
ou la personnalisation de l’adresse IP.

Afficher un exemple

8. Dans les détails de la machine virtuelle, indiquez le compte de service et les informations d’identification
pour chaque type de système d’exploitation :

◦ Windows : Identifiants d’administrateur local ou de domaine (vérifiez que le profil utilisateur existe sur
la machine virtuelle)

◦ Linux : Utilisateur disposant des privilèges sudo sans invite de mot de passe
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Afficher un exemple

9. Configurer les paramètres IP :

◦ Ne pas configurer : Option par défaut

◦ Conserver l’adresse IP : Conserver les mêmes adresses IP que celles du système source

◦ DHCP : Attribuer un serveur DHCP aux machines virtuelles cibles

Assurez-vous que les machines virtuelles sont allumées pendant la phase prepareVM et que les
services d’intégration sont activés.

10. Configurer les paramètres de la machine virtuelle :

◦ Redimensionner les paramètres du processeur/de la RAM (facultatif)

◦ Modifier l’ordre de démarrage et le délai de démarrage

◦ Mise sous tension : Sélectionnez cette option pour mettre les machines virtuelles sous tension après
la migration (par défaut : activée).

◦ Ajouter les outils VMware : Installer les outils VMware après la conversion (par défaut : sélectionné)

◦ Conserver l’adresse MAC : Conservez les adresses MAC pour les exigences de licence.

◦ Remplacement du compte de service : Spécifiez un compte de service distinct si nécessaire
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Afficher un exemple

11. Cliquez sur Continuer.

12. (Facultatif) Planifiez la migration en sélectionnant une date et une heure.

Afficher un exemple

Planifiez les migrations au moins 30 minutes à l’avance pour laisser le temps nécessaire à
la préparation des machines virtuelles.

13. Cliquez sur Créer un plan.

Résultat

Le Shift Toolkit lance une tâche prepareVM qui exécute des scripts sur les machines virtuelles sources afin de
les préparer à la migration.
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Afficher un exemple

Le processus de préparation :

• Pour les machines virtuelles Windows : stocke les scripts dans C:\NetApp

Afficher un exemple

• Pour les machines virtuelles Linux : stocke les scripts dans /NetApp et /opt
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Afficher un exemple

Pour les machines virtuelles CentOS ou Red Hat, Shift Toolkit installe automatiquement les
pilotes nécessaires avant la conversion du disque afin de garantir un démarrage réussi
après la conversion.

Une fois la préparation de la machine virtuelle terminée avec succès, l’état du modèle passe à « Actif ».

Afficher un exemple

Étape 5 : Exécuter la migration

Déclenchez le processus de migration pour convertir les machines virtuelles Hyper-V en VMware ESXi.

Avant de commencer

• Toutes les machines virtuelles sont arrêtées correctement conformément au calendrier de maintenance
prévu.

• La machine virtuelle Shift Toolkit fait partie du domaine

• Le partage CIFS est configuré avec les autorisations appropriées.

• Les Qtrees ont le style de sécurité approprié

• Les services d’intégration sont activés sur toutes les machines virtuelles invitées.

• Le protocole SSH est activé sur les machines virtuelles invitées sous Linux.

Étapes

1. Sur le plan, cliquez sur Migrer.
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Afficher un exemple

2. Si les machines virtuelles restent allumées, répondez à l’invite d’arrêt progressif.

Afficher un exemple
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Afficher un exemple

Résultat

L’outil Shift Toolkit effectue les étapes suivantes :

1. Éteint les machines virtuelles sources

2. Supprime les points de contrôle existants

3. Déclenche des points de contrôle de machine virtuelle à la source

4. Déclenche un instantané de volume avant la conversion du disque

5. Clone et convertit les fichiers VHDx au format VMDK

6. Met sous tension les machines virtuelles sur le site cible

7. Enregistre les paramètres réseau

8. Ajoute VMware Tools et attribue des adresses IP

La conversion s’effectue en quelques secondes, minimisant ainsi le temps d’arrêt de la machine virtuelle.

84



Afficher un exemple

Une fois la migration terminée, l’état du plan passe à « Migration terminée ».

Afficher un exemple

Étape 6 : Valider la migration

Vérifiez que les machines virtuelles fonctionnent correctement sur l’hôte VMware ESXi.

Étapes

1. Connectez-vous à vCenter ou à l’hôte ESXi.

2. Vérifiez que les machines virtuelles sont en cours d’exécution sur l’hôte ESXi spécifié.

85



Afficher un exemple

3. Vérifier la connectivité de la machine virtuelle et le bon fonctionnement de l’application.

4. (Machines virtuelles Windows uniquement) Mettez en ligne les disques hors ligne si nécessaire :

Set-StorageSetting -NewDiskPolicy OnlineAll

Après la conversion, tous les disques VM sous Windows OS, à l’exception du disque du
système d’exploitation, seront hors ligne en raison de la politique SAN par défaut de
Microsoft Windows (offlineALL). Cela empêche la corruption des données lorsque les LUN
sont accessibles par plusieurs serveurs.

Résultat

La migration d’Hyper-V vers VMware ESXi est terminée.

Le Shift Toolkit utilise des tâches cron (Linux) et des tâches planifiées (Windows) pour les
opérations post-migration. Aucune connexion SSH ou équivalente n’est créée une fois les
machines virtuelles exécutées sur les hôtes ESXi.

Migration des machines virtuelles de VMware ESXi vers Red Hat OpenShift
Virtualization

Migrez les machines virtuelles de VMware ESXi vers Red Hat OpenShift Virtualization à
l’aide de Shift Toolkit en préparant les machines virtuelles, en convertissant les formats
de disque et en configurant l’environnement cible.

Le kit d’outils Shift permet la migration de machines virtuelles entre plateformes de virtualisation grâce à la
conversion du format de disque et à la reconfiguration du réseau dans l’environnement de destination.

Avant de commencer

Vérifiez que les conditions préalables suivantes sont remplies avant de commencer la migration.

Exigences de virtualisation Red Hat OpenShift
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• Point de terminaison du cluster OpenShift avec les opérateurs suivants installés :

◦ Opérateur de virtualisation OpenShift

◦ Pilote CSI NetApp Trident

◦ État du Nouveau-Mexique

• NetApp Trident CSI configuré avec les backends et classes de stockage appropriés

• Les politiques de configuration réseau des nœuds et les définitions de connexion réseau (NAD) sont
configurées avec les VLAN appropriés.

• Le cluster OpenShift est accessible via le réseau avec les entrées actuelles du fichier hôte

• privilèges de niveau administrateur sur le cluster

• Fichier Kubeconfig téléchargé

Exigences VMware

• Les VMDK sont placés sur des volumes individuels (simulant une construction PVC/PV à partir d’un
VMDK) à l’aide de svmotion.

Cette limitation sera levée dans la prochaine version, où le pilote NAS-economy pourra être
utilisé pour le provisionnement PVC.

• Les outils VMware sont exécutés sur des machines virtuelles invitées.

• Les machines virtuelles à migrer sont en état d’exécution en vue de leur préparation.

• Les machines virtuelles doivent être mises hors tension avant de déclencher la migration.

• La suppression des outils VMware s’effectue sur l’hyperviseur de destination une fois les machines
virtuelles mises sous tension.

Exigences relatives aux machines virtuelles invitées

• Pour les machines virtuelles Windows : utilisez les informations d’identification de l’administrateur local

• Pour les machines virtuelles Linux : utilisez un utilisateur disposant des autorisations nécessaires pour
exécuter des commandes sudo sans invite de mot de passe.

• Pour les machines virtuelles Windows : montez l’ISO VirtIO sur la machine virtuelle (téléchargeable
depuis"ici" )

Le script de préparation utilise le package .msi pour installer les pilotes et les agents invités
qemu.

Étape 1 : Ajouter le site de destination (OpenShift)

Ajoutez l’environnement de virtualisation OpenShift de destination à la boîte à outils Shift.

Étapes

1. Cliquez sur Ajouter un nouveau site et sélectionnez Destination.

87

https://fedorapeople.org/groups/virt/virtio-win/direct-downloads/archive-virtio/virtio-win-0.1.271-1/virtio-win-0.1.271.iso


Afficher un exemple

2. Saisissez les détails du site de destination :

◦ Nom du site : Veuillez indiquer un nom pour le site.

◦ Hyperviseur : Sélectionnez OpenShift

◦ Emplacement du site : Sélectionnez l’option par défaut

◦ Connecteur : Sélectionnez la sélection par défaut

3. Cliquez sur Continuer.
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Afficher un exemple

4. Saisissez les informations OpenShift :

◦ Point de terminaison : Nom de domaine complet (FQDN) du point de terminaison du cluster
OpenShift (par exemple, api.denomigsno.demoval.com)

◦ Téléverser le fichier Kubeconfig : Utilisez le fichier kubeconfig avec des permissions minimales.

L’extension du fichier doit être yaml.
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Afficher un exemple

5. Cliquez sur Créer un site.

Afficher un exemple

Le volume source et le volume de destination seront identiques, car la conversion du format
de disque s’effectue au niveau du volume, au sein du même volume.

Étape 2 : Créer des groupes de ressources

Organisez les machines virtuelles en groupes de ressources afin de préserver l’ordre de démarrage et les
configurations de délai de démarrage.

Avant de commencer

Assurez-vous que les VMDK de VM sont déplacés vers des volumes de banque de données individuels sur
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une SVM ONTAP nouvellement créée.

Étapes

1. Accédez à Groupes de ressources et cliquez sur Créer un nouveau groupe de ressources.

2. Sélectionnez le site source dans la liste déroulante et cliquez sur Créer.

3. Fournissez les détails du groupe de ressources et sélectionnez le flux de travail :

◦ Migration par clonage : effectue une migration de bout en bout de l’hyperviseur source vers
l’hyperviseur de destination.

◦ Conversion basée sur le clonage : Convertit le format du disque vers le type d’hyperviseur
sélectionné

4. Cliquez sur Continuer.

5. Sélectionnez les machines virtuelles à l’aide de l’option de recherche.

La sélection des machines virtuelles pour les groupes de ressources est basée sur la
machine virtuelle et non au niveau du datastore.

Afficher un exemple
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Afficher un exemple

6. Détails de la migration mis à jour :

◦ Sélectionnez Site de destination

◦ Sélectionnez Destination OpenShift entry

◦ Sélectionnez la classe de stockage

Afficher un exemple
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Le backend Trident sera automatiquement mappé sur le volume source s’il n’y a qu’un
seul TBC ; cependant, s’il y a plusieurs TBC, le backend peut être sélectionné.

7. Configurer l’ordre de démarrage et le délai de démarrage pour toutes les machines virtuelles
sélectionnées :

◦ 1 : Première machine virtuelle à s’allumer

◦ 3 : Par défaut

◦ 5 : Dernière machine virtuelle à s’allumer

8. Cliquez sur Créer un groupe de ressources.

Afficher un exemple

Résultat

Le groupe de ressources est créé et prêt pour la configuration du plan.

Étape 3 : Créer un plan de migration

Élaborez un plan directeur définissant la stratégie de migration, incluant les correspondances de plateformes,
la configuration réseau et les paramètres des machines virtuelles.

Étapes

1. Accédez à Plans et cliquez sur Créer un nouveau plan.

2. Indiquez un nom pour le modèle et configurez les mappages d’hôtes :

◦ Sélectionnez le site source et le vCenter associé.

◦ Sélectionnez le site de destination et la cible OpenShift associée.

◦ Configurer le mappage du cluster et de l’hôte
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Afficher un exemple

3. Sélectionnez les détails du groupe de ressources et cliquez sur Continuer.

4. Définissez l’ordre d’exécution des groupes de ressources s’il en existe plusieurs.

5. Configurez le mappage réseau vers les réseaux logiques appropriés.

Les définitions de connexion réseau doivent déjà être provisionnées au sein du cluster
OpenShift avec les options VLAN et trunk appropriées. Pour la migration de test,
sélectionnez « Ne pas configurer le réseau » afin d’éviter les conflits avec le réseau de
production ; attribuez manuellement les paramètres réseau après la conversion.
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Afficher un exemple

6. Vérifier les mappages de classe de stockage et de backend (sélectionnés automatiquement en fonction de
la sélection de la VM).

Assurez-vous que les VMDK soient déplacés au préalable vers des volumes individuels afin
que la machine virtuelle puisse être créée et mise sous tension à partir du PVC.

7. Sous « Détails de la machine virtuelle », sélectionnez « Détails de configuration » et fournissez les
informations d’identification du compte de service pour chaque type de système d’exploitation :

◦ Windows : Utilisez un utilisateur disposant de privilèges d’administrateur local (les informations
d’identification de domaine peuvent également être utilisées).

◦ Linux : Utilisez un utilisateur pouvant exécuter des commandes sudo sans invite de mot de passe.

95



Afficher un exemple

La sélection de configuration vous permet de choisir le format de l’image disque,
d’ignorer la commande prepareVM et de choisir si vous souhaitez séparer le volume du
volume parent. Par défaut, le clonage fractionné est désactivé et le flux de travail utilise
par défaut le format RAW.

8. Configurer les paramètres IP :

◦ Ne pas configurer : Option par défaut

◦ Conserver l’adresse IP : Conserver les mêmes adresses IP que celles du système source

◦ DHCP : Attribuer un serveur DHCP aux machines virtuelles cibles

Assurez-vous que les machines virtuelles sont allumées pendant la phase prepareVM et que VMware
Tools est installé.

9. Configurer les paramètres de la machine virtuelle :

◦ Redimensionner les paramètres du processeur/de la RAM (facultatif)

◦ Modifier l’ordre de démarrage et le délai de démarrage

◦ Mise sous tension : Sélectionnez cette option pour mettre les machines virtuelles sous tension après
la migration (par défaut : activée).

◦ Supprimer VMware Tools : Supprimer VMware Tools après la conversion (par défaut : sélectionné)

◦ Micrologiciel VM : BIOS > BIOS et EFI > EFI (automatique)

◦ Conserver l’adresse MAC : Conservez les adresses MAC pour les exigences de licence.

Si le nom de l’interface doit être conservé tout en conservant l’adresse MAC, assurez-
vous que les règles udev appropriées sont créées sur la machine virtuelle source.

◦ Remplacement du compte de service : Spécifiez un compte de service distinct si nécessaire
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10. Cliquez sur Continuer.

11. (Facultatif) Planifiez la migration en sélectionnant une date et une heure.

Planifiez les migrations au moins 30 minutes à l’avance pour laisser le temps nécessaire à
la préparation des machines virtuelles.

12. Cliquez sur Créer un plan.

Résultat

Le Shift Toolkit lance une tâche prepareVM qui exécute des scripts sur les machines virtuelles sources afin de
les préparer à la migration.

Afficher un exemple

Le processus de préparation :

• Injecte des scripts pour mettre à jour les pilotes VirtIO, installer qemu-agent, supprimer les outils VMware,
sauvegarder les informations IP et mettre à jour le fichier fstab.

• Utilise PowerCLI pour se connecter aux machines virtuelles invitées (Linux ou Windows) et mettre à jour
les pilotes VirtIO

• Pour les machines virtuelles Windows : stocke les scripts dans C:\NetApp

• Pour les machines virtuelles Linux : stocke les scripts dans /NetApp et /opt

Pour tous les systèmes d’exploitation de machines virtuelles pris en charge, Shift Toolkit installe
automatiquement les pilotes VirtIO nécessaires avant la conversion du disque afin de garantir
un démarrage réussi après la conversion.

Une fois la préparation de la machine virtuelle terminée avec succès, l’état du plan passe à « Préparation de la
machine virtuelle terminée ». La migration aura désormais lieu à l’heure prévue ou peut être lancée
manuellement en cliquant sur l’option Migrer.
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Afficher un exemple

Afficher un exemple

Étape 4 : Exécuter la migration

Déclenchez le processus de migration pour convertir les machines virtuelles de VMware ESXi vers OpenShift
Virtualization.

Avant de commencer

Toutes les machines virtuelles sont mises hors tension correctement conformément au calendrier de
maintenance prévu.

Étapes

1. Sur le plan, cliquez sur Migrer.
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Afficher un exemple

2. L’outil Shift Toolkit effectue les étapes suivantes :

◦ Supprime les instantanés existants pour toutes les machines virtuelles du modèle.

◦ Déclenche des instantanés de machine virtuelle à la source

◦ Déclenche un instantané de volume avant la conversion du disque

◦ Clone les volumes individuels

◦ Convertit chaque VMDK au format RAW.

L’outil Shift Toolkit détecte automatiquement tous les VMDK associés à chaque machine virtuelle, y
compris le disque de démarrage principal.

S’il existe plusieurs fichiers VMDK, chaque fichier VMDK sera converti. Dans cette version
(v4.0), chaque VMDK doit être placé sur un volume/datastore individuel.

• Nettoie les volumes pour ne conserver que le fichier disk.img.

Une fois l’image disque de la machine virtuelle convertie au format RAW, Shift Toolkit nettoie les volumes,
renomme le fichier brut en disk.img et attribue les autorisations nécessaires.

• Importe les volumes sous forme de PVC à l’aide de Trident Import.

Les volumes sont ensuite importés en tant que PVC à l’aide des API NetApp Trident .

• Crée des machines virtuelles à l’aide de fichiers YAML spécifiques aux machines virtuelles.

Une fois les PVC importés et les PV en place, Shift Toolkit utilise OC CLI pour créer chaque VM en
fonction du système d’exploitation à l’aide de fichiers yaml.

Les machines virtuelles sont créées sous l’espace de noms « Default ».
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• Met sous tension les machines virtuelles sur la cible

En fonction du système d’exploitation de la machine virtuelle, Shift Toolkit attribue automatiquement
l’option de démarrage de la machine virtuelle ainsi que les interfaces du contrôleur de stockage. Pour les
distributions Linux, on utilise VirtIO ou VirtIO SCSI. Sous Windows, la machine virtuelle s’allume avec
l’interface SATA, puis le script planifié installe automatiquement les pilotes VirtIO et change l’interface en
VirtIO.

• Enregistre les réseaux sur chaque machine virtuelle

Les réseaux sont attribués en fonction du plan sélectionné.

• Supprime les outils VMware et attribue des adresses IP à l’aide de tâches cron.

Afficher un exemple

Utilisez Migration Toolkit pour la virtualisation avec Shift Toolkit

Cette section décrit comment utiliser Migration Toolkit for Virtualization (MTV) avec NetApp Shift Toolkit pour
une migration transparente vers Red Hat OpenShift Virtualization.

Avant de commencer

Assurez-vous que les conditions préalables suivantes sont remplies :

• Cluster OpenShift avec opérateur de virtualisation OpenShift et pilote CSI NetApp Trident installés

• MTV 2.9.4 (qui inclut le mode de conversion)

• "Boîte à outils Shift"installé

Étant donné que seule l’API Shift Toolkit est utilisée, il n’est pas nécessaire de configurer les
groupes de ressources ou les modèles Shift Toolkit.
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• privilèges d’administrateur sur le cluster OpenShift

• Une instance Linux avec l’outil en ligne de commande tridentctl et OC installé

◦ Kubeconfig exporté ou connexion OC exécutée pour se connecter au cluster

◦ Téléchargez le script nommé « OpenShift-MTV » depuis l’interface utilisateur de Shift Toolkit
(Paramètres > Accès développeur > Bloqueur de scripts)

◦ Décompressez le fichier : unzip openshift-mtv.zip

◦ Assurez-vous que Python 3 est installé : dnf install python3

◦ Installez OpenJDK 8 ou une version ultérieure : yum install java-1.8.0-openjdk

◦ Configuration requise pour l’installation : pip install -r requirements.txt

• Configuration requise pour les machines virtuelles sous MTV : Les VMDK d’une VM doivent être
placés sur des volumes individuels. Pour une VM avec 3 disques, chaque disque doit se trouver sur son
propre volume individuel (association du datastore à la structure PVC). Cette opération doit être effectuée
manuellement à l’aide de Storage vMotion.

Étapes

1. Créez des plans de migration à l’aide de MTV.

Pour tirer parti d’une conversion VMDK rapide, créez un plan de migration pour les machines virtuelles et
assurez-vous que les paramètres suivants figurent dans le fichier YAML :

◦ targetNamespace: default

◦ type: conversion

◦ storage: {}

Le plan doit être établi au préalable afin de garantir que les paramètres IP soient
correctement configurés par MTV.

2. Associer les machines virtuelles de vCenter et les volumes sur le stockage ONTAP .

Utilisez le script pour créer les PVC nécessaires et les importer dans le cluster OpenShift. Les PVC doivent
comporter les étiquettes et annotations suivantes :

Étiquettes :

◦ vmID et vmUUID dans le PVC (Forklift recherche ces valeurs)

Annotation:

◦ Le nom du disque vmdk pour forklift.konveyor.io/disk-source

Le script s’assure que ces attributs sont définis pour chaque PVC et met à jour les autorisations de
disk.img :

◦ "owner": { "id": 107 }

◦ "group": { "id": 107 }

◦ "mode": "0655"
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3. Mettez à jour le fichier JSON avec les informations suivantes :

◦ * Cluster ONTAP * : Peut être une SVM ; vsadmin peut être utilisé. Définissez splitclone sur « False »
si le volume cloné ne nécessite pas de détachement immédiat.

◦ vCenter : Droits RBAC minimaux requis pour la découverte des machines virtuelles et des fichiers
VMDK associés

◦ * Classe de stockage Trident * : Doit être un backend NFS avec la version correcte dans le fichier
YAML

◦ OpenShift : Spécifiez le nom du projet (la valeur par défaut est utilisée à titre d’exemple).

Conservez les autres valeurs par défaut.

4. Une fois les conditions préalables remplies, exécutez python3 main.py pour créer des PVC et les
importer dans le cluster OpenShift.

5. Une fois les PVC importés, déclenchez la migration à l’aide de MTV pour créer la VM avec les
spécifications appropriées.

Afficher un exemple
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Afficher un exemple

6. Convertir VMDK avec MTV.

Le script détecte automatiquement tous les fichiers VMDK associés à chaque machine virtuelle, y compris
le disque de démarrage principal.

S’il existe plusieurs fichiers VMDK, chaque fichier VMDK sera converti.

7. Téléversez l’image RAW sur OpenShift Virtualization.

Le script utilise Trident CSI pour importer les volumes sous forme de PVC dans le cluster. Le fichier YAML
du PVC est rempli d’étiquettes et d’annotations.

8. Créer une machine virtuelle avec MTV.

Après l’importation, contactez le service client MTV pour lancer la migration. L’interface utilisateur affiche «
Froid », mais en se basant sur la spécification YAML de conversion, MTV vérifie chaque PVC et le
vmID/vmUUID, les mappe et initialise la migration.

Afficher un exemple

Les machines virtuelles sont créées dans le cadre du projet « Default », mais cela peut être
modifié dans le fichier YAML du plan de migration MTV.

9. Démarrage de la machine virtuelle pour la première fois avec MTV.

En fonction du système d’exploitation de la machine virtuelle, MTV attribue automatiquement l’option de
démarrage de la machine virtuelle ainsi que les interfaces du contrôleur de stockage.
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Afficher un exemple

Migration terminée en 6 minutes pour une VM avec un disque de données de 1,5 To (réparti sur 3 PVC).
Cela illustre une approche simplifiée et à faible impact pour le déplacement des machines virtuelles à l’aide
du stockage ONTAP .

Avant de commencer cette intégration spécifique, contactez votre équipe commerciale Red
Hat.

Démonstration vidéo

La vidéo suivante illustre le processus décrit dans cette solution.

Migration sans intervention d’ESX vers Red Hat OpenShift Virtualization (OSV)

Migrer des machines virtuelles de VMware ESXi vers Red Hat OpenShift
Virtualization à l’aide de Shift Toolkit et de Migration Toolkit for Virtualization

Cette section explique comment Migration toolkit for virtualization (MTV) et NetApp Shift
Toolkit offrent une expérience de migration transparente vers Red Hat OpenShift
Virtualization et fournit un guide étape par étape sur la transition vers OpenShift
Virtualization à l’aide de Migration toolkit for virtualization et des capacités de conversion
de Shift Toolkit.

Avant de commencer

Vérifiez que les conditions préalables suivantes sont remplies avant de commencer la migration.

Exigences de virtualisation Red Hat OpenShift

• Le cluster OpenShift est accessible via le réseau.

• Point de terminaison du cluster OpenShift avec les opérateurs suivants installés :

◦ Opérateur de virtualisation OpenShift

◦ Opérateur NetApp Trident

• NetApp Trident CSI configuré avec les backends et classes de stockage appropriés

• Les politiques de configuration réseau des nœuds et les définitions de connexion réseau (NAD) sont
configurées avec les VLAN appropriés.

• MTV 2.9.4 ou version ultérieure (qui inclut le mode de conversion)

• jeton de compte de service avec privilèges d’administrateur de cluster

Exigences VMware

• Compte avec des autorisations minimales. Veuillez vous référer à cette section."pour les privilèges
minimaux nécessaires"
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• Les VMDK doivent être placés sur des volumes individuels (simulant ainsi une structure PVC/PV à partir
d’un VMDK) à l’aide de svmotion.

Cette limitation sera levée dans la prochaine version, où le pilote NAS-economy pourra être
utilisé pour le provisionnement PVC.

Utilisez le script disponible dans le bloc Script (Paramètres > Accès développeur > Bloc
Script) pour activer le placement PVC sur un qtree, ou permet d’importer le volume tel quel, ou
de cloner et d’importer le volume, éliminant ainsi le besoin d’opérations vMotion manuelles.

• Les outils VMware sont exécutés sur des machines virtuelles invitées.

• Le système d’exploitation de chaque machine virtuelle est certifié et pris en charge en tant que système
d’exploitation invité pour les conversions.

• Les adresses IP, les VLAN et les autres paramètres de configuration réseau ne doivent pas être modifiés
avant ou pendant la migration. Les adresses MAC des machines virtuelles sont préservées lors de la
migration.

Étape 1 : Créer des plans de migration à l’aide de Migration Toolkit for Virtualization

1. Pour tirer parti de la conversion ultra-rapide des machines virtuelles, la première étape consiste à créer un
plan de migration pour ces machines virtuelles à l’aide de MTV via"console web" ou le"ligne de
commande" .

Il convient d’établir ce plan au préalable afin de garantir que les paramètres IP de
préservation soient configurés par MTV.

Procédure

a. Connectez-vous à la console web de MTV.

b. Ajouter les fournisseurs de source et de destination

c. Créez un plan de migration dans l’espace de noms cible

▪ Une fois les fournisseurs configurés, créez un plan de migration et sélectionnez les fournisseurs
source et de destination appropriés dans l’espace de noms cible.
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Afficher un exemple

Afficher un exemple

d. Sélectionnez les machines virtuelles à migrer

▪ Identifiez et choisissez les machines virtuelles qui seront incluses dans la migration.
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Afficher un exemple

e. Configurer les mappages réseau et de stockage

▪ Sélectionnez des mappages existants ou créez-en de nouveaux pour aligner les réseaux sources
et le stockage avec l’environnement de destination.

Afficher un exemple
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Afficher un exemple

f. Choisir le type de migration

▪ Conservez initialement le type de migration par défaut ; celui-ci sera mis à jour au cours du
processus de migration pour refléter le type de conversion.

Afficher un exemple

g. Conserver les options par défaut

▪ Conserver les paramètres par défaut. De plus, sélectionnez l’option permettant de conserver
l’adresse IP statique et spécifiez l’état souhaité de la machine virtuelle après la migration.
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Afficher un exemple

h. Réviser et finaliser

▪ Vérifiez attentivement tous les paramètres, puis cliquez sur Terminer pour créer le plan de
migration.

Afficher un exemple

2. Une fois le plan de migration créé, copiez son nom et accédez à l’interface utilisateur de Shift Toolkit.

3. Ajoutez les hyperviseurs source et de destination. Suivez ce lien"créer des sites"
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Le point de terminaison configuré dans le Shift Toolkit doit correspondre au format utilisé
lors de son ajout via la console MTV. Par exemple, si le point de terminaison source ou de
destination a été ajouté à l’aide d’un nom de domaine pleinement qualifié (FQDN), le même
FQDN doit être utilisé dans Shift Toolkit.

Afficher un exemple

4. Accédez à Plans et créez un nouveau plan.

◦ Une fois les étapes précédentes terminées, accédez à Plans et sélectionnez Créer un nouveau plan à
l’aide du plan MTV.

Contrairement au flux de travail standard de Shift Toolkit, il n’est pas nécessaire de créer
manuellement un groupe de ressources lors de l’utilisation d’une migration basée sur un
plan MTV. Shift Toolkit génère automatiquement des groupes de ressources et applique
les mappages nécessaires en fonction du plan de migration YAML.

110



Afficher un exemple

5. Sélectionnez votre destination et votre plan de migration.

◦ Choisissez le site de destination et le point de terminaison OpenShift correspondant. Ensuite,
sélectionnez le plan de migration récupéré à partir du cluster spécifié, qui contient les machines
virtuelles à migrer.

Afficher un exemple

6. Le groupe de ressources et les mappages seront tous configurés automatiquement en fonction du fichier
YAML du plan de migration.
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Afficher un exemple

7. Choisissez l’option d’importation PVC. Par défaut, le paramètre est « Cloner et importer le volume ».

Les volumes peuvent également être importés directement sans créer de clone.

Afficher un exemple

8. Une fois terminé, créez le plan.
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9. Déclenchez la migration en cliquant sur « Migration » en regard du plan.

Les machines virtuelles doivent être éteintes avant de déclencher la migration. MTV activera
la machine virtuelle en fonction de l’attribut d’état d’alimentation cible de la machine virtuelle.

Afficher un exemple

10. L’outil Shift exécute les étapes du flux de travail pour convertir le format du disque, importer les PVC et
créer la VM à l’aide des API OpenShift.
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Afficher un exemple

11. Une fois que tous les PVC sont en place comme spécifié et que Shift Toolkit déclenche MTV, le flux de
travail de migration MTV est lancé.

a. Le contrôleur de migration crée une ressource personnalisée VirtualMachineImport (VMI) (CR) pour
chaque VM source.

b. Étant donné que les PVC sont déjà importés par Shift Toolkit, le contrôleur d’importation de machine
virtuelle lance un pod de conversion avec les PVC attachés.

c. Le module de conversion exécute virt-v2v, installant et configurant les pilotes de périphériques sur les
PVC pour la VM cible.

d. Le contrôleur d’importation de machine virtuelle crée ensuite un CR VirtualMachineInstance (VMI).

e. Lorsque la machine virtuelle cible est mise sous tension, le contrôleur KubeVirt crée un pod de
machine virtuelle qui exécute QEMU-KVM avec les PVC attachés en tant que disques de machine
virtuelle.
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Afficher un exemple

12. Une fois toutes les machines virtuelles migrées, le contrôleur de migration met à jour l’état du plan de
migration à « Terminé ». L’état d’alimentation d’origine de chaque machine virtuelle source est préservé
après la migration.

Afficher un exemple
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Afficher un exemple

Ceci montre comment Shift Toolkit, associé à MTV, simplifie la migration à une vitesse
fulgurante. Dans cet exemple, 2 machines virtuelles totalisant 12 To ont été migrées.
L’ensemble du processus s’est déroulé en environ 8 à 10 minutes.

Ce qui se passe en coulisses :

Les sections suivantes décrivent les étapes déclenchées par les API Shift Toolkit et MTV pour convertir les
fichiers VMDK et créer des machines virtuelles sur la plateforme OpenShift. Ce flux de travail reste
cohérent, qu’il soit initié via l’interface utilisateur de Shift Toolkit ou via des scripts fournis dans les blocs de
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scripts de Shift Toolkit.

Convertir VMDK

L’outil Shift Toolkit trouvera automatiquement les VMDK associés à chaque VM, y compris le disque de
démarrage principal.

S’il existe plusieurs fichiers VMDK, chaque fichier VMDK sera converti.

Configuration du plan d’importation et de migration de volume

Shift Toolkit utilise Trident CSI pour importer les volumes en tant que PVC dans le cluster. Chaque manifeste
PVC est rempli d’étiquettes et d’annotations spécifiques afin de garantir que MTV les reconnaisse :

• Étiquettes

◦ ID de machine virtuelle

◦ vmUUID

• Annotation:

◦ chemin du disque vmdk

De plus, les permissions du fichier disk.img ont été mises à jour. Les permissions sont modifiées à l’aide d’un
POD déployé à la volée pour monter les PVC importés et définir les permissions comme suit :

• "propriétaire": { "id": 107 },"groupe": { "id": 107 },"mode": "0655"

Remarques importantes :

• Le chariot élévateur vérifie la présence de vmID et vmUUID dans le PVC.

• Forklift utilise le nom du disque (chemin VMDK) pour forklift.konveyor.io/disk-source.

• Le nombre de PVC importés doit correspondre au nombre de disques associés à la VM source. Par
exemple, si une VM possède trois VMDK mais que quatre PVC sont importés avec des ID correspondants,
MTV ne mettra pas à jour l’état du plan de migration à « Prêt à démarrer ».

Une fois ces étapes terminées, Shift Toolkit modifie le fichier YAML du plan de migration afin que MTV
comprenne que les PVC doivent être utilisés directement, en contournant le processus du pod de remplissage
de données (qui est généralement long). Le fichier YAML modifié comprend :

• espace de noms cible : par défaut

• type : conversion

• stockage: {}

Démarrer le processus de migration

Une fois la configuration terminée, MTV est invoqué pour lancer la migration. L’interface utilisateur affichera le
type de migration comme étant à froid, mais en fonction de la spécification YAML pour la conversion, MTV
valide chaque PVC par rapport au vmID et au vmUUID associés, les mappe en conséquence, puis initialise la
migration. Afficher un exemple
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Les machines virtuelles sont créées dans le cadre du projet « Default », mais celui-ci peut être
modifié dans le fichier YAML du plan de migration MTV.

Shift Toolkit accélère la migration en simplifiant le processus, en minimisant les temps d’arrêt et en éliminant le
besoin d’accès à l’hôte ESXi ou d’approches basées sur VDDK.

Avant de commencer cette intégration spécifique, contactez votre équipe commerciale Red Hat.

Migrer les machines virtuelles de VMware ESXi vers Oracle Linux Virtualization
Manager

Migrez les machines virtuelles de VMware ESXi vers Oracle Linux Virtualization Manager
(OLVM) à l’aide de Shift Toolkit en préparant les machines virtuelles, en convertissant les
formats de disque et en configurant l’environnement cible.

Le kit d’outils Shift permet la migration de machines virtuelles entre plateformes de virtualisation grâce à la
conversion du format de disque et à la reconfiguration du réseau dans l’environnement de destination.

Avant de commencer

Vérifiez que les conditions préalables suivantes sont remplies avant de commencer la migration.

Exigences d’Oracle Linux Virtualization Manager

• Oracle Linux Virtualization Manager avec hôtes Oracle Linux KVM ajoutés au centre de données

• Le stockage NFS ONTAP a été ajouté en tant que domaine de stockage

• privilèges de niveau administrateur sur le cluster

• Les versions d’Oracle Linux Virtualization Manager et de VDSM sont supérieures ou égales à 4.5.

• Les hôtes Oracle Linux Virtualization Manager (destination) sont accessibles via le réseau.

• Domaine de stockage NFSv3 configuré avec le volume et le qtree appropriés

◦ Assurez-vous que l’accès en lecture-écriture à l’utilisateur vdsm (UID 36) et au groupe kvm (GID 36)
est autorisé.
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• Réseaux configurés avec les VLAN appropriés

Exigences VMware

• Les fichiers VMDK des machines virtuelles sont placés sur un volume NFSv3 (tous les fichiers VMDK
d’une même machine virtuelle doivent se trouver sur le même volume).

• Les outils VMware sont exécutés sur des machines virtuelles invitées.

• Les machines virtuelles à migrer sont en état d’exécution en vue de leur préparation.

• Les machines virtuelles doivent être mises hors tension avant de déclencher la migration.

• La suppression des outils VMware s’effectue sur l’hyperviseur de destination une fois les machines
virtuelles mises sous tension.

Exigences relatives aux machines virtuelles invitées

• Pour les machines virtuelles Windows : utilisez les informations d’identification de l’administrateur local

• Pour les machines virtuelles Linux : utilisez un utilisateur disposant des autorisations nécessaires pour
exécuter des commandes sudo sans invite de mot de passe.

• Pour les machines virtuelles Windows : montez l’ISO VirtIO sur la machine virtuelle (téléchargeable
depuis"ici" )

Le script de préparation utilise le package .msi pour installer les pilotes et les agents invités
qemu.

Étape 1 : Ajouter le site de destination (OLVM)

Ajoutez l’environnement de destination Oracle Linux Virtualization Manager à Shift Toolkit.

Étapes

1. Cliquez sur Ajouter un nouveau site et sélectionnez Destination.
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Afficher un exemple

2. Saisissez les détails du site de destination :

◦ Nom du site : Veuillez indiquer un nom pour le site.

◦ Hyperviseur : Sélectionnez OLVM

◦ Emplacement du site : Sélectionnez l’option par défaut

◦ Connecteur : Sélectionnez la sélection par défaut

3. Cliquez sur Continuer.
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Afficher un exemple

4. Saisissez les détails OLVM :

◦ Point de terminaison : Adresse IP ou nom de domaine complet du gestionnaire de virtualisation

◦ Nom d’utilisateur : Nom d’utilisateur au format nom_utilisateur@profil (par exemple, admin@interne)

◦ Mot de passe : Mot de passe d’accès au Gestionnaire de virtualisation

5. Sélectionnez Accepter le certificat auto-signé et cliquez sur Continuer.
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Afficher un exemple

6. Cliquez sur Créer un site.

Afficher un exemple

Le volume source et le volume de destination seront identiques, car la conversion du format
de disque s’effectue au niveau du volume, au sein du même volume.
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Étape 2 : Créer des groupes de ressources

Organisez les machines virtuelles en groupes de ressources afin de préserver l’ordre de démarrage et les
configurations de délai de démarrage.

Avant de commencer

• Assurez-vous que les qtrees sont provisionnés conformément aux prérequis.

• Déplacez les machines virtuelles vers un datastore désigné sur une SVM ONTAP nouvellement créée
avant la conversion afin d’isoler les datastores NFS de production de la zone de transit.

Étapes

1. Accédez à Groupes de ressources et cliquez sur Créer un nouveau groupe de ressources.

2. Sélectionnez le site source dans la liste déroulante et cliquez sur Créer.

3. Fournissez les détails du groupe de ressources et sélectionnez le flux de travail :

◦ Migration par clonage : effectue une migration de bout en bout de l’hyperviseur source vers
l’hyperviseur de destination.

◦ Conversion basée sur le clonage : Convertit le format du disque vers le type d’hyperviseur
sélectionné

4. Cliquez sur Continuer.

5. Sélectionnez les machines virtuelles à l’aide de l’option de recherche (le filtre par défaut est « Datastore »).

La liste déroulante des banques de données n’affiche que les banques de données NFSv3.
Les banques de données NFSv4 ne sont pas affichées.

6. Détails de la migration mis à jour :

◦ Sélectionnez Site de destination

◦ Sélectionnez Destination OLVM entry

◦ Configurer le mappage Datastore vers Qtree
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Afficher un exemple

Lors de la conversion de machines virtuelles d’ESXi vers OLVM, assurez-vous que le
chemin de destination (où sont stockées les machines virtuelles converties) est défini
sur un qtree. Assurez-vous également que cet arbre Qtree est ajouté au domaine de
stockage. Plusieurs qtrees peuvent être créés et utilisés pour stocker les disques de
machines virtuelles convertis.

7. Configurer l’ordre de démarrage et le délai de démarrage pour toutes les machines virtuelles
sélectionnées :

◦ 1 : Première machine virtuelle à s’allumer

◦ 3 : Par défaut

◦ 5 : Dernière machine virtuelle à s’allumer

8. Cliquez sur Créer un groupe de ressources.

Afficher un exemple

Résultat
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Le groupe de ressources est créé et prêt pour la configuration du plan.

Étape 3 : Créer un plan de migration

Élaborez un plan directeur définissant la stratégie de migration, incluant les correspondances de plateformes,
la configuration réseau et les paramètres des machines virtuelles.

Étapes

1. Accédez à Plans et cliquez sur Créer un nouveau plan.

2. Indiquez un nom pour le modèle et configurez les mappages d’hôtes :

◦ Sélectionnez le site source et le vCenter associé.

◦ Sélectionnez le site de destination et la cible OLVM associée.

◦ Configurer le mappage du cluster et de l’hôte

Afficher un exemple

3. Sélectionnez les détails du groupe de ressources et cliquez sur Continuer.

4. Définissez l’ordre d’exécution des groupes de ressources s’il en existe plusieurs.

5. Configurez le mappage réseau vers les réseaux logiques appropriés.

Les réseaux devraient déjà être provisionnés dans OLVM avec le balisage VLAN approprié.
Pour la migration de test, sélectionnez « Ne pas configurer le réseau » afin d’éviter les
conflits avec le réseau de production ; attribuez manuellement les paramètres réseau après
la conversion.
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Afficher un exemple

6. Vérifier les mappages de stockage (sélectionnés automatiquement en fonction de la sélection de la
machine virtuelle).

Assurez-vous que le qtree est provisionné au préalable et que les autorisations nécessaires
sont attribuées afin que la machine virtuelle puisse être créée et mise sous tension à partir
du volume NFS.

7. Sous « Détails de la machine virtuelle », sélectionnez « Détails de configuration » et fournissez les
informations d’identification du compte de service pour chaque type de système d’exploitation :

◦ Windows : Utilisez un utilisateur disposant de privilèges d’administrateur local (les informations
d’identification de domaine peuvent également être utilisées).

◦ Linux : Utilisez un utilisateur pouvant exécuter des commandes sudo sans invite de mot de passe.

126



Afficher un exemple

La sélection de configuration vous permet de choisir le format de l’image disque et
d’ignorer la commande prepareVM. Le flux de travail utilise par défaut le format
QCOW2, mais le format RAW peut être sélectionné si nécessaire. L’option override
prepareVM permet aux administrateurs d’ignorer la préparation de la machine virtuelle
et d’exécuter des scripts personnalisés.

8. Configurer les paramètres IP :

◦ Ne pas configurer : Option par défaut

◦ Conserver l’adresse IP : Conserver les mêmes adresses IP que celles du système source

◦ DHCP : Attribuer un serveur DHCP aux machines virtuelles cibles

Assurez-vous que les machines virtuelles sont allumées pendant la phase prepareVM et que VMware
Tools est installé.

9. Configurer les paramètres de la machine virtuelle :

◦ Redimensionner les paramètres du processeur/de la RAM (facultatif)

◦ Modifier l’ordre de démarrage et le délai de démarrage

◦ Mise sous tension : Sélectionnez cette option pour mettre les machines virtuelles sous tension après
la migration (par défaut : activée).

◦ Supprimer VMware Tools : Supprimer VMware Tools après la conversion (par défaut : sélectionné)

◦ Micrologiciel VM : BIOS > BIOS et EFI > EFI (automatique)

◦ Conserver l’adresse MAC : Conservez les adresses MAC pour les exigences de licence.

◦ Remplacement du compte de service : Spécifiez un compte de service distinct si nécessaire

10. Cliquez sur Continuer.

11. Planifiez la migration en sélectionnant une date et une heure.
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Planifiez les migrations au moins 30 minutes à l’avance pour laisser le temps nécessaire à
la préparation des machines virtuelles.

12. Cliquez sur Créer un plan.

Résultat

Le Shift Toolkit lance une tâche prepareVM qui exécute des scripts sur les machines virtuelles sources afin de
les préparer à la migration.

Afficher un exemple

Le processus de préparation :

• Injecte des scripts pour mettre à jour les pilotes VirtIO, installer qemu-agent, supprimer les outils VMware,
sauvegarder les informations IP et mettre à jour le fichier fstab.

• Utilise PowerCLI pour se connecter aux machines virtuelles invitées (Linux ou Windows) et mettre à jour
les pilotes VirtIO

• Pour les machines virtuelles Windows : stocke les scripts dans C:\NetApp

• Pour les machines virtuelles Linux : stocke les scripts dans /NetApp et /opt

Pour tous les systèmes d’exploitation de machines virtuelles pris en charge, Shift Toolkit installe
automatiquement les pilotes VirtIO nécessaires avant la conversion du disque afin de garantir
un démarrage réussi après la conversion.

Une fois la préparation de la machine virtuelle terminée avec succès, l’état du plan passe à « Préparation de la
machine virtuelle terminée ». La migration aura désormais lieu à l’heure prévue ou peut être lancée
manuellement en cliquant sur l’option Migrer.
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Afficher un exemple

Étape 4 : Exécuter la migration

Déclenchez le processus de migration pour convertir les machines virtuelles de VMware ESXi vers Oracle
Linux Virtualization Manager.

Avant de commencer

Toutes les machines virtuelles sont mises hors tension correctement conformément au calendrier de
maintenance prévu.

Étapes

1. Sur le plan, cliquez sur Migrer.
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Afficher un exemple

2. L’outil Shift Toolkit effectue les actions suivantes :

◦ Supprime les instantanés existants pour toutes les machines virtuelles du modèle.

◦ Déclenche des instantanés de machine virtuelle à la source

◦ Déclenche un instantané de volume avant la conversion du disque

◦ Convertit les fichiers VMDK au format QCOW2 ou RAW pour toutes les machines virtuelles.

L’outil Shift Toolkit détecte automatiquement tous les VMDK associés à chaque machine virtuelle, y
compris le disque de démarrage principal.

S’il existe plusieurs fichiers VMDK, chaque fichier VMDK sera converti.

◦ Téléverse l’image QCOW2 ou RAW sur le domaine de stockage OLVM

Une fois l’image disque de la machine virtuelle convertie au format QCOW2 ou RAW, Shift Toolkit
télécharge le fichier sur le domaine de stockage approprié et ajoute chaque disque.

◦ Crée des machines virtuelles

Le kit d’outils Shift effectue des appels d’API REST pour créer chaque machine virtuelle en fonction du
système d’exploitation.

Les machines virtuelles sont créées sous le cluster « Par défaut ».

◦ Met sous tension les machines virtuelles sur la cible

En fonction du système d’exploitation de la machine virtuelle, Shift Toolkit attribue automatiquement
l’option de démarrage de la machine virtuelle ainsi que les interfaces du contrôleur de stockage. Pour
les distributions Linux, on utilise VirtIO ou VirtIO SCSI. Sous Windows, la machine virtuelle s’allume
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avec l’interface SATA, puis le script planifié installe automatiquement les pilotes VirtIO et change
l’interface en VirtIO.

◦ Enregistre les réseaux sur chaque machine virtuelle

Les réseaux sont attribués en fonction du plan sélectionné.

◦ Supprime les outils VMware et attribue des adresses IP à l’aide de scripts de déclenchement ou de
tâches cron.

Afficher un exemple

Démonstration vidéo

La vidéo suivante illustre le processus décrit dans cette solution.

Migration sans intervention d’ESX vers Oracle Linux Virtualization Manager (OLVM)

Convertir des machines virtuelles à l’aide de Shift Toolkit

Utilisez Shift Toolkit pour convertir les disques de machine virtuelle VMware ESX (VMDK)
au format de disque Microsoft Hyper-V (VHDX) ou au format de disque Red Hat KVM
(QCOW2). Ce processus comprend la configuration de groupes de ressources, la
création de plans de conversion et la planification des conversions.

Aperçu

Shift Toolkit prend en charge les conversions au niveau du disque des disques virtuels entre les hyperviseurs
pour les formats de disque suivants :

• VMware ESX vers Microsoft Hyper-V (VMDK vers VHDX)

• Conversion de Microsoft Hyper-V en VMware ESX (VHDX vers VMDK)

• VMware ESX vers Red Hat KVM (VMDK vers QCOW2)

• VMware ESX vers Red Hat KVM (VMDK vers RAW)

Les fichiers qcow2 convertis sont compatibles avec tous les hyperviseurs KVM. Par exemple, un fichier qcow2
peut être utilisé avec KVM basé sur RHEL en utilisant virt-manager pour créer une VM, ainsi qu’avec ubuntu
KVM, KVM basé sur Rocky Linux et d’autres. La même chose peut être utilisée avec le gestionnaire de
virtualisation Oracle Linux avec un ajustement et avec la virtualisation OpenShift après l’importation à l’aide de
NetApp Trident. L’objectif est de fournir le disque (converti en secondes en minutes) qui peut ensuite être
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intégré dans les scripts d’automatisation existants utilisés par les organisations pour provisionner la machine
virtuelle et attribuer le réseau. Cette approche permet de réduire les temps de migration globaux, la conversion
du disque étant gérée par les API de la boîte à outils Shift et le script restant faisant apparaître les machines
virtuelles.

Le kit d’outils Shift prend en charge la migration de bout en bout de VMware vers d’autres hyperviseurs KVM
compatibles. Toutefois, l’option de conversion permet aux administrateurs de migration d’exécuter ces API de
conversion et de migration.

Convertir au format QCOW2

Pour convertir les disques virtuels au format QCOW2 avec la boîte à outils NetApp Shift, suivez ces étapes de
haut niveau :

• Créez un type de site de destination spécifiant KVM (conversion uniquement) comme hyperviseur.

Les détails de l’hyperviseur ne sont pas requis pour KVM.

• Créer un groupe de ressources avec les machines virtuelles pour lesquelles la conversion de disque est
requise
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• Créez le plan pour convertir le disque virtuel au format QCOW2.
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• Désignez un créneau horaire à l’aide de l’option de planification. Si la conversion doit être effectuée de
manière ponctuelle, laissez l’option de planification décochée.
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• Une fois le plan créé, une tâche prepareVM est déclenchée. Cette tâche exécute automatiquement des
scripts sur les machines virtuelles sources afin de les préparer à la conversion. Ces scripts suppriment
VMware Tools et mettent à jour les pilotes pour qu’ils correspondent aux exigences de l’hyperviseur cible.

• Une fois la tâche prepareVM terminée avec succès (comme indiqué dans la capture d’écran ci-dessous),
les disques VM associés aux VM sont prêts pour la conversion et l’état du plan sera mis à jour sur « Actif
».

• Cliquez sur « Convertir » après avoir planifié le temps d’arrêt requis pour les machines virtuelles.
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• L’opération de conversion utilise un instantané à un moment donné. Éteignez la machine virtuelle si
nécessaire, puis relancez l’opération.

• L’opération de conversion exécute chaque opération sur la machine virtuelle et le disque respectif pour
générer le format approprié.

• Utilisez le disque converti en créant manuellement la machine virtuelle et en y attachant le disque.
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La boîte à outils Shift prend en charge les conversions de disque uniquement pour le format
qcow2. Il ne prend pas en charge la création ou l’enregistrement de machines virtuelles. Pour
utiliser le disque converti, créez manuellement la machine virtuelle et connectez le disque.

Convertir au format VHDX

Pour convertir les disques virtuels au format VHDX avec la boîte à outils NetApp Shift, suivez ces étapes de
haut niveau :

• Créez un type de site de destination spécifiant Hyper-V comme hyperviseur.

• Créer un groupe de ressources avec les machines virtuelles pour lesquelles la conversion de disque est
requise
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• Créez le plan pour convertir le disque virtuel au format VHDX. Une fois le plan créé, les tâches de
préparation seront automatiquement lancées.

• Choisissez « Convertir » une fois que le temps d’arrêt requis pour les machines virtuelles a été planifié.
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• L’opération de conversion exécute chaque opération sur la machine virtuelle et le disque respectif pour
générer le format VHDX approprié.

• Utilisez le disque converti en créant manuellement la machine virtuelle et en y attachant le disque.
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Pour utiliser le disque VHDX converti dans une machine virtuelle, la machine virtuelle doit être
créée manuellement via le gestionnaire Hyper-V ou les commandes PowerShell, et le disque
doit y être attaché. Parallèlement à cela, le réseau doit également être mappé manuellement.

Convertir au format RAW

Pour convertir les disques virtuels au format RAW avec la boîte à outils NetApp Shift, suivez ces étapes de
haut niveau :

• Créez un type de site de destination en spécifiant OpenShift ou OLVM comme hyperviseur.

• Créer un groupe de ressources avec les machines virtuelles pour lesquelles la conversion de disque est
requise
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• Créez le plan pour convertir le disque virtuel au format RAW. Une fois le plan créé, les tâches de
préparation seront automatiquement lancées.
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• Choisissez « Convertir » une fois que le temps d’arrêt requis pour les machines virtuelles a été planifié.

• L’opération de conversion exécute chaque opération sur la machine virtuelle et le disque respectif pour
générer le format RAW approprié.
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• Utilisez le disque converti en créant manuellement une machine virtuelle.

◦ Pour OpenShift, importez le volume en tant que PVC à l’aide de tridentctl, puis créez la VM à l’aide des
disques importés.

◦ Pour OLVM, rendez-vous à l’URL du moteur ovirt et créez une nouvelle machine virtuelle en attachant
le fichier RAW converti du kit d’outils Shift comme disque du système d’exploitation. Veillez à
sélectionner l’interface appropriée.

Pour OLVM, le format de fichier qcow2 peut également être utilisé. Ce choix peut être
effectué lors de la création du plan.

Pour utiliser l’image disque RAW convertie dans une VM, celle-ci doit être créée
manuellement via la console OpenShift ou les commandes OC via YAML pour
OpenShift ou en utilisant les API REST/interface utilisateur OLVM pour OLVM, et le
disque doit y être attaché. Parallèlement à cela, le réseau doit également être mappé
manuellement.

Assurez-vous que le type de démarrage approprié (EFI ou BIOS) est spécifié lors de la
création manuelle de la machine virtuelle.
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Surveillez les tâches de migration avec le tableau de bord
Shift Toolkit

Utilisez le tableau de bord de surveillance des tâches de Shift Toolkit pour suivre en
temps réel les opérations de migration, de conversion et de conception, ce qui vous
permet d’identifier rapidement l’état des tâches et de résoudre les problèmes.

Tableau de bord de suivi des tâches

Le tableau de bord de suivi des tâches offre une vue centralisée de toutes les opérations actives et terminées
au sein de la boîte à outils Shift Toolkit. Utilisez ce tableau de bord pour suivre l’avancement de vos tâches de
migration, de conversion et de conception.

Le tableau de bord affiche les informations clés pour chaque tâche :

• Type de tâche (migration, conversion ou plan directeur)

• État actuel (en cours d’exécution, réussi, échoué ou partiellement échoué)

• Indicateurs de progrès et pourcentage d’achèvement

• Nombre de machines virtuelles traitées

• Heures de début et de fin

Comprendre le statut professionnel

L’interface intuitive permet d’évaluer rapidement l’état de toutes les opérations et d’identifier les tâches qui
requièrent une attention particulière.
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Les indicateurs d’état des tâches vous aident à comprendre le résultat de chaque opération :

• Réussite : Toutes les machines virtuelles de la tâche ont été exécutées sans erreur.

• Échec : La tâche a rencontré des erreurs et n’a pas pu se terminer.

• Échec partiel : Certaines machines virtuelles ont fonctionné correctement, tandis que d’autres ont
rencontré des erreurs.

• En cours : Le travail est actuellement en cours.

Utilisez les informations d’état pour prioriser les efforts de dépannage et garantir des flux de travail de
migration fluides.

Configurez les paramètres avancés dans Shift Toolkit

Configurez les paramètres avancés de Shift Toolkit pour gérer l’authentification CredSSP,
activer la journalisation et le débogage, accéder aux API REST et configurer les
notifications par e-mail pour les tâches de migration.

Accédez aux paramètres avancés en cliquant sur l’icône Paramètres dans la barre d’outils supérieure.
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Fournisseur de services de sécurité des identifiants (CredSSP)

Le Shift Toolkit utilise Credential Security Service Provider (CredSSP) pour gérer les transferts d’identifiants
pendant le processus de conversion. Le serveur Shift exécute des scripts sur le système d’exploitation invité
de la machine virtuelle en cours de conversion, en transmettant les informations d’identification via un « double
saut » du serveur Shift au système d’exploitation invité via le serveur Hyper-V.
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Configurez le serveur Shift en tant que client CredSSP

L’assistant Paramètres avancés configure automatiquement le serveur Shift en tant que client CredSSP, lui
permettant de déléguer des informations d’identification aux serveurs Hyper-V.

Dans les coulisses

L’outil Shift Toolkit exécute les commandes et configurations de stratégie suivantes pour s’établir en tant que
client :

Commandes exécutées :

• Set-Item WSMan:\localhost\Client\TrustedHosts -Value "fqdn-of-hyper-v-host"

• Enable-WSManCredSSP -Role client -DelegateComputer "fqdn-of-hyper-v-host"

Stratégie de groupe configurée :

• Configuration ordinateur > Modèles d’administration > Système > Délégation des informations
d’identification > Autoriser la délégation de nouvelles informations d’identification avec l’authentification
serveur NTLM uniquement

Activez cette stratégie et ajoutez wsman/fqdn-of-hyper-v-host .

Configurez le serveur Hyper-V en tant que serveur CredSSP.

Utilisez le Enable-WSManCredSSP cmdlet sur le serveur Hyper-V pour le configurer en tant que serveur
CredSSP, lui permettant de recevoir des informations d’identification du serveur Shift.

Étapes

1. Sur l’hôte Hyper-V où les machines virtuelles seront provisionnées par le serveur Shift Toolkit, ouvrez une
session Windows PowerShell en tant qu’administrateur.

2. Exécutez les commandes suivantes :

Enable-PSRemoting

Enable-WSManCredSSP -Role server

Journalisation et débogage

Le kit d’outils Shift inclut une journalisation par défaut avec une période de conservation de 30 jours. Le mode
de débogage de la journalisation peut être activé sur demande du support technique à des fins de dépannage.
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fanfaronnade

La page Swagger dans les paramètres avancés vous permet d’interagir avec les API REST de Shift Toolkit.

L’API REST de Shift Toolkit offre un accès programmatique aux fonctionnalités de migration, de conversion et
d’automatisation. Les API sont organisées par flux de travail fonctionnel pour vous aider à trouver rapidement
les ressources dont vous avez besoin pour des tâches spécifiques.
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API d’authentification et de configuration

Utilisez ces API pour établir des connexions, gérer les utilisateurs et configurer l’authentification du serveur
Shift Toolkit.

Session

Gérer l’authentification des utilisateurs et obtenir des jetons d’autorisation pour les requêtes API :

• Démarrer une session

• Valider une session

• Récupérer tous les identifiants de session

• Terminer une session

Utilisateur

Gérer les comptes utilisateurs et les autorisations :

• Ajouter un utilisateur

• Obtenir tous les utilisateurs

• Modifier le mot de passe utilisateur

• Accepter le CLUF

CredSSP

Configurer le fournisseur de services de sécurité des informations d’identification pour la délégation des
informations d’identification :

• Activer CredSSP

• Obtenir le statut CredSSP

Connecteur
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Gérer les connexions aux composants d’infrastructure :

• Ajouter un connecteur

• Obtenez des détails sur tous les connecteurs

• Mettre à jour les détails du connecteur par ID

• Obtenir les détails du connecteur par ID

Locataire

Gérer les configurations multi-locataires :

• Ajouter un locataire

• Récupérez tous les locataires

API de gestion d’infrastructure

Utilisez ces API pour configurer et découvrir vos environnements source et cible.

Site

Gérer les sites de migration et leurs environnements virtuels et de stockage associés :

• Obtenez le nombre de sites

• Obtenez tous les détails du site

• Ajouter un site

• Obtenir les détails du site par identifiant

• Supprimer un site par ID

• Ajouter un environnement virtuel à un site

• Ajouter un environnement de stockage à un site

• Obtenez les détails de l’environnement virtuel d’un site

• Mettre à jour les détails de l’environnement virtuel d’un site

• Supprimer les détails de l’environnement virtuel d’un site

• Obtenez des informations sur l’environnement de stockage d’un site.

• Mettre à jour les détails de l’environnement de stockage d’un site

• Supprimer les détails de l’environnement de stockage d’un site

Découverte

Découvrir et inventorier les machines virtuelles et les ressources sur les sites source et cible :

• Découvrir le site source

• Obtenez toutes les demandes de découverte pour le site source

• Découvrir le site cible

• Obtenez toutes les demandes de découverte pour le site cible

• Obtenez les étapes de découverte pour le site source par ID
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• Obtenez les étapes de découverte pour le site cible par ID

API de gestion des machines virtuelles et des ressources

Utilisez ces API pour inventorier, organiser et gérer les machines virtuelles et les ressources en vue de leur
migration.

VM

Interroger et gérer des machines virtuelles :

• Obtenir des machines virtuelles pour un site et un environnement virtuel dans la source

• Obtenez des machines virtuelles non protégées pour un site et un environnement virtuel

• Obtenir le nombre de machines virtuelles

• Obtenir le nombre de machines virtuelles protégées

Ressource

Afficher l’utilisation et la disponibilité des ressources :

• Obtenez des détails sur les ressources d’un site et d’un environnement virtuel

• Obtenir le nombre de ressources du site source

Groupe de ressources

Organisez les machines virtuelles en groupes de protection pour la migration :

• Obtenir le nombre de groupes de protection

• Obtenez tous les détails du groupe de protection

• Ajouter un groupe de protection

• Obtenez les détails du groupe de protection par identifiant

• Supprimer un groupe de protection par son ID

• Mettre à jour les détails du groupe de protection par ID

• Récupérer les machines virtuelles d’un groupe de protection par ID

• Obtenez des plans contenant le groupe de protection

API de migration et de récupération

Utilisez ces API pour exécuter des migrations, surveiller la conformité et gérer les opérations de récupération.

Plan

Définir et gérer les plans de migration :

• Obtenez le nombre de plans

• Obtenez tous les détails du plan

• Ajouter un plan

• Obtenez les détails du plan par identifiant
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• Supprimer le plan par son ID

• Mise à jour des détails du plan pour l’identification

• Obtenir les machines virtuelles d’un plan

• Obtenir l’état d’alimentation des machines virtuelles présentes dans le plan

Conformité

Vérifiez la préparation et la compatibilité avant la migration :

• Obtenir le résultat du contrôle de conformité pour un plan

• Obtenir le statut final du contrôle de conformité pour un plan

• Ajouter un contrôle de conformité à la demande pour un plan

Exécution

Surveiller l’exécution des tâches de migration et de conversion :

• Obtenez tous les détails d’exécution

• Obtenez des détails sur l’exécution en cours

• Obtenir le nombre d’exécutions

• Obtenir le nombre d’exécutions en cours

• Obtenir les étapes pour l’ID d’exécution

Récupération

Exécuter et gérer les opérations de migration et de récupération :

• Ajouter une nouvelle requête d’exécution pour un plan

• Ajouter une requête de nouvelle tentative d’exécution pour un blueprint

• Obtenir l’état d’exécution de tous les plans

• Obtenir l’état d’exécution pour l’ID du plan

API d’automatisation

Utilisez ces API pour étendre et automatiser les fonctionnalités de Shift Toolkit.

Bloc de script

Accéder aux scripts d’automatisation et les exécuter :

• Obtenir toutes les métadonnées des scripts

• Récupérer les métadonnées du script par son ID

• Obtenir toutes les métadonnées d’actualisation

• Exécuter le script

Bloc de script et automatisation

Le bloc de script du Shift Toolkit fournit des exemples de code pour vous aider à automatiser, intégrer et
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développer des fonctionnalités à l’aide d’API internes et externes. Parcourez et téléchargez des exemples
dans la section Exemples de code, rédigés par l’équipe d’automatisation de Shift Toolkit et les membres de la
communauté. Utilisez ces exemples pour démarrer vos tâches d’automatisation, de gestion ou d’intégration.

L’exemple suivant illustre un script PowerShell qui supprime une tâche spécifique dans l’interface utilisateur de
Shift Toolkit. Bien que cette fonctionnalité ne soit pas accessible via le flux de travail standard, elle peut être
mise en œuvre à l’aide du bloc de script. Le script est également disponible sous forme de script batch, facile à
télécharger et à exécuter.
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L’objectif du bloc de script est de fournir des exemples de scripts pour les opérations initiales et continues sur
des hyperviseurs spécifiques utilisant les API du Shift Toolkit et les API publiées respectives de l’hyperviseur.

L’objectif du bloc de script est de fournir des exemples de scripts pour les opérations initiales et continues sur
des hyperviseurs spécifiques utilisant les API du Shift Toolkit et les API publiées respectives de l’hyperviseur.

notifications et alertes par e-mail

Configurez les notifications par e-mail pour envoyer des alertes concernant les tâches de découverte, de
conversion ou de migration aux destinataires spécifiés. Les notifications d’interface utilisateur (alertes au sein
de l’interface) sont également disponibles et conservées pendant 7 jours.

Accédez aux paramètres de notification par e-mail via Paramètres > Paramètres de la plateforme >
Configuration des e-mails.

Étapes

1. Connectez-vous à l’interface utilisateur de Shift Toolkit.

2. Accédez à Paramètres > Paramètres de la plateforme.

3. Sélectionnez Notifications par e-mail et mettez à jour les paramètres SMTP :

◦ Adresse du serveur SMTP

◦ Port

◦ Nom d’utilisateur

◦ Mot de passe

4. Mettez à jour le champ du destinataire et sélectionnez les événements parmi les catégories disponibles.

5. Cliquez sur Appliquer.
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La capture d’écran montre le détail pour chaque catégorie de notification et événement.

Dans cette version, la notification par e-mail utilise l’authentification SMTP de base et SendGrid.
Une version ultérieure prendra en charge l’authentification moderne.

Dans cette version, la notification par e-mail utilise l’authentification SMTP de base et SendGrid.
Une version ultérieure prendra en charge l’authentification moderne.

Fonctionnalités d’annulation et de restauration

L’outil Shift Toolkit offre la possibilité d’annuler une tâche en cours à n’importe quelle étape du flux de travail.
Lorsqu’une tâche est annulée, tous les composants orphelins sont automatiquement supprimés, notamment :

• Mise hors tension des machines virtuelles sur l’hyperviseur si elles étaient allumées.

• Suppression des entrées de disque de l’arbre de requêtes approprié

• Suppression des revendications de volume persistantes (PVC)

Étant donné que Shift Toolkit ne modifie en aucune façon la machine virtuelle source, la restauration est
simple : il suffit de mettre sous tension la machine virtuelle source. Aucune autre action de restauration n’est
requise.

Migrez les machines virtuelles depuis des environnements
SAN pour les convertir avec Shift Toolkit.

Migrez les machines virtuelles des datastores SAN vers le NAS avant de les convertir
avec Shift Toolkit, en utilisant VMware Storage vMotion et Storage Live Migration pour
maintenir la continuité des activités.
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Configuration requise pour les machines virtuelles basées sur un SAN

Le kit d’outils Shift Toolkit exige que les machines virtuelles résident dans un environnement NAS (NFS pour
VMware ESXi) avant la conversion. Si vos machines virtuelles sont actuellement stockées sur des banques de
données SAN utilisant iSCSI, Fibre Channel (FC), Fibre Channel over Ethernet (FCoE) ou NVMe over Fibre
Channel (NVMe/FC), vous devez d’abord les migrer vers une banque de données NFS.

Flux de travail de migration pour les environnements SAN

Le diagramme suivant illustre le flux de travail complet de migration des machines virtuelles stockées dans un
environnement SAN.

Le processus de migration se compose de trois phases principales :

Migration d’un SAN vers un NAS (environnement VMware)

Utilisez VMware vSphere Storage vMotion pour migrer les machines virtuelles et leurs disques du datastore
SAN vers un datastore NFS. Cette opération peut être effectuée sans interruption de service de la machine
virtuelle.

Convertissez les machines virtuelles avec le kit d’outils Shift

Une fois les machines virtuelles installées sur la banque de données NFS, Shift Toolkit utilise la technologie
NetApp FlexClone pour convertir les machines virtuelles de VMware ESXi vers n’importe quel hyperviseur. Les
machines virtuelles converties et leurs disques sont placés sur un qtree accessible par l’hôte hyperviseur
respectif.

Migrer vers SAN

Après la conversion, utilisez la migration de stockage pour déplacer les machines virtuelles converties et leurs
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disques de l’arborescence qtree vers un volume compatible SAN. Cela vous permet de maintenir votre
infrastructure SAN dans l’environnement hyperviseur respectif.

Gestion des problèmes de compatibilité du processeur

Lors de la migration en direct de machines virtuelles entre des nœuds dotés de capacités de processeur
différentes, la migration peut échouer en raison de contrôles de compatibilité des processeurs.

Pour résoudre ce problème :

1. Activez l’option « Migrer vers un ordinateur physique doté d’un processeur différent » dans Hyper-V.

2. Utilisez le script de compatibilité processeur disponible dans le bloc de script Shift Toolkit pour configurer
les machines virtuelles en vue d’une migration interprocesseur.

Ce paramètre permet aux machines virtuelles de migrer entre des hôtes dotés de processeurs aux
caractéristiques différentes tout en maintenant la compatibilité.

Prochaines étapes après la conversion ou la migration de
machines virtuelles à l’aide de Shift Toolkit

Après avoir converti ou migré des machines virtuelles à l’aide de Shift Toolkit, examinez
les tâches clés post-migration pour valider le nouvel environnement. Vous pouvez vérifier
l’état du système, effectuer des étapes de nettoyage et résoudre les problèmes courants
à l’aide d’exemples détaillés.

Conclusion

La boîte à outils NetApp Shift permet aux administrateurs de convertir rapidement et facilement des machines
virtuelles VMware vers Hyper-V. Elle permet également de convertir uniquement les disques virtuels entre les
différents hyperviseurs. Par conséquent, la boîte à outils Shift vous permet d’économiser plusieurs heures
d’efforts à chaque fois que vous souhaitez déplacer des charges de travail d’un hyperviseur à l’autre. Les
organisations peuvent désormais héberger des environnements multi-hyperviseurs sans avoir à se soucier de
savoir si les charges de travail sont liées à un seul hyperviseur. Cette capacité augmente la flexibilité et réduit
les coûts de licence, le verrouillage et les engagements envers un seul fournisseur.

Prochaines étapes

Libérez le potentiel de Data ONTAP en téléchargeant le package Shift Toolkit et commencez à migrer ou à
convertir les machines virtuelles ou les fichiers de disque pour simplifier et rationaliser les migrations.

Pour en savoir plus sur ce processus, n’hésitez pas à suivre la procédure détaillée :

Procédure pas à pas de Shift Toolkit

Dépannage et problèmes connus

1. Le script de déclenchement pour la définition de l’adresse IP et la suppression des outils VMware échoue
pour la machine virtuelle Windows avec l’erreur suivante : les informations d’identification ne sont pas
valides
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Error message:

Enter-PSSession : The credential is invalid.

Potential causes:

The guest credentials couldn't be validated

a. The supplied credentials were incorrect

b. There are no user accounts in the guest

2. La machine virtuelle Windows rencontre des erreurs BSOD

REMARQUE : il ne s’agit pas d’un problème de boîte à outils Shift, mais d’un problème lié à
l’environnement.

Error message:

Bluescreen error during initial boot after migration.

Potential cause:

Local group policy setup to block the installation of applications

including new drivers for Microsoft Hyper-V.

a. Update the policy to allow installation of drivers.

3. Aucun magasin de données répertorié lors de la tentative de création d’un groupe de ressources

Error message:

Mount paths are empty while getting volumes for mountpaths for site.

Potential causes:

The NFS volume used as a datastore is using v4.1

a. Shift toolkit filters out NFS v3 datastores during the resource group

creation. NFS 4.1 or 4.2 is not supported in the current release.

4. Impossible d’accéder à l’interface utilisateur de la boîte à outils Shift après l’activation de SSL.
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Error message:

Login failed, Network error

Potential causes:

MongoDB service not running

Using Firefox browser to access Shift UI

a. Ensure Mongo service is running

b. Use Google Chrome or IE to access Shift UI.

5. Impossible de migrer les machines virtuelles avec le chiffrement activé.

Error message:

Boot failure on Hyper-V side

Potential causes:

VMDK encrytped using vSphere encryption

a. Decrypt the VMDK inside VMware and retry the operation.

Appendice

Rôle ONTAP personnalisé pour la boîte à outils Shift

Créez un rôle ONTAP avec des privilèges minimaux afin qu’il ne soit pas nécessaire d’utiliser le rôle
d’administrateur ONTAP pour effectuer des opérations dans la boîte à outils Shift. Ces rôles minimaux sont
requis au niveau SVM côté stockage ONTAP .

vsadmin peut également être utilisé.
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Utilisez ONTAP System Manager pour créer le rôle.

Effectuez les étapes suivantes dans ONTAP System Manager :

Créer un rôle personnalisé :

• Pour créer un rôle personnalisé au niveau SVM, sélectionnez Stockage > Machines virtuelles de stockage
> SVM requise > Paramètres > Utilisateurs et rôles.

• Sélectionnez l’icône en forme de flèche (→) à côté de Utilisateurs et rôles.

• Sélectionnez +Ajouter sous Rôles.

• Définissez les règles du rôle et cliquez sur Enregistrer.

Mappez le rôle à l’utilisateur de la boîte à outils Shift :

Effectuez les étapes suivantes sur la page Utilisateurs et rôles :

• Sélectionnez l’icône Ajouter + sous Utilisateurs.

• Sélectionnez le nom d’utilisateur requis et sélectionnez le rôle créé à l’étape précédente dans le menu
déroulant pour Rôle.

• Cliquez sur Enregistrer.

Une fois cela fait, utilisez l’utilisateur créé ci-dessus lors de la configuration des sites source et de destination
dans l’interface utilisateur de la boîte à outils Shift.

Rôle d’autorisations minimum requis sur VMware

Pour migrer des machines virtuelles depuis VMware vSphere à l’aide de la boîte à outils Shift, créez un
utilisateur RBAC avec les privilèges mentionnés ci-dessous à l’aide de Administration > Contrôle d’accès >
Rôles.

Sélectionnez l’onglet PRIVILÈGES :
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Datastore

•   Browse datastore

•   Update virtual machine files

Virtual machine

•   Edit inventory

    o   Register

    o   Unregister

•   Interaction

    o   Answer question

    o   Console interaction

    o   Power off

    o   Power on

•   Snapshot management

    o   Create snapshot

    o   Remove snapshot

    o   Rename snapshot

•   Guest operations

    o   Guest operation modifications

    o   Guest operation program execution

    o   Guest operation queries
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