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Provisionner le stockage ONTAP pour Proxmox
VE

Découvrez l’architecture de stockage ONTAP pour
l’environnement virtuel Proxmox.

NetApp ONTAP s’intègre à Proxmox Virtual Environment (VE) pour fournir des capacités
de stockage de niveau entreprise via les protocoles NAS et SAN. ONTAP offre des
fonctionnalités avancées de gestion des données, notamment les instantanés, le
clonage, la réplication et la protection contre les ransomwares pour les charges de travail
virtualisées exécutées sur des clusters Proxmox VE.

Architecture de la solution

L’architecture de la solution comprend les composants clés suivants :

• Cluster Proxmox VE : Un cluster de nœuds Proxmox VE qui fournissent des capacités de virtualisation et
gèrent les machines virtuelles (VM) et les conteneurs.

• * Stockage NetApp ONTAP :* Un système de stockage haute performance et évolutif qui fournit un
stockage partagé pour le cluster Proxmox VE.

• Infrastructure réseau : Une configuration réseau robuste qui assure une connectivité à faible latence et à
haut débit entre les nœuds Proxmox VE et le stockage ONTAP .

• * NetApp Console:* Une interface de gestion centralisée pour la gestion de plusieurs systèmes de
stockage et services de données NetApp .

• Serveur de sauvegarde Proxmox : Une solution de sauvegarde dédiée pour Proxmox VE qui s’intègre au
stockage ONTAP pour une protection efficace des données.

Le schéma suivant illustre l’architecture générale de l’installation du laboratoire :
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Fonctionnalités ONTAP pour Proxmox VE

ONTAP offre un ensemble complet de fonctionnalités de stockage d’entreprise qui améliorent les déploiements
Proxmox VE. Ces fonctionnalités couvrent la gestion des données, la protection, l’efficacité et la prise en
charge des protocoles pour les architectures de stockage NAS et SAN.

Fonctionnalités de base de gestion des données

• architecture de cluster à extension horizontale

• Authentification sécurisée et prise en charge du contrôle d’accès basé sur les rôles (RBAC)

• Prise en charge multi-administrateurs Zero Trust

• multi-locataires sécurisé

• Réplication des données avec SnapMirror

• Copies à un instant précis avec instantanés

• clones compacts

• Fonctionnalités d’optimisation du stockage, notamment la déduplication et la compression

• Prise en charge de Trident CSI pour Kubernetes

• SnapLock pour la conformité

• Verrouillage de copie instantanée inviolable

• Protection contre les ransomwares avec détection autonome des menaces

• Chiffrement des données au repos et des données en transit

• FabricPool pour tierer les données froides vers le stockage objet

• Intégration de NetApp Console et de Data Infrastructure Insights

• Transfert de données déchargées Microsoft (ODX)

fonctionnalités du protocole NAS

• Les volumes FlexGroup offrent des conteneurs NAS à extension horizontale avec des performances
élevées, une répartition de charge et une évolutivité optimales.

• FlexCache distribue les données globalement tout en fournissant un accès local en lecture et en écriture

• La prise en charge multiprotocole permet d’accéder aux mêmes données via SMB et NFS.

• NFS nConnect permet d’autoriser plusieurs sessions TCP par connexion afin d’augmenter le débit du
réseau et d’utiliser les cartes réseau haut débit.

• L’agrégation de sessions NFS offre des vitesses de transfert de données accrues, une haute disponibilité
et une tolérance aux pannes.

• La technologie multicanal pour PME offre des vitesses de transfert de données accrues, une haute
disponibilité et une tolérance aux pannes.

• Intégration avec Active Directory et LDAP pour la gestion des permissions de fichiers

• Connexions sécurisées avec NFS sur TLS

• Prise en charge de l’authentification Kerberos NFS

• NFS sur RDMA pour un accès à faible latence

• Correspondance des noms entre les identités Windows et Unix
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• Protection autonome contre les ransomwares avec détection intégrée des menaces

• Analyse du système de fichiers pour obtenir des informations sur la capacité et l’utilisation

caractéristiques du protocole SAN

• Étirez les clusters sur plusieurs domaines de pannes grâce à la synchronisation active SnapMirror (vérifiez
toujours le "Outil de matrice d’interopérabilité" (pour les configurations prises en charge)

• Les modèles ASA offrent un multipathing actif-actif et un basculement rapide des chemins.

• Prise en charge des protocoles FC, iSCSI et NVMe-oF

• Authentification mutuelle iSCSI CHAP

• Mappage LUN sélectif et ensembles de ports pour une sécurité renforcée

Types de stockage pris en charge pour l’environnement
virtuel Proxmox

Proxmox Virtual Environment (VE) prend en charge plusieurs protocoles de stockage
avec NetApp ONTAP, notamment NFS et SMB pour NAS et FC, iSCSI et NVMe-oF pour
SAN. Chaque protocole prend en charge différents types de contenu Proxmox VE,
notamment les disques de machines virtuelles, les sauvegardes, les volumes de
conteneurs, les images ISO et les modèles.

Prise en charge du protocole NAS

Les protocoles NAS (NFS et SMB) prennent en charge tous les types de contenu Proxmox VE et sont
généralement configurés une seule fois au niveau du centre de données. Les machines virtuelles invitées
peuvent utiliser les formats de disque raw, qcow2 ou VMDK sur le stockage NAS. Les instantanés ONTAP
peuvent être rendus visibles aux clients pour accéder à des copies de données à un instant précis.

Prise en charge du protocole SAN

Les protocoles SAN (FC, iSCSI et NVMe-oF) sont généralement configurés par hôte et prennent en charge les
types de contenu de disque VM et d’image de conteneur dans Proxmox VE. Les machines virtuelles invitées
peuvent utiliser les formats de disque raw, VMDK ou qcow2 sur un stockage par blocs.

matrice de compatibilité des types de stockage

Type de

contenu

NFS PME/CIFS FC iSCSI NVMe-oF

Sauvegardes Oui Oui Non1 Non1 Non1

Disques VM Oui Oui Oui2 Oui2 Oui2

Volumes CT Oui Oui Oui2 Oui2 Oui2

Images ISO Oui Oui Non1 Non1 Non1
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Type de

contenu

NFS PME/CIFS FC iSCSI NVMe-oF

Modèles CT Oui Oui Non1 Non1 Non1

Extraits Oui Oui Non1 Non1 Non1

Remarques :

1. Nécessite un système de fichiers en cluster pour créer le dossier partagé et utiliser le type de stockage
Répertoire.

2. Utilisez le type de stockage LVM.

Instructions de déploiement pour l’environnement virtuel
Proxmox avec stockage NetApp ONTAP

L’environnement virtuel Proxmox (VE) s’intègre au stockage NetApp ONTAP pour fournir
un stockage partagé pour les machines virtuelles et les conteneurs, permettant des
migrations à chaud plus rapides, des modèles cohérents et des sauvegardes
centralisées. Découvrez les directives et les bonnes pratiques de configuration réseau et
de stockage pour le déploiement et l’optimisation d’un cluster Proxmox VE avec des
systèmes de stockage ONTAP .

Pour plus d’informations sur les types de stockage pris en charge et la compatibilité du contenu, consultez
"Découvrez les types de stockage pris en charge par Proxmox VE".

Instructions de configuration réseau

Suivez ces recommandations pour optimiser les performances et la fiabilité de votre réseau :

• Assurez-vous de disposer de deux chemins réseau redondants entre les nœuds Proxmox VE et le
stockage ONTAP .

• Utilisez l’agrégation de liens (LACP) pour augmenter la bande passante et la tolérance aux pannes.

• Concevoir la topologie du réseau de manière à éviter les problèmes liés à l’arbre couvrant. Utilisez des
fonctionnalités comme RSTP ou MSTP si nécessaire.

• Mettez en œuvre des VLAN pour segmenter les différents types de trafic et renforcer la sécurité.

• Configurez les trames jumbo (MTU 9000) sur tous les périphériques réseau pour améliorer les
performances du trafic de stockage.

• Envisagez d’utiliser Open vSwitch (OVS) plutôt qu’un pont Linux lorsque des zones VLAN sont
configurées.

meilleures pratiques de configuration du stockage

Suivez ces bonnes pratiques pour optimiser les performances et l’évolutivité du stockage :

• Utilisez les fonctionnalités avancées de gestion des données d’ONTAP, telles que les instantanés et le
clonage, pour améliorer la protection et la récupération des données.
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• Utilisez les volumes FlexGroup pour les besoins de capacité importants afin de tirer pleinement parti de
l’évolutivité ONTAP .

• Dans les environnements géographiquement distribués, utilisez FlexCache pour distribuer les images et
les modèles plus près des nœuds Proxmox VE afin d’accélérer les déploiements et de centraliser la
gestion.

• Lors de l’utilisation de FlexGroup avec NFS, utilisez la combinaison de nConnect ou de l’agrégation de
sessions et de pNFS pour optimiser les performances et la disponibilité.

• Pour les protocoles de bloc, assurez-vous d’un zonage et d’un masquage LUN appropriés afin de
restreindre l’accès aux seuls nœuds Proxmox VE autorisés.

• Allouer une capacité de stockage suffisante pour répondre à la croissance des machines virtuelles et aux
besoins en données.

• Mettez en œuvre une hiérarchisation du stockage pour optimiser les performances et la rentabilité.

• Surveillez régulièrement les performances et l’état du stockage à l’aide des outils de gestion NetApp .

• Utilisez la NetApp Console pour la gestion centralisée de plusieurs systèmes ONTAP .

• Activez les fonctionnalités de protection contre les logiciels de ransomware sur ONTAP pour vous protéger
contre les attaques de ce type.

Guide de configuration de Proxmox VE

Suivez ces instructions pour optimiser Proxmox VE avec le stockage NetApp ONTAP :

• Mettez à jour Proxmox VE vers la dernière version stable pour bénéficier des fonctionnalités récentes et
des correctifs de bugs.

• Configurez Proxmox VE pour utiliser le stockage partagé de NetApp ONTAP pour le stockage des
machines virtuelles.

• Configurez des clusters Proxmox VE pour permettre une haute disponibilité et la migration à chaud des
machines virtuelles.

• Utilisez un réseau redondant pour la communication du cluster et dédiez-en un à la migration à chaud.

• Évitez de réutiliser les mêmes identifiants de machine virtuelle ou de conteneur dans plusieurs clusters afin
d’éviter les conflits.

• Utilisez un contrôleur SCSI unique VirtIO pour de meilleures performances et fonctionnalités dans les
machines virtuelles.

• Activez l’option des threads d’E/S pour les machines virtuelles ayant des besoins d’E/S élevés.

• Activez la prise en charge de la suppression/TRIM sur les disques de machines virtuelles pour optimiser
l’utilisation du stockage.

Configurez les protocoles de stockage avec ONTAP pour
Proxmox VE

Découvrez les protocoles de stockage pour Proxmox VE avec NetApp ONTAP

Provisionnez le stockage ONTAP pour l’environnement virtuel Proxmox (VE) en utilisant
les protocoles NAS (NFS, SMB) et les protocoles SAN (FC, iSCSI, NVMe). Sélectionnez
la procédure spécifique au protocole appropriée pour configurer le stockage partagé de
votre cluster Proxmox VE.
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Assurez-vous que les hôtes Proxmox VE disposent d’interfaces FC, Ethernet ou autres interfaces prises en
charge, câblées à des commutateurs permettant la communication avec les interfaces logiques ONTAP .
Vérifiez toujours le "Outil de matrice d’interopérabilité" pour les configurations prises en charge. Les scénarios
d’exemple sont créés en supposant que deux cartes d’interface réseau haut débit sont disponibles sur chaque
hôte Proxmox VE et sont connectées entre elles pour créer des interfaces agrégées pour la tolérance aux
pannes et les performances. Les mêmes connexions montantes sont utilisées pour tout le trafic réseau, y
compris la gestion des hôtes, le trafic des machines virtuelles/conteneurs et l’accès au stockage. Lorsque
davantage d’interfaces réseau sont disponibles, envisagez de séparer le trafic de stockage des autres types
de trafic.

Pour plus d’informations sur l’architecture de stockage ONTAP et les types de stockage pris en charge,
consultez "Découvrez l’architecture de stockage ONTAP pour Proxmox VE" et "Découvrez les types de
stockage pris en charge par Proxmox VE".

Lors de l’utilisation de LVM avec des protocoles SAN (FC, iSCSI, NVMe-oF), le groupe de
volumes peut contenir plusieurs LUN ou espaces de noms NVMe. Dans ce cas, tous les LUN ou
espaces de noms doivent appartenir au même groupe de cohérence pour garantir l’intégrité des
données. Nous ne prenons pas en charge les groupes de volumes qui s’étendent sur plusieurs
SVM ONTAP . Chaque groupe de volumes doit être créé à partir de LUN ou d’espaces de noms
provenant de la même SVM.

Choisissez un protocole de stockage

Sélectionnez le protocole qui correspond à votre environnement et à vos exigences :

• "Configurer le stockage SMB/CIFS" - Configurer les partages de fichiers SMB/CIFS pour Proxmox VE avec
prise en charge multicanal pour la tolérance aux pannes et des performances améliorées sur plusieurs
connexions réseau.

• "Configurer le stockage NFS" - Configurez le stockage NFS pour Proxmox VE avec nConnect ou le
trunking de session pour la tolérance aux pannes et l’amélioration des performances grâce à l’utilisation de
plusieurs connexions réseau.

• "Configurer LVM avec FC" - Configurez Logical Volume Manager (LVM) avec Fibre Channel pour un accès
au stockage par blocs haute performance et à faible latence sur les hôtes Proxmox VE.

• "Configurer LVM avec iSCSI" - Configurer Logical Volume Manager (LVM) avec iSCSI pour l’accès au
stockage par blocs sur les réseaux Ethernet standard avec prise en charge multipath.

• "Configurer LVM avec NVMe/FC" - Configurez Logical Volume Manager (LVM) avec NVMe sur Fibre
Channel pour un stockage de blocs haute performance utilisant le protocole NVMe moderne.

• "Configurer LVM avec NVMe/TCP" - Configurez Logical Volume Manager (LVM) avec NVMe sur TCP pour
un stockage de blocs haute performance sur les réseaux Ethernet standard en utilisant le protocole NVMe
moderne.

Configurer le stockage SMB/CIFS pour Proxmox VE

Configurer le stockage SMB/CIFS pour l’environnement virtuel Proxmox (VE) à l’aide de
NetApp ONTAP. La technologie multicanal SMB assure la tolérance aux pannes et
améliore les performances grâce à de multiples connexions réseau au système de
stockage.

Les partages de fichiers SMB/CIFS nécessitent des tâches de configuration de la part des administrateurs de
stockage et de virtualisation. Pour plus de détails, veuillez consulter "TR4740 - SMB 3.0 multicanal".
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Les mots de passe sont enregistrés dans des fichiers en clair et ne sont accessibles qu’à
l’utilisateur root. Se référer à "Documentation de Proxmox VE".

Pool de stockage partagé SMB avec ONTAP

Tâches de l’administrateur de stockage

Si vous débutez avec ONTAP, utilisez l’interface de gestion système pour effectuer ces tâches.

1. Activer le SVM pour SMB. Suivre "Documentation ONTAP 9" pour plus d’informations.

2. Créez au moins deux LIF par contrôleur. Suivez les étapes décrites dans la documentation. À titre de
référence, voici une capture d’écran des LIF utilisées dans cette solution.

Afficher un exemple

3. Configurer l’authentification basée sur Active Directory ou sur un groupe de travail. Suivez les étapes
décrites dans la documentation.

Afficher un exemple

4. Créer un volume. Cochez l’option permettant de répartir les données sur le cluster à l’aide de FlexGroup.
Assurez-vous que la protection anti-ransomware est activée sur le volume.
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Afficher un exemple

5. Créez un partage SMB et ajustez les autorisations. Suivre"Documentation ONTAP 9" pour plus
d’informations.
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Afficher un exemple

6. Fournissez le serveur SMB, le nom du partage et les informations d’identification à l’administrateur de
virtualisation.

Tâches d’administrateur de virtualisation

Effectuez ces tâches pour ajouter le partage SMB comme stockage dans Proxmox VE et activer le multicanal
pour des performances et une tolérance aux pannes améliorées.

1. Collectez le serveur SMB, le nom du partage et les informations d’identification pour l’authentification du
partage.

2. Assurez-vous qu’au moins deux interfaces soient configurées dans des VLAN différents pour garantir la
tolérance aux pannes. Vérifiez que la carte réseau prend en charge le protocole RSS.

3. Utilisation de l’interface utilisateur de gestion à https:<proxmox-node>:8006, cliquez sur Centre de
données, sélectionnez Stockage, cliquez sur Ajouter et sélectionnez SMB/CIFS.
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Afficher un exemple

4. Saisissez les détails. Le nom du partage devrait se renseigner automatiquement. Sélectionnez tous les
types de contenu, puis cliquez sur Ajouter.

Afficher un exemple

5. Pour activer l’option multicanal, ouvrez un shell sur n’importe quel nœud du cluster et exécutez la
commande suivante, où <storage id> est l’identifiant de stockage créé à l’étape précédente :
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pvesm set <storage id> --options multichannel,max_channels=16

Afficher un exemple

6. Le contenu du fichier /etc/pve/storage.cfg pour le stockage configuré est présenté ci-dessous :

Afficher un exemple

Configurer le stockage NFS pour Proxmox VE

Configurer le stockage NFS pour l’environnement virtuel Proxmox (VE) à l’aide de
NetApp ONTAP. Utilisez le trunking de session avec NFS v4.1 ou version ultérieure pour
une meilleure tolérance aux pannes et des performances accrues avec plusieurs
connexions réseau au système de stockage.

ONTAP prend en charge toutes les versions NFS prises en charge par Proxmox VE. Utiliser "jonction de
session" pour la tolérance aux pannes et l’amélioration des performances. L’agrégation de sessions nécessite
NFS v4.1 ou une version ultérieure.

Si vous débutez avec ONTAP, utilisez l’interface de gestion système pour effectuer ces tâches.

Option NFS nconnect avec ONTAP

Tâches de l’administrateur de stockage

Effectuez ces tâches pour provisionner le stockage NFS sur ONTAP pour une utilisation avec Proxmox VE.
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1. Activez le SVM pour NFS. Se référer à "Documentation ONTAP 9".

2. Créez au moins deux LIF par contrôleur. Suivez les étapes décrites dans la documentation. À titre de
référence, voici une capture d’écran des LIF utilisés dans le laboratoire.

Afficher un exemple

3. Créez ou mettez à jour une politique d’exportation NFS pour autoriser l’accès aux adresses IP ou aux
sous-réseaux des hôtes Proxmox VE. Se référer à "Création d’une politique d’exportation" et "Ajouter une
règle à une politique d’exportation".

4. "Créer un volume". Pour les besoins de grande capacité (>100 To), cochez l’option permettant de répartir
les données sur le cluster à l’aide de FlexGroup. Si vous utilisez FlexGroup, envisagez d’activer pNFS sur
le SVM pour de meilleures performances en suivant les instructions ci-dessous. "Activer pNFS sur SVM".
Lors de l’utilisation de pNFS, assurez-vous que les hôtes Proxmox VE ont accès aux données de tous les
contrôleurs (LIF de données). Assurez-vous que la protection anti-ransomware est activée sur le volume.
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Afficher un exemple

5. "Attribuer la politique d’exportation au volume".
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Afficher un exemple
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6. Avertir l’administrateur de virtualisation que le volume NFS est prêt.

Tâches d’administrateur de virtualisation

Effectuez ces tâches pour ajouter le volume NFS comme stockage dans Proxmox VE et configurer nConnect
ou le trunking de session pour des performances améliorées.

1. Assurez-vous qu’au moins deux interfaces soient configurées dans des VLAN différents pour garantir la
tolérance aux pannes. Utilisez la liaison NIC.

2. Utilisation de l’interface utilisateur de gestion à https:<proxmox-node>:8006, cliquez sur Centre de
données, sélectionnez Stockage, cliquez sur Ajouter et sélectionnez NFS.

Afficher un exemple

3. Saisissez les détails. Une fois les informations du serveur fournies, les exportations NFS devraient
s’afficher. Sélectionnez un élément dans la liste et choisissez les options de contenu.
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Afficher un exemple

4. Pour activer l’option nConnect, ouvrez un shell sur n’importe quel nœud du cluster et exécutez la
commande suivante, où <storage id> est l’identifiant de stockage créé à l’étape précédente :

pvesm set <storage id> --options nconnect=4

Pour utiliser le trunking de session, assurez-vous que NFS v4.1 est utilisé et définissez les options
trunkdiscovery et max_connect :

pvesm set <storage id> --options vers=4.1,trunkdiscovery,max_connect=16

5. Le contenu du fichier /etc/pve/storage.cfg pour le stockage configuré est présenté ci-dessous :

Afficher un exemple

6. Pour vérifier que l’option nConnect est activée, exécutez la commande suivante : ss -an | grep
:2049 sur n’importe quel hôte Proxmox VE et vérifiez les connexions multiples à l’adresse IP du serveur
NFS. Pour vérifier que pNFS est activé, exécutez la commande suivante : nfsstat -c et vérifiez les
indicateurs liés à la mise en page. En fonction du trafic de données, plusieurs connexions aux LIF de
données devraient être visibles.

En mode trunk de session, l’option nconnect est définie sur une seule des interfaces trunk. Avec
pNFS, l’option nconnect est définie sur les interfaces de métadonnées et de données. Pour les
environnements de production, utilisez soit nConnect, soit le trunking de session, mais pas les
deux.
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Configurer LVM avec FC pour Proxmox VE

Configurez Logical Volume Manager (LVM) pour le stockage partagé entre les hôtes
Proxmox Virtual Environment (VE) utilisant le protocole Fibre Channel avec NetApp
ONTAP. Cette configuration permet un accès au stockage au niveau bloc avec des
performances élevées et une faible latence.

Tâches initiales de l’administrateur de virtualisation

Effectuez ces tâches initiales pour préparer les hôtes Proxmox VE à la connectivité FC et recueillir les
informations nécessaires à l’administrateur de stockage.

1. Vérifiez que deux interfaces HBA sont disponibles.

2. Assurez-vous que multipath-tools est installé sur tous les hôtes Proxmox VE et qu’il démarre au
démarrage.

apt list | grep multipath-tools

# If need to install, execute the following line.

apt-get install multipath-tools

systemctl enable multipathd

3. Collectez le WWPN de tous les hôtes Proxmox VE et fournissez-le à l’administrateur du stockage.

cat /sys/class/fc_host/host*/port_name

Tâches de l’administrateur de stockage

Si vous débutez avec ONTAP, utilisez System Manager pour une meilleure expérience.

1. Assurez-vous que le SVM est disponible avec le protocole FC activé. Suivre "Documentation ONTAP 9".

2. Créez deux LIF par contrôleur dédiés au FC.

18

https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html


3. Créez un igroup et renseignez les initiateurs FC hôtes.

4. Créez le LUN de la taille souhaitée sur le SVM et présentez-le à l’igroup créé à l’étape précédente.
Assurez-vous que la protection anti-ransomware est activée dans l’onglet Sécurité pour les systèmes ASA
et dans l’onglet Sécurité des volumes pour les systèmes AFF/ FAS .

5. Informez l’administrateur de virtualisation que le LUN a été créé.

Tâches finales de l’administrateur de virtualisation

Effectuez ces tâches pour configurer le LUN en tant que stockage LVM partagé dans Proxmox VE.

1. Accédez à un shell sur chaque hôte Proxmox VE du cluster et vérifiez que le disque est visible.

lsblk -S

rescan-scsi-bus.sh

lsblk -S

2. Vérifiez que le périphérique figure bien dans la liste multipath.

multipath -ll

multipath -a /dev/sdX  # replace sdX with the device name

multipath -r

multipath -ll

3. Créer le groupe de volumes.
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vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and

<device id> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. Utilisation de l’interface utilisateur de gestion à https:<proxmox node>:8006, cliquez sur Centre de
données, sélectionnez Stockage, cliquez sur Ajouter et sélectionnez LVM.

Afficher un exemple

5. Indiquez le nom de l’identifiant de stockage, choisissez le groupe de volumes existant et sélectionnez le
groupe de volumes qui vient d’être créé avec l’interface de ligne de commande. Cochez l’option partagée.
Avec Proxmox VE 9 et versions ultérieures, activez la fonction Allow Snapshots as Volume-Chain
cette option est visible lorsque la case à cocher « Avancé » est activée.
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Afficher un exemple

6. L’exemple de fichier de configuration de stockage pour LVM utilisant FC est présenté ci-dessous :

Afficher un exemple

Avec Proxmox VE 9 et versions ultérieures, le fichier de configuration du stockage inclut l’option
supplémentaire snapshot-as-volume-chain 1 quand Allow Snapshots as Volume-Chain est
activé.

Configurer LVM avec iSCSI pour Proxmox VE

Configurez Logical Volume Manager (LVM) pour le stockage partagé entre les hôtes
Proxmox Virtual Environment (VE) utilisant le protocole iSCSI avec NetApp ONTAP. Cette
configuration permet un accès au stockage au niveau bloc sur les réseaux Ethernet
standard avec prise en charge multipath.
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Pool partagé LVM avec iSCSI utilisant ONTAP

Tâches initiales de l’administrateur de virtualisation

Effectuez ces tâches initiales pour préparer les hôtes Proxmox VE à la connectivité iSCSI et recueillir les
informations nécessaires à l’administrateur de stockage.

1. Vérifiez que deux interfaces VLAN Linux sont disponibles.

2. Assurez-vous que multipath-tools est installé sur tous les hôtes Proxmox VE et qu’il démarre au
démarrage.

apt list | grep multipath-tools

# If need to install, execute the following line.

apt-get install multipath-tools

systemctl enable multipathd

3. Collectez l’IQN de l’hôte iSCSI pour tous les hôtes Proxmox VE et fournissez-le à l’administrateur de
stockage.

cat /etc/iscsi/initiator.name

Tâches de l’administrateur de stockage

Si vous débutez avec ONTAP, utilisez System Manager pour une meilleure expérience.

1. Assurez-vous que le SVM est disponible avec le protocole iSCSI activé. Suivre "Documentation ONTAP 9".

2. Créez deux LIF par contrôleur dédiées à iSCSI.

3. Créez un groupe iGroup et renseignez-y les initiateurs iSCSI hôtes.

4. Créez le LUN de la taille souhaitée sur le SVM et présentez-le à l’igroup créé à l’étape précédente.
Assurez-vous que la protection anti-ransomware est activée dans l’onglet Sécurité des systèmes ASA .
Pour les systèmes AFF/ FAS , assurez-vous que la protection anti-ransomware est activée dans l’onglet
sécurité du volume.
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5. Informez l’administrateur de virtualisation que le LUN a été créé.

Tâches finales de l’administrateur de virtualisation

Effectuez ces tâches pour configurer le LUN iSCSI en tant que stockage LVM partagé dans Proxmox VE.

1. Utilisation de l’interface utilisateur de gestion à https:<proxmox node>:8006, cliquez sur Centre de
données, sélectionnez Stockage, cliquez sur Ajouter et sélectionnez iSCSI.
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2. Indiquez le nom de l’identifiant de stockage. L’adresse iSCSI LIF d' ONTAP devrait pouvoir sélectionner la
cible en l’absence de problème de communication. Si vous souhaitez éviter de fournir un accès direct au
LUN aux machines virtuelles invitées, décochez cette option.

3. Cliquez sur Ajouter et sélectionnez LVM.
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4. Indiquez le nom de l’identifiant de stockage et sélectionnez le stockage de base qui correspond au
stockage iSCSI créé à l’étape précédente. Sélectionnez le LUN pour le volume de base et indiquez le nom
du groupe de volumes. Assurez-vous que l’option partagée est sélectionnée. Avec Proxmox VE 9 et
versions ultérieures, activez la fonction Allow Snapshots as Volume-Chain cette option est visible
lorsque la case à cocher « Avancé » est activée.

5. L’exemple de fichier de configuration de stockage pour LVM utilisant iSCSI est présenté ci-dessous :
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Afficher un exemple

Avec Proxmox VE 9 et versions ultérieures, le fichier de configuration du stockage inclut l’option
supplémentaire snapshot-as-volume-chain 1 quand Allow Snapshots as Volume-Chain est
activé.

Configurer LVM avec NVMe/FC pour Proxmox VE

Configurez Logical Volume Manager (LVM) pour le stockage partagé entre les hôtes
Proxmox Virtual Environment (VE) en utilisant le protocole NVMe sur Fibre Channel avec
NetApp ONTAP. Cette configuration offre un accès au stockage bloc haute performance
avec une faible latence grâce au protocole NVMe moderne.

Tâches initiales de l’administrateur de virtualisation

Effectuez ces tâches initiales pour préparer les hôtes Proxmox VE à la connectivité NVMe/FC et recueillir les
informations nécessaires à l’administrateur de stockage.

1. Vérifiez que deux interfaces HBA sont disponibles.

2. Sur chaque hôte Proxmox du cluster, exécutez les commandes suivantes pour collecter les informations
WWPN et vérifier que le paquet nvme-cli est installé.

apt update

apt install nvme-cli

cat /sys/class/fc_host/host*/port_name

nvme show-hostnqn

3. Fournissez les informations NQN et WWPN de l’hôte collectées à l’administrateur de stockage et
demandez un espace de noms NVMe de la taille requise.

Tâches de l’administrateur de stockage

Si vous débutez avec ONTAP, utilisez System Manager pour une meilleure expérience.

1. Vérifiez que le SVM est disponible avec le protocole NVMe activé. Se référer à "Documentation des tâches
NVMe sur ONTAP 9".

2. Créez l’espace de noms NVMe.
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Afficher un exemple

3. Créez le sous-système et attribuez les NQN hôtes (si vous utilisez l’interface de ligne de commande).
Suivez le lien de référence ci-dessus.

4. Assurez-vous que la protection anti-ransomware est activée dans l’onglet Sécurité.
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Afficher un exemple

5. Informez l’administrateur de virtualisation que l’espace de noms NVMe a été créé.

Tâches finales de l’administrateur de virtualisation

Effectuez ces tâches pour configurer l’espace de noms NVMe en tant que stockage LVM partagé dans
Proxmox VE.

1. Accédez à un shell sur chaque hôte Proxmox VE du cluster et vérifiez que le nouvel espace de noms est
visible.

2. Vérifiez les détails de l’espace de noms.

nvme list

3. Inspectez et collectez les détails de l’appareil.

nvme list

nvme netapp ontapdevices

nvme list-subsys

lsblk -N

4. Créer le groupe de volumes.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and

<device id> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

5. Utilisation de l’interface utilisateur de gestion à https:<proxmox node>:8006, cliquez sur Centre de
données, sélectionnez Stockage, cliquez sur Ajouter et sélectionnez LVM.
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Afficher un exemple

6. Indiquez le nom de l’identifiant de stockage, choisissez le groupe de volumes existant et sélectionnez le
groupe de volumes qui vient d’être créé avec l’interface de ligne de commande. Cochez l’option partagée.
Avec Proxmox VE 9 et versions ultérieures, activez la fonction Allow Snapshots as Volume-Chain
cette option est visible lorsque la case à cocher « Avancé » est activée.
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Afficher un exemple

7. L’exemple suivant présente un fichier de configuration de stockage LVM utilisant NVMe/FC :

Afficher un exemple

Configurer LVM avec NVMe/TCP pour Proxmox VE

Configurez Logical Volume Manager (LVM) pour le stockage partagé entre les hôtes
Proxmox Virtual Environment (VE) en utilisant le protocole NVMe sur TCP avec NetApp
ONTAP. Cette configuration offre un accès au stockage bloc haute performance via les
réseaux Ethernet standard grâce au protocole NVMe moderne.

Pool partagé LVM avec NVMe/TCP utilisant ONTAP

Tâches initiales de l’administrateur de virtualisation

Effectuez ces tâches initiales pour préparer les hôtes Proxmox VE à la connectivité NVMe/TCP et recueillir les
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informations nécessaires à l’administrateur de stockage.

1. Vérifiez que deux interfaces VLAN Linux sont disponibles.

2. Sur chaque hôte Proxmox du cluster, exécutez la commande suivante pour collecter les informations de
l’initiateur de l’hôte.

nvme show-hostnqn

3. Fournissez les informations NQN de l’hôte collectées à l’administrateur de stockage et demandez un
espace de noms NVMe de la taille requise.

Tâches de l’administrateur de stockage

Si vous débutez avec ONTAP, utilisez System Manager pour une meilleure expérience.

1. Vérifiez que le SVM est disponible avec le protocole NVMe activé. Se référer à "Documentation des tâches
NVMe sur ONTAP 9".

2. Créez l’espace de noms NVMe.
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Afficher un exemple

3. Créez le sous-système et attribuez les NQN hôtes (si vous utilisez l’interface de ligne de commande).
Suivez le lien de référence ci-dessus.

4. Assurez-vous que la protection anti-ransomware est activée dans l’onglet Sécurité.

5. Informez l’administrateur de virtualisation que l’espace de noms NVMe a été créé.

Tâches finales de l’administrateur de virtualisation

Effectuez ces tâches pour configurer l’espace de noms NVMe en tant que stockage LVM partagé dans
Proxmox VE.

1. Accédez à un shell sur chaque hôte Proxmox VE du cluster et créez le fichier /etc/nvme/discovery.conf.
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Mettez à jour le contenu en fonction de votre environnement.

root@pxmox01:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# --transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host

-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -l 1800 -a 172.21.118.153

-t tcp -l 1800 -a 172.21.118.154

-t tcp -l 1800 -a 172.21.119.153

-t tcp -l 1800 -a 172.21.119.154

2. Connectez-vous au sous-système NVMe.

nvme connect-all

3. Inspectez et collectez les détails de l’appareil.

nvme list

nvme netapp ontapdevices

nvme list-subsys

lsblk -l

4. Créer le groupe de volumes.

vgcreate pvens02 /dev/mapper/<device id>

5. Utilisation de l’interface utilisateur de gestion à https:<proxmox node>:8006, cliquez sur Centre de
données, sélectionnez Stockage, cliquez sur Ajouter et sélectionnez LVM.
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Afficher un exemple

6. Indiquez le nom de l’identifiant de stockage, choisissez le groupe de volumes existant et sélectionnez le
groupe de volumes qui vient d’être créé avec l’interface de ligne de commande. Cochez l’option partagée.
Avec Proxmox VE 9 et versions ultérieures, activez la fonction Allow Snapshots as Volume-Chain
cette option est visible lorsque la case à cocher « Avancé » est activée.

Afficher un exemple

7. L’exemple suivant présente un fichier de configuration de stockage LVM utilisant NVMe/TCP :
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Afficher un exemple

Avec Proxmox VE 9 et versions ultérieures, le fichier de configuration du stockage inclut l’option
supplémentaire snapshot-as-volume-chain 1 quand Allow Snapshots as Volume-Chain est
activé.

Le paquet nvme-cli inclut nvmef-autoconnect.service, qui peut être activé pour se connecter
automatiquement aux cibles au démarrage. Consultez la documentation de nvme-cli pour plus
de détails.
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