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Surveiller les machines virtuelles avec DIl

Découvrez la surveillance des machines virtuelles avec
Data Infrastructure Insights dans Red Hat OpenShift
Virtualization

NetApp Data Infrastructure Insights (anciennement Cloud Insights) s’intégre a OpenShift
Virtualization pour surveiller les machines virtuelles, offrant une visibilité sur les clouds
publics et les centres de données privés. Il permet aux utilisateurs de dépanner,
d’optimiser les ressources et d’obtenir des informations a 'aide de tableaux de bord, de
requétes puissantes et d’alertes pour les seuils de données.

NetApp Cloud Insights est un outil de surveillance de I'infrastructure cloud qui vous offre une visibilité sur
'ensemble de votre infrastructure. Avec Cloud Insights, vous pouvez surveiller, dépanner et optimiser toutes
VOS ressources, y compris vos clouds publics et vos centres de données privés. Pour plus d’'informations sur
NetApp Cloud Insights, reportez-vous au "Documentation Cloud Insights" .

Pour commencer a utiliser Data Infrastructure Insights, vous pouvez vous inscrire a I'adresse suivante :"Essai
gratuit de Data Infrastructure Insights" . Pour plus de détails, veuillez vous référer au "Data Infrastructure
Insights"

Cloud Insights dispose de plusieurs fonctionnalités qui vous permettent de trouver rapidement et facilement
des données, de résoudre les problémes et de fournir des informations sur votre environnement. Vous pouvez
trouver facilement des données avec des requétes puissantes, vous pouvez visualiser les données dans des
tableaux de bord et envoyer des alertes par e-mail pour les seuils de données que vous définissez. Se référer
a la"tutoriels vidéo" pour vous aider a comprendre ces fonctionnalités.

Pour que Cloud Insights commence a collecter des données, vous avez besoin des éléments suivants

Collecteurs de données Il existe 3 types de collecteurs de données : * Infrastructure (périphériques de
stockage, commutateurs réseau, infrastructure de calcul) * Systémes d’exploitation (tels que VMware ou
Windows) * Services (tels que Kafka)

Les collecteurs de données découvrent des informations a partir des sources de données, telles que le
périphérique de stockage ONTAP (collecteur de données d’infrastructure). Les informations recueillies sont
utilisées a des fins d’analyse, de validation, de surveillance et de dépannage.

Unité d’acquisition Si vous utilisez un collecteur de données d’infrastructure, vous avez également besoin
d’'une unité d’acquisition pour injecter des données dans Cloud Insights. Une unité d’acquisition est un
ordinateur dédié a I'hébergement de collecteurs de données, généralement une machine virtuelle. Cet
ordinateur est généralement situé dans le méme centre de données/VPC que les éléments surveillés.

Agents Telegraf Cloud Insights prend également en charge Telegraf en tant qu’agent pour la collecte de
données d’intégration. Telegraf est un agent serveur piloté par plugin qui peut étre utilisé pour collecter et
signaler des métriques, des événements et des journaux.

Architecture Cloud Insights


https://docs.netapp.com/us-en/cloudinsights
https://www.netapp.com/forms/dii-free-trial/
https://www.netapp.com/forms/dii-free-trial/
https://docs.netapp.com/us-en/cloudinsights/task_cloud_insights_onboarding_1.html
https://docs.netapp.com/us-en/cloudinsights/task_cloud_insights_onboarding_1.html
https://docs.netapp.com/us-en/cloudinsights/concept_feature_tutorials.html#introduction
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Intégrez Data Infrastructure Insights pour collecter les
données des machines virtuelles dans Red Hat OpenShift
Virtualization

Pour commencer a collecter des données pour les machines virtuelles dans OpenShift
Virtualization, vous devez installer plusieurs composants, notamment un opérateur de
surveillance Kubernetes, un collecteur de données pour Kubernetes et une unité
d’acquisition pour collecter des données a partir du stockage ONTAP prenant en charge
les disques de machines virtuelles.

1. Un opérateur de surveillance Kubernetes et un collecteur de données pour collecter les données
Kubernetes. Pour des instructions complétes, reportez-vous au"documentation” .

2. Une unité d’acquisition pour collecter des données a partir du stockage ONTAP qui fournit un stockage
persistant pour les disques VM. Pour des instructions complétes, reportez-vous a la"documentation” .

3. Un collecteur de données pour ONTAP Pour des instructions complétes, reportez-vous au"documentation”

De plus, si vous utilisez StorageGrid pour les sauvegardes de machines virtuelles, vous avez également
besoin d’un collecteur de données pour StorageGRID .

Surveiller les machines virtuelles dans Red Hat OpenShift
Virtualization a I’aide de Data Infrastructure Insights

NetApp Data Infrastructure Insights (anciennement Cloud Insights) fournit des


https://docs.netapp.com/us-en/cloudinsights/task_config_telegraf_agent_k8s.html
https://docs.netapp.com/us-en/cloudinsights/task_getting_started_with_cloud_insights.html
https://docs.netapp.com/us-en/cloudinsights/task_getting_started_with_cloud_insights.html#configure-the-data-collector-infrastructure

fonctionnalités de surveillance robustes pour les machines virtuelles dans OpenShift
Virtualization, notamment la surveillance basée sur les événements, la création d’alertes
et le mappage du stockage back-end. Il propose eégalement des analyses de changement
pour suivre les changements de cluster et aider au dépannage.

Surveillance basée sur les événements et création d’alertes

Voici un exemple dans lequel 'espace de noms contenant une machine virtuelle dans OpenShift Virtualization
est surveillé en fonction des événements. Dans cet exemple, un moniteur est créé sur la base de
logs.kubernetes.event pour 'espace de noms spécifié dans le cluster.

ol  Observability - NetApp PCS Sandbox / Observabilit Alerts / Manage Mc Monitor virtual-machines-demo-ns
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Cette requéte fournit tous les événements de la machine virtuelle dans I'espace de noms. (Il n’y a qu'une seule
machine virtuelle dans I'espace de noms). Une requéte avancée peut également étre construite pour filtrer en
fonction de I'événement dont la raison est « échec » ou « FailedMount ». Ces événements sont généralement
créés lorsqu’il y a un probléme lors de la création d’'un PV ou du montage du PV sur un pod indiquant des
problémes dans le provisionneur dynamique pour la création de volumes persistants pour la machine virtuelle.
Lors de la création du moniteur d’alerte comme indiqué ci-dessus, vous pouvez également configurer la
notification aux destinataires. Vous pouvez également fournir des actions correctives ou des informations
supplémentaires qui peuvent étre utiles pour résoudre I'erreur. Dans I'exemple ci-dessus, des informations
supplémentaires pourraient consister a examiner la configuration du backend Trident et les définitions de
classe de stockage pour résoudre le probléme.

Analyse des changements

Avec Change Analytics, vous pouvez obtenir une vue d’ensemble de ce qui a changé dans I'état de votre
cluster, y compris qui a effectué cette modification, ce qui peut vous aider a résoudre les problemes.
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Dans I'exemple ci-dessus, Change Analysis est configuré sur le cluster OpenShift pour I'espace de noms qui
contient une machine virtuelle de virtualisation OpenShift. Le tableau de bord affiche les changements par
rapport a la chronologie. Vous pouvez explorer en détail ce qui a changé et cliquer sur Toutes les modifications
Diff pour voir la différence des manifestes. A partir du manifeste, vous pouvez voir qu’une nouvelle sauvegarde
des disques persistants a été créée.
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Mapping du stockage backend

Avec Cloud Insights, vous pouvez facilement voir le stockage backend des disques VM et plusieurs
statistiques sur les PVC.
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Vous pouvez cliquer sur les liens sous la colonne backend, qui extrairont les données directement du stockage
backend ONTAP .
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Une autre fagon d’examiner 'ensemble du mappage du pod au stockage consiste a créer une requéte Toutes
les métriques a partir du menu Observabilité sous Explorer.
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En cliquant sur 'un des liens, vous obtiendrez les détails correspondants du stockage ONTP. Par exemple,
cliquer sur un nom de SVM dans la colonne storageVirtualMachine extraira les détails sur le SVM a partir d'
ONTAP. Cliquer sur le nom d’un volume interne permettra d’extraire les détails du volume dans ONTAP.
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