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Gestion des alertes
Vous pouvez configurer des alertes pour qu’elles envoient automatiquement des
notifications lorsque des événements ou événements spécifiques de certains types de
sévérité se produisent. Vous pouvez également associer une alerte à un script exécuté
lorsqu’une alerte est déclenchée.

Quelles sont les alertes

Les événements se produisent en permanence, mais Unified Manager génère une alerte
uniquement lorsqu’un événement répond aux critères de filtre spécifiés. Vous pouvez
choisir les événements pour lesquels des alertes doivent être générées. Par exemple,
lorsqu’un seuil d’espace est dépassé ou qu’un objet passe hors ligne. Vous pouvez
également associer une alerte à un script exécuté lorsqu’une alerte est déclenchée.

Les critères de filtre incluent la classe d’objet, le nom ou la gravité de l’événement.

Les informations contenues dans un e-mail d’alerte

Les e-mails d’alerte Unified Manager fournissent le type d’événement, la gravité de
l’événement, le nom de la règle enfreinte pour causer l’événement, et une description de
l’événement. L’e-mail fournit également un lien hypertexte pour chaque événement qui
vous permet d’afficher la page de détails de l’événement dans l’interface utilisateur.

Les e-mails d’alerte sont envoyés à tous les utilisateurs qui se sont abonnés pour recevoir des alertes.

Si un compteur de performances ou une valeur de capacité a un changement important pendant une période
de collecte, cela peut provoquer le déclenchement d’un événement critique et d’un événement d’avertissement
en même temps pour la même stratégie de seuil. Dans ce cas, vous pouvez recevoir un e-mail pour
l’événement d’avertissement et un autre pour l’événement critique. En effet, Unified Manager vous permet de
vous abonner séparément pour recevoir des alertes en cas d’avertissement ou de franchissement de seuils
critiques.

Après une mise à niveau vers Unified Manager 7.2 (ou version ultérieure), les liens vers des
événements et des alertes provenant d’e-mails envoyés à partir d’anciennes versions de Unified
Manager ne fonctionneront plus à cause d’un changement d’URL d’alerte et d’événement.

Voici un exemple d’e-mail d’alerte :
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Ajout d’alertes

Vous pouvez configurer des alertes pour vous avertir lorsqu’un événement particulier est
généré. Vous pouvez configurer les alertes pour une seule ressource, pour un groupe de
ressources ou pour les événements d’un type de sévérité particulier. Vous pouvez
spécifier la fréquence à laquelle vous souhaitez être averti et associer un script à l’alerte.

Avant de commencer

• Vous devez avoir configuré des paramètres de notification tels que l’adresse e-mail de l’utilisateur, le
serveur SMTP et l’hôte d’interruption SNMP pour permettre au serveur Unified Manager d’utiliser ces
paramètres pour envoyer des notifications aux utilisateurs lorsqu’un événement est généré.

• Vous devez connaître les ressources et les événements pour lesquels vous souhaitez déclencher l’alerte,
ainsi que les noms d’utilisateur ou adresses e-mail des utilisateurs que vous souhaitez notifier.

• Si vous souhaitez que le script soit exécuté en fonction de l’événement, vous devez l’avoir ajouté à Unified
Manager à l’aide de la page gestion/scripts.

• Vous devez avoir le rôle d’administrateur OnCommand ou d’administrateur du stockage.

Description de la tâche

Vous pouvez créer une alerte directement à partir de la page Détails de l’événement après avoir reçu un
événement en plus de créer une alerte à partir de la page Configuration/alerte, comme décrit ici.
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Étapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > Alerting.

2. Dans la page Configuration/Alerting, cliquez sur Ajouter.

3. Dans la boîte de dialogue Ajouter une alerte, cliquez sur Nom, puis entrez un nom et une description
pour l’alerte.

4. Cliquez sur Ressources, puis sélectionnez les ressources à inclure ou à exclure de l’alerte.

Vous pouvez définir un filtre en spécifiant une chaîne de texte dans le champ Nom contient pour
sélectionner un groupe de ressources. En fonction de la chaîne de texte que vous spécifiez, la liste des
ressources disponibles n’affiche que les ressources qui correspondent à la règle de filtre. La chaîne de
texte que vous spécifiez est sensible à la casse.

Si une ressource est conforme à la fois aux règles inclure et exclure que vous avez spécifiées, la règle
d’exclusion est prioritaire sur la règle inclure et l’alerte n’est pas générée pour les événements liés à la
ressource exclue.

5. Cliquez sur Evénements, puis sélectionnez les événements en fonction du nom de l’événement ou du
type de gravité de l’événement pour lequel vous souhaitez déclencher une alerte.

Pour sélectionner plusieurs événements, appuyez sur la touche Ctrl pendant que vous
effectuez vos sélections.

6. Cliquez sur actions et sélectionnez les utilisateurs que vous souhaitez notifier, choisissez la fréquence de
notification, choisissez si une interruption SNMP sera envoyée au récepteur d’interruption et affectez un
script à exécuter lorsqu’une alerte est générée.

Si vous modifiez l’adresse e-mail spécifiée pour l’utilisateur et rouvrez l’alerte pour
modification, le champ Nom apparaît vide car l’adresse e-mail modifiée n’est plus mappée à
l’utilisateur qui a été précédemment sélectionné. En outre, si vous avez modifié l’adresse e-
mail de l’utilisateur sélectionné à partir de la page gestion/utilisateurs, l’adresse e-mail
modifiée n’est pas mise à jour pour l’utilisateur sélectionné.

Vous pouvez également choisir de notifier les utilisateurs via les interruptions SNMP.

7. Cliquez sur Enregistrer.

Exemple d’ajout d’une alerte

Dans cet exemple, vous apprendrez à créer une alerte conforme aux exigences suivantes :

• Nom de l’alerte : HealthTest

• Ressources : inclut tous les volumes dont le nom contient « abc » et exclut tous les volumes dont le nom
contient « xyz ».

• Événements : inclut tous les événements de santé critiques

• Actions : inclut «ample@domain.com», un script «Test», et l’utilisateur doit être averti toutes les 15 minutes

Effectuez les opérations suivantes dans la boîte de dialogue Ajouter une alerte :

1. Cliquez sur Nom et saisissez HealthTest Dans le champ Nom d’alerte.
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2. Cliquez sur Ressources et, dans l’onglet inclure, sélectionnez volumes dans la liste déroulante.

a. Entrez abc Dans le champ Name contient pour afficher les volumes dont le nom contient « abc ».

b. Sélectionnez <<All Volumes whose name contains 'abc'>> dans la zone Ressources disponibles,
puis déplacez-le dans la zone Ressources sélectionnées.

c. Cliquez sur exclure, puis saisissez xyz Dans le champ Name contient, puis cliquez sur Add.

3. Cliquez sur Evénements, puis sélectionnez critique dans le champ gravité de l’événement.

4. Sélectionnez tous les événements critiques dans la zone événements de correspondance et déplacez-le
dans la zone événements sélectionnés.

5. Cliquez sur actions, puis saisissez sample@domain.com Dans le champ Alert ces utilisateurs.

6. Sélectionnez rappeler toutes les 15 minutes pour avertir l’utilisateur toutes les 15 minutes.

Vous pouvez configurer une alerte pour qu’elle envoie régulièrement des notifications aux destinataires
pendant une heure donnée. Vous devez déterminer l’heure à laquelle la notification d’événement est active
pour l’alerte.

7. Dans le menu Select script to Execute (Sélectionner un script à exécuter), sélectionnez Test script .

8. Cliquez sur Enregistrer.

Instructions d’ajout d’alertes

Vous pouvez ajouter des alertes en fonction d’une ressource, par exemple un cluster, un
nœud, un agrégat ou un volume, ainsi que les événements d’un type de sévérité
spécifique. Pour bénéficier de cette meilleure pratique, vous pouvez ajouter une alerte à
l’un de vos objets stratégiques après avoir ajouté le cluster auquel cet objet appartient.

Vous pouvez utiliser les instructions et considérations suivantes pour créer des alertes afin de gérer
efficacement vos systèmes :

• Description de l’alerte

Vous devez fournir une description pour l’alerte afin qu’elle vous aide à suivre efficacement vos alertes.

• Ressources

Vous devez décider quelle ressource physique ou logique requiert une alerte. Vous pouvez inclure et
exclure des ressources, selon les besoins. Par exemple, si vous souhaitez surveiller de près vos agrégats
en configurant une alerte, vous devez sélectionner les agrégats requis dans la liste des ressources.

• Gravité de l’événement

Vous devez décider si un événement d’un type de gravité spécifié (critique, erreur, avertissement) doit
déclencher l’alerte et, le cas échéant, quel type de gravité.

• Nom de l’événement

Si vous ajoutez une alerte en fonction du type d’événement généré, vous devez décider des événements
qui nécessitent une alerte

• Actions
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Vous devez fournir les noms d’utilisateur et les adresses e-mail des utilisateurs qui reçoivent la notification.
Vous pouvez également spécifier un trap SNMP comme mode de notification. Vous pouvez associer vos
scripts à une alerte afin qu’ils soient exécutés lorsqu’une alerte est générée.

• Fréquence des notifications

Vous pouvez configurer une alerte pour qu’elle envoie une notification répétée aux destinataires pendant
une heure donnée. Vous devez déterminer l’heure à laquelle la notification d’événement est active pour
l’alerte. Si vous souhaitez que la notification d’événement soit répétée jusqu’à l’accusé de réception de
l’événement, vous devez déterminer la fréquence à laquelle vous souhaitez que la notification soit répétée.

• Exécuter le script

Vous pouvez associer votre script à une alerte. Votre script est exécuté lorsque l’alerte est générée.

Ajout d’alertes en cas d’événements de performances

Vous pouvez configurer les alertes en cas d’événements de performance individuels
comme n’importe quel autre événement reçu par Unified Manager. Par ailleurs, si vous
souhaitez traiter tous les événements de performance comme si un e-mail est envoyé à
la même personne, vous pouvez créer une seule alerte pour vous informer en cas de
déclenchement d’événements de performance critiques ou d’avertissement.

Avant de commencer

Vous devez avoir le rôle d’administrateur OnCommand ou d’administrateur du stockage.

Description de la tâche

L’exemple ci-dessous montre comment créer un événement pour toutes les latence critique, les IOPS et les
Mo/sec. Vous pouvez utiliser cette même méthodologie pour sélectionner des événements à partir de tous les
compteurs de performances et pour tous les événements d’avertissement.

Étapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > Alerting.

2. Dans la page Configuration/Alerting, cliquez sur Ajouter.

3. Dans la boîte de dialogue Ajouter une alerte, cliquez sur Nom, puis entrez un nom et une description
pour l’alerte.

4. Ne sélectionnez aucune ressource sur la page Ressources.

Aucune ressource n’est sélectionnée, l’alerte est appliquée à tous les clusters, agrégats, volumes, etc.
Pour lesquels ces événements sont reçus.

5. Cliquez sur Evénements et effectuez les opérations suivantes :

a. Dans la liste gravité de l’événement, sélectionnez critique.

b. Dans le champ Nom de l’événement contient, entrez latency puis cliquez sur la flèche pour
sélectionner tous les événements correspondants.

c. Dans le champ Nom de l’événement contient, entrez iops puis cliquez sur la flèche pour sélectionner
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tous les événements correspondants.

d. Dans le champ Nom de l’événement contient, entrez mbps puis cliquez sur la flèche pour sélectionner
tous les événements correspondants.

6. Cliquez sur actions, puis sélectionnez le nom de l’utilisateur qui recevra l’e-mail d’alerte dans le champ
Alert thavent Users.

7. Configurez toutes les autres options de cette page pour l’émission de taps SNMP et l’exécution d’un script.

8. Cliquez sur Enregistrer.

Exclusion de volumes de destination de reprise après
incident de la génération des alertes

Lors de la configuration des alertes de volume, vous pouvez spécifier une chaîne dans la
boîte de dialogue alerte qui identifie un volume ou un groupe de volumes. Si vous avez
configuré la reprise sur incident pour les SVM, toutefois, les volumes source et de
destination ont le même nom, vous recevez des alertes pour les deux volumes.

Avant de commencer

Vous devez avoir le rôle d’administrateur OnCommand ou d’administrateur du stockage.

Description de la tâche

Vous pouvez désactiver les alertes relatives aux volumes de destination de reprise sur incident en excluant les
volumes qui ont le nom du SVM de destination. Ceci est possible car l’identifiant des événements de volume
contient à la fois le nom du SVM et le nom du volume au format « <svm_name>:/<volume_name> ».

L’exemple ci-dessous montre comment créer des alertes pour le volume « vol1 » sur le SVM primaire « vs1 »,
mais exclut la génération de l’alerte sur un volume du même nom sur le SVM « vs1-dr ».

Effectuez les opérations suivantes dans la boîte de dialogue Ajouter une alerte :

Étapes

1. Cliquez sur Nom et entrez un nom et une description pour l’alerte.

2. Cliquez sur Ressources, puis sélectionnez l’onglet inclure.

a. Sélectionnez Volume dans la liste déroulante, puis entrez vol1 Dans le champ Name contient pour
afficher les volumes dont le nom contient ""vol1"".

b. Sélectionnez [All Volumes whose name contains 'vol1'] Dans la zone Ressources disponibles et
déplacez-la dans la zone Ressources sélectionnées.

3. Sélectionnez l’onglet exclure, sélectionnez Volume, entrez vs1-dr Dans le champ Name contient, puis
cliquez sur Add.

Cela exclut l’alerte d’être générée pour le volume « vol1 » sur le SVM » « vs1-dr ».

4. Cliquez sur Evénements et sélectionnez l’événement ou les événements que vous souhaitez appliquer au
ou aux volumes.

5. Cliquez sur actions, puis sélectionnez le nom de l’utilisateur qui recevra l’e-mail d’alerte dans le champ
Alert thavent Users.
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6. Configurez toutes les autres options de cette page pour émettre des interruptions SNMP et exécuter un
script, puis cliquez sur Enregistrer.

Test des alertes

Vous pouvez tester une alerte pour vérifier que vous l’avez correctement configurée.
Lorsqu’un événement est déclenché, une alerte est générée et un e-mail d’alerte est
envoyé aux destinataires configurés. Vous pouvez vérifier si la notification est envoyée et
si votre script est exécuté à l’aide de l’alerte test.

Avant de commencer

• Vous devez avoir configuré des paramètres de notification tels que l’adresse électronique des
destinataires, le serveur SMTP et le trap SNMP.

Le serveur Unified Manager peut utiliser ces paramètres pour envoyer des notifications aux utilisateurs
lorsqu’un événement est généré.

• Vous devez avoir affecté un script et configuré le script pour qu’il s’exécute lorsque l’alerte est générée.

• Vous devez avoir le rôle d’administrateur OnCommand.

Étapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > Alerting.

2. Dans la page Configuration/Alerting, sélectionnez l’alerte à tester, puis cliquez sur Test.

Un e-mail d’alerte de test est envoyé aux adresses e-mail que vous avez spécifiées lors de la création de
l’alerte.

Affichage des alertes

Vous pouvez afficher la liste des alertes créées pour divers événements à partir de la
page Configuration/alerte. Vous pouvez également afficher les propriétés des alertes
telles que la description de l’alerte, la méthode de notification et la fréquence, les
événements qui déclenchent l’alerte, les destinataires des alertes et les ressources
affectées, telles que les clusters, les agrégats et les volumes.

Avant de commencer

Vous devez avoir le rôle opérateur, administrateur OnCommand ou administrateur stockage.

Étapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > Alerting.

La liste des alertes s’affiche dans la page Configuration/alerte.
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Modification des alertes

Vous pouvez modifier les propriétés d’alerte, telles que la ressource à laquelle l’alerte est
associée, les événements, les destinataires, les options de notification, la fréquence de
notification, et les scripts associés.

Avant de commencer

Vous devez avoir le rôle d’administrateur OnCommand.

Étapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > Alerting.

2. Dans la page Configuration/Alerting, sélectionnez l’alerte que vous souhaitez modifier, puis cliquez sur
Modifier.

3. Dans la boîte de dialogue Modifier alerte, modifiez le nom, les ressources, les événements et les actions,
selon les besoins.

Vous pouvez modifier ou supprimer le script associé à l’alerte.

4. Cliquez sur Enregistrer.

Suppression des alertes

Vous pouvez supprimer une alerte lorsqu’elle n’est plus requise. Par exemple, vous
pouvez supprimer une alerte créée pour une ressource spécifique lorsque cette
ressource n’est plus surveillée par Unified Manager.

Avant de commencer

Vous devez avoir le rôle d’administrateur OnCommand.

Étapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > Alerting.

2. Sur la page Configuration/Alerting, sélectionnez les alertes à supprimer, puis cliquez sur Supprimer.

3. Cliquez sur Oui pour confirmer la demande de suppression.

Description des fenêtres d’alerte et des boîtes de dialogue

Vous devez configurer les alertes pour recevoir des notifications sur les événements à
l’aide de la boîte de dialogue Ajouter une alerte. Vous pouvez également afficher la liste
des alertes à partir de la page Configuration/alerte.

Page Configuration/alerte

La page Configuration/alerte affiche une liste d’alertes et fournit des informations sur le
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nom, l’état, la méthode de notification et la fréquence des notifications de l’alerte. Vous
pouvez également ajouter, modifier, supprimer, activer ou désactiver des alertes à partir
de cette page.

Vous devez avoir le rôle d’administrateur OnCommand ou d’administrateur du stockage.

Boutons de commande

• Ajouter

Affiche la boîte de dialogue Ajouter une alerte qui vous permet d’ajouter de nouvelles alertes.

• Modifier

Affiche la boîte de dialogue Modifier l’alerte, qui permet de modifier les alertes sélectionnées.

• Supprimer

Supprime les alertes sélectionnées.

• Activer

Permet aux alertes sélectionnées d’envoyer des notifications.

• Désactiver

Désactive les alertes sélectionnées lorsque vous souhaitez arrêter temporairement l’envoi de notifications.

• Test

Teste les alertes sélectionnées pour vérifier leur configuration après ajout ou modification.

Vue liste

La vue liste affiche, au format tabulaire, des informations sur les alertes créées. Vous pouvez utiliser les filtres
de colonne pour personnaliser les données affichées. Vous pouvez également sélectionner une alerte pour
afficher plus d’informations à ce sujet dans la zone de détails.

• Statut

Indique si une alerte est activée ( ) ou désactivé ( ).

• Alerte

Affiche le nom de l’alerte.

• Description

Affiche une description de l’alerte.

• Méthode de notification

Affiche la méthode de notification sélectionnée pour l’alerte. Vous pouvez avertir les utilisateurs par e-mail
ou des interruptions SNMP.
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• Fréquence de notification

Spécifie la fréquence (en minutes) à laquelle le serveur de gestion continue d’envoyer des notifications
jusqu’à ce que l’événement soit validé, résolu ou déplacé à l’état Obsolète.

Zone de détails

La zone de détails fournit des informations supplémentaires sur l’alerte sélectionnée.

• Nom de l’alerte

Affiche le nom de l’alerte.

• Description de l’alerte

Affiche une description de l’alerte.

• Événements

Affiche les événements pour lesquels vous souhaitez déclencher l’alerte.

• Ressources

Affiche les ressources pour lesquelles vous souhaitez déclencher l’alerte.

• Inclut

Affiche le groupe de ressources pour lequel vous souhaitez déclencher l’alerte.

• Exclusion

Affiche le groupe de ressources pour lequel vous ne souhaitez pas déclencher l’alerte.

• Méthode de notification

Affiche la méthode de notification de l’alerte.

• Fréquence de notification

Affiche la fréquence à laquelle le serveur de gestion continue d’envoyer des notifications d’alerte jusqu’à ce
que l’événement soit validé, résolu ou déplacé à l’état Obsolète.

• Nom du script

Affiche le nom du script associé à l’alerte sélectionnée. Ce script est exécuté lorsqu’une alerte est générée.

• Destinataires d’e-mails

Affiche les adresses e-mail des utilisateurs qui reçoivent la notification d’alerte.

Boîte de dialogue Ajouter une alerte

Vous pouvez créer des alertes pour vous informer lorsqu’un événement particulier est
généré. Vous pouvez ainsi résoudre le problème rapidement et réduire ainsi l’impact sur
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votre environnement. Vous pouvez créer des alertes pour une seule ressource ou un
ensemble de ressources, et pour les événements d’un type de gravité particulier. Vous
pouvez également spécifier la méthode de notification et la fréquence des alertes.

Vous devez avoir le rôle d’administrateur OnCommand ou d’administrateur du stockage.

Nom

Cette zone vous permet de spécifier un nom et une description pour l’alerte :

• Nom de l’alerte

Vous permet de spécifier un nom d’alerte.

• Description de l’alerte

Vous permet de spécifier une description de l’alerte.

Ressources

Cette zone vous permet de sélectionner une ressource individuelle ou de regrouper les ressources en fonction
d’une règle dynamique pour laquelle vous souhaitez déclencher l’alerte. Une règle dynamique est l’ensemble
des ressources filtrées en fonction de la chaîne de texte que vous spécifiez. Vous pouvez rechercher des
ressources en sélectionnant un type de ressource dans la liste déroulante ou vous pouvez spécifier le nom
exact de la ressource pour afficher une ressource spécifique.

Si vous créez une alerte à partir de l’une des pages de détails de l’objet de stockage, l’objet de stockage est
automatiquement inclus dans l’alerte.

• Inclure

Vous pouvez inclure les ressources pour lesquelles vous souhaitez déclencher des alertes. Vous pouvez
spécifier une chaîne de texte pour regrouper les ressources correspondant à la chaîne et sélectionner ce
groupe à inclure dans l’alerte. Par exemple, vous pouvez regrouper tous les volumes dont le nom contient
la chaîne « abc ».

• Exclure

Vous permet d’exclure des ressources pour lesquelles vous ne souhaitez pas déclencher d’alertes. Par
exemple, vous pouvez exclure tous les volumes dont le nom contient la chaîne « xyz ».

L’onglet exclure s’affiche uniquement lorsque vous sélectionnez toutes les ressources d’un type de
ressource particulier : par exemple, [All Volumes] ou [All Volumes whose name contains 'xyz'].

Si une ressource est conforme à la fois aux règles inclure et exclure que vous avez spécifiées, la règle
d’exclusion est prioritaire sur la règle inclure et l’alerte n’est pas générée pour l’événement.

Événements

Cette zone vous permet de sélectionner les événements pour lesquels vous souhaitez créer les alertes. Vous
pouvez créer des alertes pour les événements selon une gravité spécifique ou pour un ensemble
d’événements.

Pour sélectionner plusieurs événements, maintenez la touche Ctrl enfoncée pendant que vous effectuez vos
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sélections.

• Gravité de l’événement

Vous permet de sélectionner des événements en fonction du type de gravité, qui peut être critique, erreur
ou Avertissement.

• Le nom de l’événement contient

Permet de sélectionner des événements dont le nom contient des caractères spécifiés.

Actions

Cette zone vous permet de spécifier les utilisateurs que vous souhaitez notifier lorsqu’une alerte est
déclenchée. Vous pouvez également spécifier la méthode de notification et la fréquence de notification.

• Avertir ces utilisateurs

Vous permet de spécifier l’adresse e-mail ou le nom d’utilisateur de l’utilisateur pour recevoir des
notifications.

Si vous modifiez l’adresse e-mail spécifiée pour l’utilisateur et rouvrez l’alerte pour modification, le champ
Nom apparaît vide car l’adresse e-mail modifiée n’est plus mappée à l’utilisateur qui a été précédemment
sélectionné. En outre, si vous avez modifié l’adresse e-mail de l’utilisateur sélectionné à partir de la page
gestion/utilisateurs, l’adresse e-mail modifiée n’est pas mise à jour pour l’utilisateur sélectionné.

• Fréquence de notification

Vous permet de spécifier la fréquence à laquelle le serveur de gestion envoie des notifications jusqu’à ce
que l’événement soit validé, résolu ou déplacé à l’état obsolète.

Vous pouvez choisir les méthodes de notification suivantes :

◦ Notifier une seule fois

◦ Notifier à une fréquence spécifiée

◦ Notifier à une fréquence spécifiée dans la plage de temps spécifiée

• Lancer le trap SNMP

La sélection de cette case vous permet de spécifier si les interruptions SNMP doivent être envoyées à
l’hôte SNMP configuré globalement.

• Exécuter le script

Vous permet d’ajouter votre script personnalisé à l’alerte. Ce script est exécuté lorsqu’une alerte est
générée.

Boutons de commande

• Enregistrer

Crée une alerte et ferme la boîte de dialogue.

• Annuler
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Supprime les modifications et ferme la boîte de dialogue.

Boîte de dialogue Modifier l’alerte

Vous pouvez modifier les propriétés des alertes, telles que la ressource avec laquelle
l’alerte est associée, les événements, le script et les options de notification.

Nom

Cette zone vous permet de modifier le nom et la description de l’alerte.

• Nom de l’alerte

Permet de modifier le nom de l’alerte.

• Description de l’alerte

Vous permet de spécifier une description de l’alerte.

• État d’alerte

Vous permet d’activer ou de désactiver l’alerte.

Ressources

Cette zone vous permet de sélectionner une ressource individuelle ou de regrouper les ressources en fonction
d’une règle dynamique pour laquelle vous souhaitez déclencher l’alerte. Vous pouvez rechercher des
ressources en sélectionnant un type de ressource dans la liste déroulante ou vous pouvez spécifier le nom
exact de la ressource pour afficher une ressource spécifique.

• Inclure

Vous pouvez inclure les ressources pour lesquelles vous souhaitez déclencher des alertes. Vous pouvez
spécifier une chaîne de texte pour regrouper les ressources correspondant à la chaîne et sélectionner ce
groupe à inclure dans l’alerte. Par exemple, vous pouvez regrouper tous les volumes dont le nom contient
la chaîne « vol0 ».

• Exclure

Vous permet d’exclure des ressources pour lesquelles vous ne souhaitez pas déclencher d’alertes. Par
exemple, vous pouvez exclure tous les volumes dont le nom contient la chaîne « xyz ».

L’onglet exclure s’affiche uniquement lorsque vous sélectionnez toutes les ressources d’un
type de ressource particulier, par exemple, [All Volumes] ou [All Volumes whose name
contains 'xyz'].

Événements

Cette zone vous permet de sélectionner les événements pour lesquels vous souhaitez déclencher les alertes.
Vous pouvez déclencher une alerte pour des événements basés sur une gravité spécifique ou pour un
ensemble d’événements.

13



• Gravité de l’événement

Vous permet de sélectionner des événements en fonction du type de gravité, qui peut être critique, erreur
ou Avertissement.

• Le nom de l’événement contient

Permet de sélectionner des événements dont le nom contient les caractères spécifiés.

Actions

Cette zone vous permet de spécifier la méthode de notification et la fréquence de notification.

• Avertir ces utilisateurs

Vous permet de modifier l’adresse e-mail ou le nom d’utilisateur, ou de spécifier une nouvelle adresse e-
mail ou un nouveau nom d’utilisateur pour recevoir des notifications.

• Fréquence de notification

Permet de modifier la fréquence à laquelle le serveur de gestion envoie des notifications jusqu’à ce que
l’événement soit validé, résolu ou déplacé à l’état obsolète.

Vous pouvez choisir les méthodes de notification suivantes :

◦ Notifier une seule fois

◦ Notifier à une fréquence spécifiée

◦ Notifier à une fréquence spécifiée dans la plage de temps spécifiée

• Lancer le trap SNMP

Vous permet de spécifier si les interruptions SNMP doivent être envoyées à l’hôte SNMP configuré
globalement.

• Exécuter le script

Vous permet d’associer un script à l’alerte. Ce script est exécuté lorsqu’une alerte est générée.

Boutons de commande

• Enregistrer

Enregistre les modifications et ferme la boîte de dialogue.

• Annuler

Supprime les modifications et ferme la boîte de dialogue.
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