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Gestion des clusters

Vous pouvez gérer les clusters ONTAP a I'aide d'Unified Manager afin de surveiller,
d’ajouter, de modifier et de supprimer des clusters.

Fonctionnement du processus de détection du cluster

Une fois que vous avez ajouté un cluster a Unified Manager, le serveur détecte les objets
du cluster et les ajoute a sa base de données. Le fonctionnement du processus de
découverte vous permet de gérer les clusters de votre entreprise et leurs objets.

Lintervalle de controle permettant de collecter les informations de configuration du cluster est de 15 minutes.
Par exemple, une fois que vous avez ajouté un cluster, il faut 15 minutes pour afficher les objets de cluster
dans linterface utilisateur Unified Manager. Cette période est également vraie lorsque vous apportez des
modifications a un cluster. Par exemple, si vous ajoutez deux nouveaux volumes a un SVM dans un cluster,
ces nouveaux objets s’affichent dans l'interface utilisateur aprés l'intervalle d’interrogation suivant, qui peut
prendre jusqu’a 15 minutes.

L'image suivante illustre le processus de détection :
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Une fois que tous les objets d’un nouveau cluster sont découverts, Unified Manager commence a collecter les
données d’historique de performances des 15 jours précédents. Ces statistiques sont collectées a l'aide de la
fonctionnalité de collecte de continuité des données. Cette fonctionnalité fournit des informations de
performance sur plus de deux semaines pour un cluster immédiatement aprés son ajout. Une fois le cycle de
collecte de continuité des données terminé, les données en temps réel des performances du cluster sont
collectées, par défaut, toutes les cing minutes.



Etant donné que la collecte de données de performances sur 15 jours consomme beaucoup de

@ ressources CPU, il est conseillé d’échelonner I'ajout de nouveaux clusters pour que les
sondages de collecte de la continuité des données ne s’exécutent pas simultanément sur un
trop grand nombre de clusters.

Afficher la liste des clusters surveillés

Vous pouvez utiliser la page Configuration/sources de données de cluster pour afficher
I'inventaire de vos clusters. Vous pouvez afficher des détails sur les clusters, tels que leur
nom ou leur adresse IP et I'état de la communication.

Avant de commencer

Vous devez avoir le role opérateur, administrateur OnCommand ou administrateur stockage.

Description de la tache

La liste des clusters est triée par la colonne niveau de gravité de I'état de collecte. Vous pouvez cliquer sur un
en-téte de colonne pour trier les clusters par différentes colonnes.

Etapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > sources de données de cluster.

Ajout de clusters

Vous pouvez ajouter un cluster a OnCommand Unified Manager afin de pouvoir contréler
le cluster. Il est donc possible d’obtenir des informations sur le cluster, notamment son
état, sa capacité, ses performances et sa configuration, afin de trouver et de résoudre
tous les problemes potentiels.

Avant de commencer

» Vous devez avoir le role d’administrateur OnCommand ou celui d’administrateur du stockage.

» Vous devez disposer du nom d’hote ou de I'adresse IP de gestion du cluster (IPv4 ou IPv6) pour le cluster.

Lorsque vous utilisez le nom d’héte, il doit résoudre I'adresse IP de gestion du cluster pour la LIF de
gestion du cluster. Si vous utilisez une LIF de node-management, 'opération échoue.

* Vous devez disposer du nom d’utilisateur et du mot de passe pour accéder au cluster.
Ce compte doit avoir le réle admin avec accés application défini sur ontapi, ssh et http.

* Vous devez connaitre le type de protocole (HTTP ou HTTPS) a configurer sur le cluster et le numéro de
port utilisé pour la connexion au cluster.

* L'espace requis doit étre adéquat sur le serveur Unified Manager. Vous n’avez pas besoin d’ajouter un
cluster au serveur lorsque plus de 90 % de I'espace est déja utilisé.



Vous pouvez ajouter des clusters derriere un pare-feu/NAT a I'aide de I'adresse IP NAT Unified

@ Manager. Tous les systemes SnapProtect ou Workflow Automation connectés doivent
€galement étre situés derriere le pare-feu et les appels de I’API SnapProtect doivent utiliser
'adresse IP NAT pour identifier le cluster.

Description de la tache

» Chaque cluster en configuration MetroCluster doit étre ajouté séparément.

* Une instance unique de Unified Manager peut prendre en charge un nombre spécifique de nceuds. Si vous
devez contréler un environnement qui dépasse le nombre de noeuds pris en charge, vous devez installer
une instance supplémentaire de Unified Manager pour surveiller certains clusters.

* Vous pouvez contréler un cluster unique par deux instances de Unified Manager a condition que vous ayez
configuré une deuxiéme LIF de gestion du cluster sur le cluster de maniere a ce que chaque instance de
Unified Manager se connecte via une autre LIF.

Etapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > sources de données de cluster.
2. Sur la page sources de données de configuration/cluster, cliquez sur Ajouter.
3. Dans la boite de dialogue Ajouter un cluster, spécifiez les valeurs requises, puis cliquez sur Envoyer.

4. Si HTTPS est sélectionné, effectuez les opérations suivantes :

a. Dans la boite de dialogue Authorise Host , cliquez sur View Certificate pour afficher les informations
de certificat relatives au cluster.

b. Cliquez sur Oui.

Unified Manager vérifie le certificat uniquement lorsque le cluster est ajouté au départ. Unified Manager
ne vérifie pas le certificat pour chaque appel d’API au ONTAP.

Si le certificat a expiré, vous ne pouvez pas ajouter un nouveau cluster. Vous devez d’abord renouveler le
certificat SSL, puis ajouter le cluster.

Résultats

Une fois que tous les objets d’'un nouveau cluster sont découverts (15 minutes environ), Unified Manager
commence a collecter les données de performance historiques pour les 15 jours précédents. Ces statistiques
sont collectées a 'aide de la fonctionnalité de collecte de continuité des données. Cette fonctionnalité fournit
des informations de performance sur plus de deux semaines pour un cluster immédiatement aprés son ajout.
Une fois le cycle de collecte de continuité des données terminé, les données en temps réel des performances
du cluster sont collectées, par défaut, toutes les cing minutes.

Etant donné que la collecte de données de performances sur 15 jours consomme beaucoup de
ressources CPU, il est conseillé d’échelonner 'ajout de nouveaux clusters pour que les

@ sondages de collecte de la continuité des données ne s’exécutent pas simultanément sur un
trop grand nombre de clusters. En outre, si vous redémarrez Unified Manager pendant la
période de collecte de la continuité des données, la collecte sera interrompue et vous verrez
des écarts dans les graphiques de performances pour les périodes manquantes.



Si vous recevez un message d’erreur ne permettant pas d’ajouter le cluster, vérifiez si les
problémes suivants existent :

+ Siles horloges sur les deux systémes ne sont pas synchronisées et que la date de début du
certificat HTTPS de Unified Manager est postérieure a la date sur le cluster. Vous devez
vous assurer que les horloges sont synchronisées a 'aide du protocole NTP ou d’un service
similaire.

* Sile cluster a atteint le nombre maximal de destinations de notification EMS, I'adresse
Unified Manager ne peut pas étre ajoutée. Par défaut, seules 20 destinations de notification
EMS peuvent étre définies sur le cluster.

Modification des clusters

Vous pouvez modifier les parameétres d’un cluster existant, comme le nom d’héte ou
I'adresse IP, le nom d’utilisateur, le mot de passe, le protocole et le port, A l'aide de la
boite de dialogue Modifier le cluster.

Avant de commencer

Vous devez avoir le role d’administrateur OnCommand ou celui d’administrateur du stockage.

Description de la tache

Si vous remplacez I'adresse IP d’un cluster par une adresse IP d’un cluster existant surveillé,
toutes les données du cluster existant sont perdues lorsque I'ancien cluster est détecté. Un
message d’erreur ne s’affiche pas pour vous avertir.

Etapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > sources de données de cluster.

2. Sur la page sources de données de configuration/cluster, sélectionnez le cluster que vous souhaitez
modifier, puis cliquez sur Modifier.

3. Dans la boite de dialogue Edit Cluster, modifiez les valeurs comme requis.

4. Cliquez sur soumettre.

Supprimer les clusters

Vous pouvez supprimer un cluster de Unified Manager a I'aide de la page sources de
données de configuration/cluster. Par exemple, vous pouvez supprimer un cluster si la
détection d’un cluster échoue ou si vous souhaitez désaffecter un systéme de stockage.
Avant de commencer

Vous devez avoir le réle d’administrateur OnCommand ou celui d’administrateur du stockage.



Description de la tache

Cette tache supprime le cluster sélectionné de Unified Manager. Apres le retrait d’un cluster, il n’est plus
surveillé. De méme, l'instance de Unified Manager enregistrée avec le cluster supprimé n’est pas enregistrée
du cluster.

La suppression d’un cluster supprime également tous ses objets de stockage, ses données historiques, les
services de stockage et tous les événements associés a partir d’Unified Manager. Ces changements sont
reflétés sur les pages d’inventaire et les pages de détails aprés le prochain cycle de collecte des données.

Etapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > sources de données de cluster.

2. Sur la page sources de données de configuration/cluster, sélectionnez le cluster que vous souhaitez
supprimer et cliquez sur Supprimer.

3. Dans la boite de dialogue Supprimer la source de données, cliquez sur Supprimer pour confirmer la
demande de suppression.

Détection des clusters a nouveau

Vous pouvez redécouvrir manuellement un cluster a partir de la page sources de
données de configuration/cluster afin d’obtenir les derniéres informations sur I'état de
santé, la surveillance de I'état et les performances du cluster.

Description de la tache

Vous pouvez redécouvrir manuellement un cluster lorsque vous souhaitez mettre a jour le cluster, par exemple
en augmentant la taille d’'un agrégat lorsque I'espace est insuffisant, et vous souhaitez qu’Unified Manager
détecte les modifications que vous apportez.

Lorsque Unified Manager est associé a OnCommand Workflow Automation (WFA), le couplage déclenche la
reacquisition des données mises en cache par WFA.

Etapes

1. Dans le volet de navigation de gauche, cliquez sur Configuration > sources de données de cluster.

2. Sur la page sources de données de configuration/cluster, cliquez sur redécouvrir.

Unified Manager détecte de nouveau le cluster sélectionné et affiche le dernier état de santé et de

performances.
@ Vous pouvez obtenir I'état de contréle du cluster depuis le volet droit de la page tableaux de
bord/Cluster View.

Description des pages de gestion des sources de données

Vous pouvez afficher et gérer vos clusters, notamment ajouter, modifier, redécouvrir et
supprimer des clusters, a partir d’'une seule page.



Page sources de données de configuration/cluster

La page sources de données de configuration/cluster affiche des informations sur les
clusters actuellement en cours de surveillance par Unified Manager. Cette page vous
permet d’ajouter des clusters, de modifier les paramétres du cluster et de supprimer des
clusters.

Un message en bas de la page indique la fréquence a laquelle Unified Manager collecte les données de
performances des clusters. L'intervalle de collecte par défaut est de cing minutes, mais vous pouvez modifier

cet intervalle via la console de maintenance si vous constatez que les collections des grands groupes ne sont
pas réalisées a temps.

Boutons de commande
* Ajouter
Ouvre la boite de dialogue Ajouter un cluster qui permet d’ajouter des clusters.
* Modifier
Ouvre la boite de dialogue Modifier le cluster, qui permet de modifier les parameétres du cluster sélectionné.
* Supprimer

Supprime le cluster sélectionné et tous les événements et objets de stockage associés. Une fois le cluster
retiré, il n’est plus surveillé.

Le cluster, ses objets de stockage et tous les événements associés sont supprimés, et le
cluster n’est plus surveillé par Unified Manager. De méme, l'instance de Unified Manager
enregistrée avec le cluster supprimé n’est pas enregistrée du cluster.

* * Redécouvrez*

Force une opération de redécouverte du cluster pour que vous puissiez mettre a jour la collection de
données de santé et de performances.

Liste des clusters

La liste clusters affiche les propriétés de tous les clusters découverts. Vous pouvez cliquer sur un en-téte de
colonne pour trier les clusters selon cette colonne.

- Statut

Affiche I'état de découverte actuel de la source de données. L'état peut étre échoué (0), terminé (@), ou
en cours ().

* Nom
Affiche le nom du cluster.
Notez que ce nom peut prendre au moins quinze minutes apres I'ajout du cluster.

* Mode Maintenance



Vous permet de spécifier le délai, ou « fenétre de maintenance », lorsqu’un cluster sera arrété pour la
maintenance de sorte que vous ne receviez pas un orage d’alertes du cluster pendant qu’il est en cours de
maintenance.
Lorsque le mode de maintenance est planifié pour le futur, ce champ affiche "planifié" et vous pouvez
passer le curseur sur le champ pour afficher I’heure programmeée. Lorsque le cluster est dans la fenétre de
maintenance, ce champ indique « actif ».

* Nom d’hote ou adresse IP

Affiche le nom de I'héte, le nom de domaine complet (FQDN), le nom court ou I'adresse IP de la LIF de
cluster-management utilisée pour se connecter au cluster.

* Protocole

Affiche le type de protocole pouvant étre configuré sur le cluster : HTTP ou HTTPS (pour une connexion
sécurisée).

Si une connexion est établie avec le cluster en utilisant les deux protocoles, HTTPS est choisi via HTTP. La
valeur par défaut est HTTPS.

* Port
Affiche le numéro de port du cluster.

Si le port n'est pas spécifié, le port par défaut du protocole sélectionné est utilisé (80 pour HTTP ou 443
pour HTTPS).

* Nom d’utilisateur
Affiche le nom d’utilisateur qui peut étre utilisé pour se connecter au cluster.
* Opération
Affiche I'opération actuelle prise en charge par la source de données du cluster.
Les opérations suivantes sont prises en charge par la source de données :
o Détection
Spécifie I'opération lors de la découverte de la source de données.
o Sondage sur la santé

Spécifie 'opération lorsque la source de données est découverte avec succés et a commencé
I'échantillonnage des données.

o Suppression

Spécifie I'opération lorsque la source de données (cluster) est supprimée de la liste des objets de
stockage respectifs.

» Etat d’opération

Affiche I'état de I'opération en cours. L’état peut étre échoué, terminé ou en cours.



* Heure de début de 'opération

Date et heure de début de 'opération.
* Heure de fin de I'opération

Date et heure de fin de I'opération.
* Description

Tout message relatif a 'opération.

Boite de dialogue Ajouter un cluster

Vous pouvez ajouter un cluster existant afin de contrdler le cluster et d’obtenir des
informations sur son état, sa capacité, sa configuration et ses performances.

Vous pouvez ajouter un cluster en spécifiant les valeurs suivantes :
* Nom d’hoéte ou adresse IP
Permet de spécifier le nom d’héte (privilégi€) ou I'adresse IP (IPv4 ou IPv6) de la LIF de gestion du cluster
utilisée pour se connecter au cluster. En spécifiant le nom d’héte, vous pourrez faire correspondre le nom
du cluster dans l'interface utilisateur Web, plutét que de tenter de mettre en corrélation une adresse IP sur
une page avec un nom d’hote sur une autre page.
* Nom d’utilisateur
Permet de spécifier un nom d’utilisateur pouvant étre utilisé pour vous connecter au cluster.
* Mot de passe
Vous permet de spécifier un mot de passe pour le nom d’utilisateur spécifié.
* Protocole
Permet de spécifier le type de protocole pouvant étre configuré sur le cluster. Vous pouvez activer HTTP
ou HTTPS (pour une connexion sécurisée). La connexion est établie avec le cluster via les deux
protocoles et HTTPS est choisi via HTTP. Par défaut, HTTPS est activé avec le port par défaut 443.
* Port
Permet de spécifier le numéro de port utilisé pour se connecter au cluster. Si le port n’est pas spécifié, le
port par défaut du protocole sélectionné est utilisé (80 pour HTTP ou 443 pour HTTPS).
Boite de dialogue Modifier le cluster

La boite de dialogue Modifier le cluster vous permet de modifier les paramétres de
connexion d’un cluster existant, notamment I'adresse IP, le port et le protocole.

Vous pouvez modifier les champs suivants :

* Nom d’héte ou adresse IP



Permet de spécifier le FQDN, le nom court ou I'adresse IP (IPv4 ou IPv6) de la LIF de cluster-management
qui est utilisée pour se connecter au cluster.

* Nom d’utilisateur
Permet de spécifier un nom d’utilisateur pouvant étre utilisé pour vous connecter au cluster.

* Mot de passe
Vous permet de spécifier un mot de passe pour le nom d’utilisateur spécifié.

* Protocole
Permet de spécifier le type de protocole pouvant étre configuré sur le cluster. Vous pouvez activer HTTP
ou HTTPS (pour une connexion sécurisée). La connexion est établie avec le cluster via les deux
protocoles et HTTPS est choisi via HTTP. Par défaut, HTTPS est activé avec le port par défaut 443.

* Port

Permet de spécifier le numéro de port utilisé pour se connecter au cluster. Si le port n’est pas spécifié, le
port par défaut du protocole sélectionné est utilisé (80 pour HTTP ou 443 pour HTTPS).
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