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Fin de la transition
Pour mener à bien la transition, vous devez vérifier manuellement les volumes et les
configurations transférés, tester votre charge de travail, démarrer la production, puis
valider le projet de transition sans copie. Comme la restauration n’est pas autorisée
après l’opération de validation, vous devez vérifier toutes les charges de travail et
démarrer la production pendant une courte durée afin d’évaluer si une restauration est
nécessaire.

Restrictions lors des tests de préproduction

Certaines opérations sont bloquées et certaines opérations ne sont pas recommandées
lors des tests de préproduction. Ces restrictions sont imposées pour permettre la
restauration vers 7-mode si vous ne souhaitez pas effectuer la transition.

Opérations bloquées

Fonctionnement Description

Suppression automatique des copies Snapshot de
l’agrégat (suppression automatique

Étant donné que les copies Snapshot au niveau de
l’agrégat 7-mode créées lors de l’opération
d’exportation sont requises en cas de restauration,
ces copies ne sont pas supprimées automatiquement
lorsque l’espace utilisé de l’agrégat augmente.

Vous devez surveiller l’espace
physique disponible dans l’agrégat et
vérifier que les agrégats ne manquent
pas d’espace lors du test.

Déplacement des volumes vers un autre agrégat • Vous ne pouvez pas déplacer des volumes vers
les agrégats transférés.

• Vous pouvez déplacer des volumes entre les
agrégats transférés et les agrégats du cluster.

Copie ou déplacement des LUN entre les volumes • Vous ne pouvez ni copier ni déplacer des LUN
vers les volumes transférés.

• Vous pouvez copier ou déplacer des LUN des
volumes transférés vers d’autres volumes du
cluster.

Création d’un agrégat Cette opération est limitée sur la paire haute
disponibilité du cluster cible. Vous pouvez créer des
agrégats sur d’autres nœuds du cluster.
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Fonctionnement Description

Destruction d’un agrégat Les copies Snapshot 7-mode au niveau de l’agrégat
créées lors de l’opération d’exportation sont requises
en cas de restauration, les agrégats transférés ne
peuvent pas être détruits.

La configuration d’un agrégat transféré en tant
qu’agrégat racine

Les agrégats transférés ne peuvent pas être
sélectionnés en tant qu’agrégats racine. De plus,
vous ne pouvez pas modifier la politique de haute
disponibilité des agrégats transférés vers le CFO.

Exécution d’opérations de copie de fichier • Vous ne pouvez ni déplacer ni copier des fichiers
(copie à la demande d’un fichier unique) vers les
volumes transférés.

• Vous pouvez déplacer ou copier des fichiers des
volumes transférés vers d’autres volumes du
cluster.

Mise en miroir d’un agrégat existant L’opération est bloquée sur tous les agrégats du
cluster.

Mise à niveau ou rétablissement de la version Data
ONTAP sur les nœuds de cluster cibles

Vous devez valider le projet avant de mettre à niveau
ou de restaurer les nœuds de cluster cibles.

Ajout de disques Vous ne pouvez pas exécuter le storage
aggregate add-disks commande au niveau de
privilège admin. Cependant, vous pouvez exécuter
cette commande au niveau de privilège avancé.

Vous devez vous assurer que seuls les
disques de spare des tiroirs disques 7-
mode sont ajoutés pour augmenter
l’espace au sein des agrégats en
transition. Vous devez ajouter des
disques de spare à l’aide de l'
-disklist paramètre (le
-diskcount le paramètre ne doit pas
être utilisé).

Désignation d’un volume transféré en tant que volume
racine du SVM

Vous ne pouvez pas exécuter le volume make-
vsroot commande sur les volumes transférés.

Opérations non recommandées
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Fonctionnement Action corrective avant la restauration

Déplacement d’agrégats

La propriété de l’agrégat transféré est changée en
son partenaire de haute disponibilité.

Remplacez la propriété de l’agrégat avant la
restauration, car l’outil 7-mode transition Tool mappe
les agrégats sur les contrôleurs 7-mode en fonction
des informations de mappage de nœud cible
enregistrées dans le projet.

Création de volumes sur les agrégats transférés Vous devez supprimer ces volumes ou les déplacer
vers des agrégats différents.

Renommer les agrégats ou les volumes Renommez les agrégats ou volumes d’origine.

Modification du type de RAID Si vous décidez de restaurer votre système vers 7-
mode, le type RAID doit correspondre au type RAID
7-mode.

Informations connexes

"Commandes ONTAP 9"

Réhébergement de volumes transférés vers une autre SVM

Le réhébergement de volumes permet de migrer un volume transféré d’un SVM vers un
autre SVM sans la copie des données. L’opération de réhébergement vous permet de
consolider tous les volumes qui possèdent des LUN FC dans un seul SVM, tout en
préservant la sémantique de l’image de système unique (SSI) 7-mode. Vous pouvez
également réhébergement de volumes NAS ayant fait l’objet de transition.

• Le volume que vous souhaitez ré-héberger doit être en ligne.

• Les opérations de gestion de volumes, telles que le déplacement de volumes ou de LUN, ne doivent pas
être en cours d’exécution.

• L’accès aux données au volume qui est réhébergé doit être arrêté.

Le réhébergement représente aussi une opération disruptive.

Les règles de volume, les règles de stratégie et les configurations suivantes ne sont pas conservées depuis le
volume source. Elles doivent être reconfigurées manuellement sur le volume réhébergé après le
réhébergement :

• Règles d’exportation de volumes et de qtrees

• Politiques antivirus

• Règle d’efficacité du volume

• Règles de qualité de services

• Règles relatives aux snapshots

• Règles de quotas
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• Partages CIFS

• groupes initiateurs associés à un ensemble de ports

Étapes

• Réhébergement de volumes FC et iSCSI

a. Passer au niveau de privilège avancé :
set -privilege advanced

b. Réhébergement « volume » sur le SVM de destination :

Les fonctions que vous recherchez… Exécutez la commande suivante…

Annulez le mappage des LUN après le
réhébergement

volume rehost -vserver source_svm

-volume vol_name -destination-vserver

destination_svm -force–unmap-luns

true

Remappage des LUN sur les mêmes groupes
initiateurs après le réhébergement

volume rehost -vserver source_svm

-volume vol_name -destination-vserver

destination_svm -auto-remap-luns true

• Réhébergement de volumes NFS

a. Enregistrer des informations sur les règles d’exportation NFS.

b. Démontez le volume du volume parent :
volume unmount

c. Basculer vers le niveau de privilège avancé : set -privilege advanced

d. Réhébergement outre-mesure le volume aussi bien sur le SVM de destination :
volume rehost -vserver source_svm -volume vol_name -destination-vserver

destination_svm

La export policy par défaut du SVM de destination est appliquée au volume réhébergé.

e. Créer la export policy :
vserver export-policy create

f. Mettre à jour les export policy du volume réhébergé vers une export policy définie par l’utilisateur :
volume modify

g. Monter le volume sous la Junction path appropriée dans le SVM de destination :
volume mount

h. Vérifier que le service NFS s’exécute sur le SVM de destination :
vserver nfs status

i. Reprenez l’accès NFS au volume hébergé.

Étant donné que le chemin d’accès aux volumes (LIF et Junction path) a subi des modifications, vous
devez mettre à jour les identifiants du client NFS et les configurations LIF pour refléter les LIF du SVM
de destination.
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"Gestion NFS"

• Réhébergement de volumes CIFS

a. Enregistrez des informations sur les partages CIFS.

b. Démontez le volume du volume parent :
volume unmount

c. Passer au niveau de privilège avancé :
set -privilege advanced

d. Réhébergement outre-mesure le volume aussi bien sur le SVM de destination :
volume rehost -vserver source_svm -volume vol_name -destination-vserver

destination_svm

e. Monter le volume sous la Junction path appropriée dans le SVM de destination :
volume mount

f. Créer des partages CIFS pour le volume réhébergé :
vserver cifs share create

g. Si les domaines DNS diffèrent entre les SVM source et destination, créez de nouveaux utilisateurs et
groupes.

h. Mettre à jour le client CIFS avec les nouvelles LIFs du SVM de destination et Junction path vers le
volume rehébergé.

"Gestion SMB/CIFS"

• Réhébergement de volumes dans les relations SnapMirror

a. Enregistrer le type de relation SnapMirror :
snapmirror show

b. Depuis le cluster de destination, supprimer la relation SnapMirror :
snapmirror delete

Vous ne devez pas interrompre la relation SnapMirror ; sinon, la capacité de protection
des données du volume de destination est perdue et la relation ne peut pas être rétablie
après l’opération de réhébergement.

c. Depuis le cluster source, libérer les informations relatives à la relation SnapMirror :
snapmirror release

Lorsque vous définissez le paramètre -relationinfo-seulement sur true, ainsi, les copies Snapshot ne
sont pas supprimées et seules les informations concernant les relations source sont supprimées.

d. Passer au niveau de privilège avancé :
set -privilege advanced

e. Réhébergement outre-mesure le volume aussi bien sur le SVM de destination :
volume rehost -vserver source_svm -volume vol_name -destination-vserver

destination_svm

f. Créer la relation SVM peer-to-peer entre les SVM source et destination :
vserver peer create
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g. Créer la relation SnapMirror entre les volumes source et de destination :
snapmirror create

Le volume réhébergé peut être la source ou la destination de la relation SnapMirror.

h. Resynchroniser la relation de protection des données :
snapmirror resync

"Protection des données"

Vous devez créer manuellement les charges de travail d’autovolume pour les volumes réhébergés en
procédant comme suit :

1. Créer un « policy group » défini par l’utilisateur pour la SVM :

qos policy-group create -vserver destination-vserver -policy-group policy-

group-name

2. Attribuez la « policy group » QoS au volume réhébergé :

volume modify -vserver destination-vserver -volume rehosted-volume -qos-policy

-group policy-group-name

Vous devez reconfigurer manuellement les stratégies et les règles associées sur le volume réhébergé.

En cas d’échec de l’opération de réhébergement, vous devrez peut-être reconfigurer les
stratégies de volume et les règles associées sur le volume source.

Informations connexes

"Commandes ONTAP 9"

Vérification des configurations migrées

Une fois les volumes et les configurations 7-mode correctement importés, vous devez
vérifier manuellement les agrégats, volumes, LUN et configurations ayant fait l’objet de la
transition.

Étapes

1. Vérification de la transition des agrégats, volumes et LUN 7-mode, ainsi que des partages CIFS, des
exportations NFS et des mappages de LUN.

2. Vérifier que toutes les configurations 7-mode sont conservées.

Effectuer des tâches de configuration manuelles après la
transition

Vous devez effectuer manuellement certaines tâches de configuration requises pour les
charges de travail et les applications qui accèdent aux volumes transférés. Vous pouvez
obtenir la liste des tâches manuelles à partir des résultats de vérification préalable.
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Étapes

1. Effectuez les tâches répertoriées dans les résultats du contrôle préalable pour configurer des
fonctionnalités qui n’ont pas été migrées par l’outil ou qui nécessitent une personnalisation pour votre
environnement.

Transition des services de noms : configurations prises en charge et non prises en charge et étapes
manuelles requises

Transition NFS : configurations prises en charge et non prises en charge, et étapes manuelles nécessaires

Configurations CIFS prises en charge et non prises en charge pour la transition vers ONTAP

Transition SAN : configurations prises en charge et non prises en charge, et étapes manuelles nécessaires

Transition d’une relation SnapMirror

Testez les charges de travail et les applications

Vous devez tester manuellement toutes les charges de travail et applications dans
l’environnement de préproduction. Vous pouvez ensuite démarrer la production pendant
une courte durée pour évaluer si un retour arrière est nécessaire avant de valider le
projet.

Les agrégats transférés doivent disposer d’au moins 5 % d’espace physique disponible.

Il est recommandé d’avoir au moins 20 % d’espace libre dans les agrégats transférés.

Certaines opérations sont limitées lors de tests préproduction.

Restrictions lors des tests de préproduction

Étapes

1. Connectez les clients aux volumes transférés.

2. Si vous disposez de charges de travail SAN, exécutez les tâches de correction d’hôte post-transition sur
les hôtes SAN.

"Transition et résolution des problèmes liés aux hôtes SAN"

3. Tester toutes les charges de travail et applications qui utilisent les données et configurations migrées.

4. Vérifiez que l’espace occupé par les agrégats transférés n’est pas insuffisant en surveillant l’espace
physique disponible dans les agrégats transférés depuis l’onglet agrégats du tableau de bord 7-mode
transition Tool.

Dépannage: si vous avez un espace insuffisant sur les agrégats transférés, vous pouvez ajouter des
disques.

a. Connectez-vous au niveau de privilège avancé :
set -privilege advanced

b. Sélectionnez les disques de spare des tiroirs disque 7-mode et ajoutez des disques pour augmenter
l’espace dans les agrégats en transition :

7

https://docs.netapp.com/fr-fr/ontap-7mode-transition/copy-free/concept_supported_and_unsupported_name_services_configurations.html
https://docs.netapp.com/fr-fr/ontap-7mode-transition/copy-free/concept_supported_and_unsupported_name_services_configurations.html
https://docs.netapp.com/fr-fr/ontap-7mode-transition/copy-free/concept_nfs_configurations_supported_unsupported_or_requiring_manual_steps_for_transition.html
https://docs.netapp.com/fr-fr/ontap-7mode-transition/copy-free/concept_cifs_configurations_supported_unsupported_or_requiring_manual_steps_for_transition.html
https://docs.netapp.com/fr-fr/ontap-7mode-transition/copy-free/concept_san_transition_supported_and_unsupported_configurations_and_required_manual_steps.html
https://docs.netapp.com/fr-fr/ontap-7mode-transition/copy-free/task_transitioning_a_snapmirror_relationship.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-7mtt-sanspl/home.html


storage aggregate add-disks -aggregate aggr_name -disklist disk1

Si les disques de spare 7-mode ne sont pas disponibles, vous pouvez utiliser des disques de spare
des tiroirs disque des nœuds du cluster ; cependant, cela complique le processus de restauration.

Vous pouvez commencer à transférer les données de production.

Vous pouvez rapidement transmettre des données dans l’environnement de production afin de
vous assurer que les charges de travail fonctionnent correctement dans un environnement de
production et qu’une restauration vers 7-mode n’est pas requise. Vous ne devez pas prolonger
cette phase et ne devez pas retarder la validation du projet de transition sans copie pour les
raisons suivantes :

• La probabilité de manquer d’espace dans les agrégats transférés augmente à mesure que
les nouvelles données sont écrites sur les volumes.

• Les nouvelles données écrites sur les volumes durant cette étape ne seront pas disponibles
pendant la restauration.

Informations connexes

Effectuer une restauration de la transition vers 7-mode

"Commandes ONTAP 9"

Validation du projet de transition sans copie

La dernière étape de la transition consiste à engager le projet de transition sans copie.
Une fois les agrégats validés, vous ne pouvez pas restaurer le système 7-mode.

Vous devez avoir vérifié manuellement les données et les configurations migrées, ainsi que les charges de
travail et applications testées.

Toutes les copies Snapshot de niveau agrégat créées lors de la phase d’exportation sont supprimées.

Étapes

1. Cliquez sur commit.

2. Dans le message d’avertissement qui s’affiche, cliquez sur Oui.

Toutes les restrictions liées aux phases de test de préproduction sont supprimées, et les volumes transférés
peuvent gérer les données de production, si ce n’est pas le cas lors de la phase de test de préproduction.
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