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Cablage

Configurations prises en charge pour votre systeme de
stockage AFX 1K

Découvrez les composants matériels pris en charge et les options de cablage pour le
systéme de stockage AFX 1K, y compris les étagéres de disques de stockage
compatibles, les commutateurs et les types de cables requis pour une configuration
systéme correcte.

Configuration de cablage AFX 1K prise en charge

La configuration initiale du systéme de stockage AFX 1K prend en charge un minimum de quatre nceuds de
contrdleur connectés via des commutateurs doubles aux étagéres de disques de stockage.

Des nceuds de contrbleur et des étagéres de disques supplémentaires étendent la configuration initiale du

systeme de stockage AFX 1K. Les configurations AFX 1K étendues suivent la méme méthodologie de cablage
basée sur un commutateur que le schéma illustré ci-dessous.
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Composants matériels pris en charge

Passez en revue les étagéres de disques de stockage, les commutateurs et les types de cables compatibles
avec le systéme de stockage AFX 1K.



Etagere de Etagere a Commutateurs pris en Cables pris en charge
contréleur disques charge

AFX 1K NX224 » Cisco Nexus » Cables de dérivation QSFP-DD 400 GbE vers
9332D-GX2B (400 4 cébles de dérivation QSFP 100 GbE
GbE)
« Cisco Nexus Les cables de dérivation sont
9364D-GX2A (400 utilisés pour les connexions
GbE) () 100 GbE entre les

commutateurs, les controleurs
et les étagéres de disques.

o Cables 100 GbE vers le cluster de
controleurs et les ports HA

o Cables 100 GbE vers les étagéres de
disques

+ 2 cables 400 GbE pour les connexions ISL
entre le commutateur A et le commutateur B

» Cables RJ-45 pour les connexions de gestion

Quelle est la prochaine étape ?

Aprés avoir examiné la configuration systéme et les composants matériels pris en charge,"examinez les
exigences réseau pour votre systéme de stockage AFX 1K" .

Configuration réseau requise pour votre systéeme de
stockage AFX 1K

Enregistrez les informations requises pour chaque réseau auquel vous connectez votre
systeme de stockage AFX 1K.
Recueillir des informations sur le réseau

Avant de commencer ['installation de votre systéme de stockage AFX 1K, rassemblez les informations réseau
requises

* Noms d’héte et adresses IP pour chacun des contrdleurs du systéme de stockage et tous les
commutateurs applicables.

La plupart des contréleurs de systéme de stockage sont gérés via l'interface eOM en se connectant au port
de service Ethernet (icbne de clé).

Reportez-vous a la "Hardware Universe" pour les derniéres informations.

« Adresse IP de gestion de cluster
L'adresse IP de gestion de cluster est une adresse IP unique pour l'interface de gestion de cluster utilisée
par 'administrateur de cluster pour accéder a la machine virtuelle de stockage d’administration et gérer le

cluster. Vous pouvez obtenir cette adresse IP auprés de I'administrateur responsable de I'attribution des
adresses IP dans votre organisation.
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* Masque de sous-réseau du réseau

Lors de la configuration du cluster, ONTAP recommande un ensemble d’interfaces réseau adaptées a
votre configuration. Vous pouvez ajuster la recommandation si nécessaire.

» Adresse IP de la passerelle réseau

» Adresses IP de gestion des nceuds (une par nceud)

* noms de domaine DNS

» Adresses IP des serveurs de noms DNS

» Adresses IP du serveur NTP

* Masque de sous-réseau de données

* Sous-réseau IP pour le trafic du réseau de gestion.

Exigences réseau pour les commutateurs Cisco

Pour I'installation et la maintenance des commutateurs Cisco Nexus 9332D-GX2B et 9364D-GX2A, assurez-
vous de vérifier les exigences de cablage et de réseau.

Exigences réseau

Vous avez besoin des informations réseau suivantes pour toutes les configurations de commutateur.

» Sous-réseau IP pour le trafic du réseau de gestion

* Noms d’héte et adresses IP pour chacun des contrdleurs de systéme de stockage et tous les
commutateurs applicables

* Reportez-vous a la "Hardware Universe" pour les derniéres informations.

Exigences de cablage

* Vous disposez du nombre et du type de cables et de connecteurs de cables appropriés pour vos
commutateurs. Voir le "Hardware Universe" .

» Selon le type de commutateur que vous configurez initialement, vous devez vous connecter au port de
console du commutateur avec le cable de console inclus.

Quelle est la prochaine étape ?

Aprés avoir examiné les exigences du réseau, vous"cablez les controleurs et les étagéres de stockage pour
votre systeme de stockage AFX 1K" .

Cablez le matériel de votre systeme de stockage AFX 1K

Aprés avoir installé le matériel du rack pour votre systéme de stockage AFX 1K, installez
les cables réseau pour les contrdleurs et connectez les cables entre les contrbleurs et les
étageéres de stockage.

Avant de commencer

Contactez votre administrateur réseau pour obtenir des informations sur la connexion du systéme de stockage
a vos commutateurs réseau.
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A propos de cette tache

» Ces procédures montrent des configurations courantes. Le cablage spécifique dépend des composants
commandés pour votre systéme de stockage. Pour obtenir des détails de configuration complets et les
priorités des emplacements, voir'Hardware Universe NetApp" .

* Les emplacements d’E/S sur un contréleur AFX sont numérotés de 1 a 11.
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 Les graphiques de cablage affichent des icbnes de fleche indiquant I'orientation correcte (vers le haut ou
vers le bas) de la languette de traction du connecteur de céable lors de I'insertion d’'un connecteur dans un
port.

Lorsque vous insérez le connecteur, vous devez sentir un clic ; si vous ne le sentez pas, retirez-le,
retournez-le et réessayez.

\
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@ Les composants du connecteur sont délicats et il faut faire attention lors de leur mise en
place.

* Lors du cablage vers une connexion a fibre optique, insérez I'émetteur-récepteur optique dans le port du
contréleur avant le cablage vers le port du commutateur.

Le systéme de stockage AFX 1K utilise 4 cables de dérivation 100 GbE sur le cluster et le réseau de
stockage. Les connexions 400 GbE sont établies sur les ports du commutateur, et les connexions 100 GbE
sont établies sur les ports du contréleur et de I'étagére de disques. Les connexions de stockage et
HA/Cluster peuvent étre établies sur n'importe quel port non ISL du commutateur.

Pour une connexion donnée d’un céable de dérivation 4x100GbE a un port de commutateur spécifique,
vous connectez les quatre ports d’'un contréleur donné au commutateur via ce seul cable de dérivation.
> 1 port HA (emplacement 1)
> 1 x port de cluster (emplacement 7)
o 2 ports de stockage (emplacements 10 et 11)

Tous les ports « a » sont connectés au commutateur A, et tous les ports « b » sont connectés au
commutateur B.

@ Les configurations de commutateur Cisco Nexus 9332D-GX2B et 9364D-GX2A pour le systéeme
de stockage AFX 1K nécessitent des connexions de cable de dérivation 4x100GbE.
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Etape 1 : connecter les contréleurs au réseau de gestion

Connectez le port de gestion de chaque commutateur a 'un des commutateurs de gestion (si commandés) ou
connectez-les directement a votre réseau de gestion.

Le port de gestion est le port supérieur droit situé sur le cé6té PSU du commutateur. Le cable CAT6 de chaque
commutateur doit étre acheminé via le panneau de passage une fois les commutateurs installés pour se
connecter aux commutateurs de gestion ou au réseau de gestion.

Utilisez les cables RJ-45 1000BASE-T pour connecter les ports de gestion (clé) de chaque contrdleur aux
commutateurs du réseau de gestion.
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@ Ne branchez pas encore les cordons d’alimentation.

1. Connectez-vous au réseau hote.

Etape 2 : connectez les contréleurs au réseau héte

Connectez les ports du module Ethernet a votre réseau hote.

Cette procédure peut différer en fonction de la configuration de votre module d’E/S. Voici quelques exemples
typiques de cablage de réseau héte. Voir'Hardware Universe NetApp" pour votre configuration systeme
spécifique.
Etapes

1. Connectez les ports suivants a votre commutateur de réseau de données Ethernet A.

o Contrbleur A (exemple)
= e2a
= e3a

> Controleur B (exemple)

= e2a
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2. Connectez les ports suivants a votre commutateur de réseau de données Ethernet B.

Controller A

Controller B

o Contrbleur A (exemple

= e2b
= e3b

)

o Contrbleur B (exemple)

= e2b
= e3b
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Etape 3 : Cabler les connexions du cluster et de la haute disponibilité

Utilisez le cable d’interconnexion Cluster et HA pour connecter les ports e1a et e7a au commutateur A et e1b
et e7b au commutateur B. Les ports e1a/e1b sont utilisés pour les connexions HA et les ports e7a/e7b sont
utilisés pour les connexions cluster.

Etapes

1. Connectez les ports de contrdleur suivants a n’importe quel port non ISL sur le commutateur réseau du
cluster A.

o Controleur A

= ela (HA)

= e7a (Cluster)
o Controleur B

= ela (HA)

= e7a (Cluster)

Cables 100GbE
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2. Connectez les ports de contrdleur suivants a n’importe quel port non ISL sur le commutateur réseau du
cluster B.

o Controleur A

= e1b (HA)

= e7b (Cluster)
o Controleur B

= e1b (HA)

= e7b (Cluster)

Cébles 100GbE
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Etape 4 : Cablez les connexions de stockage du contréleur au commutateur

Connectez les ports de stockage du controleur aux commutateurs. Assurez-vous d’avoir les cables et
connecteurs appropriés pour vos commutateurs. Voir "Hardware Universe" pour plus d’'informations.

1. Connectez les ports de stockage suivants a n'importe quel port non ISL du commutateur A.

o Contréleur A
= e10a
= e11a

o Controleur B

= e10a

= el1a

Cables 100GbE

—
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To switch A

. 7
i .
] g . L
I v MiNetApp |== ==| mNetapp
(L] | Vs

w1

Controller A

g/l . . ik éé
I l I NVRAM T
o

Controller B

NNetApp |== ! I NetApp

LI |
-
-

2. Connectez les ports de stockage suivants a n'importe quel port non ISL sur le commutateur B.

o Controleur A
= e10b
= e11b

o Contrbleur B

= e10b
= e11b

Cébles 100GbE
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Etape 5 : Cabler les connexions de I’étagére au commutateur

Connectez les étageres de stockage NX224 aux commutateurs.

Pour connaitre le nombre maximal d’étagéeres prises en charge par votre systéme de stockage et toutes vos
options de cablage, consultez"Hardware Universe NetApp" .
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1. Connectez les ports d’étagere suivants a n'importe quel port non ISL sur le commutateur A et le
commutateur B pour le module A.
o Connexions du module A au commutateur A
= ela
= e2a
= e3a
= eda

o Connexions du module A au commutateur B

= elb
= e2b
= e3b
= e4b
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2. Connectez les ports d’étagere suivants a n'importe quel port non ISL sur le commutateur A et le
commutateur B pour le module B.
o Connexions du module B au commutateur A
= ela
= e2a
= e3a
= eda

o Connexions du module B au commutateur B

= elb
= e2b
= e3b
= e4b

Cables 100GbE
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To switch A To switch B
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Quelle est la prochaine étape ?
Apres avoir cablé le matériel,"allumer et configurer les commutateurs" .
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