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Tiering

Présentation

Pour comprendre l’impact du Tiering FabricPool sur Oracle et d’autres bases de
données, il est nécessaire de connaître l’architecture FabricPool de bas niveau.

Architecture

FabricPool est une technologie de hiérarchisation qui classe les blocs « actifs » ou « froids » et les place dans
le Tier de stockage le plus approprié. Le Tier de performance se trouve le plus souvent sur un stockage SSD et
héberge les blocs de données fortement sollicités. Le Tier de capacité se trouve dans un magasin d’objets et
héberge les blocs de données utiles. Elle prend en charge le stockage objet, notamment NetApp
StorageGRID, ONTAP S3, Microsoft Azure Blob Storage, le service de stockage objet Alibaba Cloud, IBM
Cloud Object Storage, Google Cloud Storage et Amazon AWS S3.

Plusieurs règles de Tiering sont disponibles pour contrôler la façon dont les blocs sont classés comme actifs
ou froids. Il est également possible de définir des règles par volume et de les modifier selon les besoins. Seuls
les blocs de données sont déplacés entre les tiers de performance et de capacité. Les métadonnées qui
définissent la structure des LUN et du système de fichiers restent toujours sur le Tier de performance. La
gestion est ainsi centralisée sous ONTAP. Les fichiers et les LUN n’apparaissent pas différents des données
stockées dans une autre configuration ONTAP. Le contrôleur NetApp AFF ou FAS applique les règles définies
pour déplacer les données vers le Tier approprié.

1



Fournisseurs de magasins d’objets

Les protocoles de stockage objet utilisent de simples requêtes HTTP ou HTTPS pour stocker un grand nombre
d’objets de données. L’accès au stockage objet doit être fiable, car l’accès aux données depuis ONTAP
dépend du traitement rapide des demandes. Notamment Amazon S3 Standard et Infrequent Access, Microsoft
Azure Hot Blob Storage, IBM Cloud et Google Cloud. Les options d’archivage telles qu’Amazon Glacier et
Amazon Archive ne sont pas prises en charge, car le temps nécessaire à la récupération des données peut
dépasser les tolérances des systèmes d’exploitation et des applications hôtes.

NetApp StorageGRID est également pris en charge et constitue une solution optimale. C’est un système de
stockage objet haute performance, évolutif et hautement sécurisé qui assure une redondance géographique
pour les données FabricPool ainsi que pour les autres applications de magasin d’objets qui font de plus en
plus partie des environnements applicatifs d’entreprise.

StorageGRID peut également réduire les coûts en évitant les frais de sortie imposés par de nombreux
fournisseurs de cloud public pour la lecture des données de leurs services.

Données et métadonnées

Notez que le terme « données » s’applique ici aux blocs de données réels, et non aux métadonnées. Seuls les
blocs de données sont hiérarchisés, tandis que les métadonnées restent dans le Tier de performance. En
outre, l’état d’un bloc en tant que bloc chaud ou froid n’est affecté que par la lecture du bloc de données réel.
La simple lecture du nom, de l’horodatage ou des métadonnées de propriété d’un fichier n’affecte pas
l’emplacement des blocs de données sous-jacents.

Sauvegardes

Même si FabricPool permet de réduire considérablement l’encombrement du stockage, il ne s’agit pas à lui
seul d’une solution de sauvegarde. Les métadonnées NetApp WAFL restent toujours sur le Tier de
performance. Si un incident catastrophique détruit le Tier de performance, il est impossible de créer un nouvel
environnement à l’aide des données du Tier de capacité, car il ne contient pas de métadonnées WAFL.

FabricPool peut cependant faire partie d’une stratégie de sauvegarde. Par exemple, FabricPool peut être
configuré avec la technologie de réplication NetApp SnapMirror. Chaque moitié du miroir peut avoir sa propre
connexion à une cible de stockage objet. Vous obtenez ainsi deux copies indépendantes des données. La
copie principale se compose des blocs du niveau de performance et des blocs associés du niveau de capacité,
tandis que la réplique constitue un second ensemble de blocs de performance et de capacité.

Règles de hiérarchisation

Règles de hiérarchisation

Quatre règles sont disponibles dans ONTAP, qui contrôlent la façon dont les données
Oracle du niveau de performance deviennent candidates à la relocalisation vers le niveau
de capacité.

Copies Snapshot uniquement

Le snapshot-only tiering-policy s’applique uniquement aux blocs qui ne sont pas partagés avec le
système de fichiers actif. Elle entraîne essentiellement une hiérarchisation des sauvegardes de bases de
données. Les blocs deviennent candidats au Tiering après la création d’une copie Snapshot et l’écrasement du
bloc, ce qui entraîne l’affichage d’un bloc uniquement dans la copie Snapshot. Le délai avant un snapshot-
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only le bloc est considéré comme froid est contrôlé par le tiering-minimum-cooling-days réglage du
volume. La plage à partir de ONTAP 9.8 est de 2 à 183 jours.

De nombreux jeux de données ont des taux de modification faibles, ce qui permet de réduire au minimum les
économies réalisées grâce à cette règle. Par exemple, un taux de modification hebdomadaire d’une base de
données type observée sur ONTAP est inférieur à 5 %. Les journaux d’archivage de base de données peuvent
occuper un espace important, mais ils continuent généralement d’exister dans le système de fichiers actif et ne
sont donc pas candidats à la hiérarchisation dans le cadre de cette règle.

Auto

Le auto la règle de tiering étend le tiering aux blocs spécifiques de snapshot et aux blocs dans le système de
fichiers actif. Le délai avant qu’un bloc soit considéré comme froid est contrôlé par le tiering-minimum-
cooling-days réglage du volume. La plage à partir de ONTAP 9.8 est de 2 à 183 jours.

Cette approche permet d’activer des options de hiérarchisation qui ne sont pas disponibles avec le
snapshot-only politique. Par exemple, une règle de protection des données peut nécessiter la conservation
de 90 jours de certains fichiers journaux. Si vous définissez une période de refroidissement de 3 jours, tous les
fichiers journaux de plus de 3 jours doivent être placés hors de la couche de performances. Cela libère un
espace considérable sur le Tier de performance tout en vous permettant de consulter et de gérer l’ensemble
des 90 jours de données.

Aucune

Le none la règle de tiering empêche tout bloc supplémentaire d’être hiérarchisé de la couche de stockage,
mais toutes les données qui se trouvent toujours dans le tier de capacité restent dans le tier de capacité
jusqu’à ce qu’elles soient lues. Si le bloc est ensuite lu, il est retiré et placé sur le Tier de performance.

La principale raison d’utiliser le none la règle de tiering consiste à empêcher les blocs d’être hiérarchisés, mais
elle peut s’avérer utile pour modifier les règles au fil du temps. Par exemple, imaginons qu’un dataset
spécifique soit beaucoup hiérarchisé vers la couche de capacité, mais qu’un besoin inattendu de
fonctionnalités de performance complètes se produit. La règle peut être modifiée pour éviter tout Tiering
supplémentaire et confirmer que tous les blocs lus en cas d’augmentation des E/S restent dans le Tier de
performance.

Tout

Le all la règle de tiering remplace la backup Politique à partir de ONTAP 9.6. Le backup Règle appliquée
uniquement aux volumes de protection des données, c’est-à-dire une destination SnapMirror ou NetApp
SnapVault. Le all les règles fonctionnent de même, mais ne se limitent pas aux volumes de protection des
données.

Avec cette règle, les blocs sont immédiatement considérés comme « cool » et peuvent être immédiatement
hiérarchisés jusqu’à la couche de capacité.

Cette règle est particulièrement appropriée pour les sauvegardes à long terme. Il peut également être utilisé
comme une forme de gestion hiérarchique du stockage (HSM). Auparavant, HSM était couramment utilisé
pour classer les blocs de données d’un fichier sur bande tout en gardant le fichier lui-même visible sur le
système de fichiers. Un volume FabricPool avec all cette stratégie vous permet de stocker des fichiers dans
un espace visible et gérable, tout en ne consommant quasiment aucun espace sur le niveau de stockage local.
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Stratégies de récupération

Les règles de Tiering contrôlent quels blocs de base de données Oracle sont hiérarchisés
du niveau de performance au niveau de capacité. Les règles de récupération contrôlent
ce qui se passe lorsqu’un bloc qui a été hiérarchisé est lu.

Valeur par défaut

Tous les volumes FabricPool sont initialement définis sur default, ce qui signifie que le comportement est
contrôlé par la `cloud-retrieval-policy. `le comportement exact dépend de la règle de hiérarchisation utilisée.

• auto- récupérer uniquement les données lues de façon aléatoire

• snapshot-only- récupérer toutes les données lues de manière séquentielle ou aléatoire

• none- récupérer toutes les données lues de manière séquentielle ou aléatoire

• all- ne pas récupérer les données du niveau de capacité

En lecture

Réglage cloud-retrieval-policy la lecture remplace le comportement par défaut, de sorte qu’une
lecture de toutes les données hiérarchisées entraîne le renvoi de ces données vers le niveau de performance.

Par exemple, un volume peut avoir été légèrement utilisé pendant une longue période sous le auto la règle de
tiering et la plupart des blocs sont désormais hiérarchisés.

Si une modification inattendue des besoins de l’entreprise nécessitait l’analyse répétée de certaines données
pour préparer un rapport spécifique, il peut être souhaitable de modifier le cloud-retrieval-policy à on-
read pour garantir que toutes les données lues sont renvoyées au niveau de performances, y compris les
données lues de manière séquentielle et aléatoire. Cela améliorerait les performances des E/S séquentielles
par rapport au volume.

Promouvoir

Le comportement de la règle de promotion dépend de la règle de hiérarchisation. Si la règle de hiérarchisation
est auto, puis réglage du cloud-retrieval-policy `to `promote ramène tous les blocs du tier de
capacité à l’analyse de tiering suivante.

Si la règle de hiérarchisation est snapshot-only, les seuls blocs renvoyés sont les blocs associés au
système de fichiers actif. Normalement, cela n’aurait aucun effet car les seuls blocs placés sous le sont
snapshot-only la règle serait les blocs associés exclusivement aux snapshots. Il n’y aurait pas de blocs
hiérarchisés dans le système de fichiers actif.

Toutefois, si une SnapRestore de volume ou une opération de clonage de fichiers a été effectuée pour
restaurer les données d’un volume à partir d’un snapshot, le système de fichiers actif peut désormais avoir
besoin de certains blocs qui ont été hiérarchisés, car ils n’étaient associés qu’à des snapshots. Il peut être
souhaitable de modifier temporairement le cloud-retrieval-policy règle à promote pour récupérer
rapidement tous les blocs localement requis.

Jamais

Ne récupérez pas les blocs du niveau de capacité.
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Stratégies de Tiering

Tiering complet de fichiers

Bien que le Tiering FabricPool fonctionne au niveau des blocs, il peut dans certains cas
servir à fournir un Tiering au niveau des fichiers.

De nombreux jeux de données d’applications sont organisés par date, et ces données sont généralement
moins susceptibles d’être accessibles au fur et à mesure du vieillissement. Par exemple, une banque peut
disposer d’un référentiel de fichiers PDF contenant cinq années de relevés clients, mais seuls les derniers
mois sont actifs. FabricPool peut être utilisé pour déplacer d’anciens fichiers de données vers le Tier de
capacité. Une période de refroidissement de 14 jours permettrait de conserver les fichiers PDF de 14 jours les
plus récents sur le niveau de performance. En outre, les fichiers lus au moins tous les 14 jours resteraient
fortement sollicités et resteraient donc sur le Tier de performance.

Stratégies

Pour mettre en œuvre une approche de hiérarchisation basée sur des fichiers, vous devez avoir des fichiers
écrits et non modifiés par la suite. Le tiering-minimum-cooling-days la règle doit être définie
suffisamment haut pour que les fichiers dont vous avez besoin restent sur le tier de performance. Par exemple,
un jeu de données pour lequel les 60 derniers jours de données sont requis avec des performances optimales
garantit le paramétrage du tiering-minimum-cooling-days période jusqu’en 60. Des résultats similaires
peuvent également être obtenus en fonction des modèles d’accès aux fichiers. Par exemple, si les 90 derniers
jours de données sont requis et que l’application accède à cette période de 90 jours, les données restent sur le
Tier de performance. En réglant le tiering-minimum-cooling-days sur 2, le tiering s’affiche rapidement
une fois les données moins actives.

Le auto la règle est requise pour la hiérarchisation de ces blocs, car uniquement le système auto la règle
affecte les blocs qui se trouvent dans le système de fichiers actif.

Tout type d’accès aux données réinitialise les données de la carte thermique. L’analyse
antivirus, l’indexation et même l’activité de sauvegarde qui lit les fichiers source empêchent le
Tiering, car les besoins sont importants tiering-minimum-cooling-days le seuil n’est
jamais atteint.

Tiering partiel des fichiers

Comme FabricPool fonctionne au niveau des blocs, les fichiers susceptibles d’être
modifiés peuvent être partiellement hiérarchisés vers un stockage objet tout en restant
partiellement sur le Tier de performance.

Ceci est courant avec les bases de données. Les bases de données qui contiennent des blocs inactifs sont
également candidates au Tiering FabricPool. Par exemple, une base de données de gestion de la chaîne
logistique peut contenir des informations historiques qui doivent être disponibles si nécessaire, mais qui ne
sont pas accessibles pendant les opérations normales. FabricPool peut être utilisé pour déplacer de manière
sélective les blocs inactifs.

Par exemple, les fichiers de données s’exécutant sur un volume FabricPool avec un tiering-minimum-
cooling-days la période de 90 jours permet de conserver les blocs auxquels le tier de performance accède
au cours des 90 jours précédents. Toutefois, tout élément non utilisé pendant 90 jours est transféré vers le
niveau de capacité. Dans d’autres cas, l’activité normale de l’application préserve les blocs corrects du niveau
approprié. Par exemple, si une base de données est normalement utilisée pour traiter les 60 jours précédents
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de données sur une base régulière, c’est beaucoup moins tiering-minimum-cooling-days la période
peut être définie car l’activité naturelle de l’application s’assure que les blocs ne sont pas déplacés
prématurément.

Le auto la politique doit être utilisée avec soin pour les bases de données. De nombreuses
bases de données ont des activités périodiques, comme le processus de fin de trimestre ou les
opérations de réindexation. Si la période de ces opérations est supérieure à tiering-
minimum-cooling-days des problèmes de performances peuvent se produire. Par exemple,
si le traitement de fin de trimestre nécessite 1 To de données qui n’étaient pas modifiées, ces
données peuvent maintenant être présentes sur le niveau de capacité. Les lectures à partir du
niveau de capacité sont souvent extrêmement rapides et ne provoquent pas de problèmes de
performance, mais les résultats exacts dépendent de la configuration du magasin d’objets.

Stratégies

Le tiering-minimum-cooling-days la règle doit être définie de manière suffisamment élevée pour
conserver les fichiers qui peuvent être requis sur le niveau de performance. Par exemple, une base de
données dans laquelle les 60 derniers jours de données peuvent être requis avec des performances optimales
justifierait de définir le tiering-minimum-cooling-days période à 60 jours. Des résultats similaires
pourraient également être obtenus en fonction des modèles d’accès aux fichiers. Par exemple, si les 90
derniers jours de données sont requis et que l’application accède à cette période de 90 jours, les données
restent sur le Tier de performance. Réglage du tiering-minimum-cooling-days une période de 2 jours
permettrait de hiérarchiser les données rapidement lorsque celles-ci deviennent moins actives.

Le auto la règle est requise pour la hiérarchisation de ces blocs, car uniquement le système auto la règle
affecte les blocs qui se trouvent dans le système de fichiers actif.

Tout type d’accès aux données réinitialise les données de la carte thermique. Par conséquent,
les analyses de la table complète des bases de données, et même les opérations de
sauvegarde qui lisent les fichiers source, empêchent le Tiering, car nécessaire tiering-
minimum-cooling-days le seuil n’est jamais atteint.

Tiering des journaux d’archivage

L’utilisation la plus importante pour FabricPool est peut-être l’amélioration de l’efficacité
des données inactives connues, telles que les journaux de transactions de base de
données.

La plupart des bases de données relationnelles opèrent en mode d’archivage du journal de transactions pour
assurer une restauration instantanée. Les modifications apportées aux bases de données sont validées en
enregistrant les modifications dans les journaux de transactions et le journal de transactions est conservé sans
être écrasé. Il peut donc s’avérer nécessaire de conserver un énorme volume de journaux de transactions
archivés. De nombreux autres workflows applicatifs génèrent des données qui doivent être conservées, mais il
est très peu probable qu’elles soient accessibles.

Pour résoudre ces problèmes, FabricPool propose une solution unique avec hiérarchisation intégrée. Les
fichiers sont stockés et restent accessibles à leur emplacement habituel, mais ne prennent pratiquement pas
d’espace sur la baie principale.

Stratégies

Utiliser un tiering-minimum-cooling-days la règle de quelques jours permet de conserver les blocs

6



dans les fichiers récemment créés (les fichiers les plus susceptibles d’être requis à court terme) sur le niveau
de performance. Les blocs de données des anciens fichiers sont ensuite déplacés vers le niveau de capacité.

Le auto applique la hiérarchisation des invites lorsque le seuil de refroidissement a été atteint, que les
journaux aient été supprimés ou qu’ils continuent d’exister dans le système de fichiers principal. Le stockage
de tous les journaux potentiellement requis dans un seul emplacement du système de fichiers actif simplifie
également la gestion. Il n’y a aucune raison de rechercher un fichier à restaurer à l’aide de snapshots.

Certaines applications, telles que Microsoft SQL Server, tronquent les fichiers journaux de transactions
pendant les opérations de sauvegarde afin que les journaux ne soient plus dans le système de fichiers actif. Il
est possible d’économiser de la capacité à l’aide de snapshot-only la règle de tiering, mais la règle auto la
règle n’est pas utile pour les données de journal car il devrait rarement y avoir des données de journal
refroidies dans le système de fichiers actif.

Tiering Snapshot

La version initiale de FabricPool a ciblé le cas d’utilisation de la sauvegarde. Les seuls
types de blocs qui ont pu être hiérarchisés sont les blocs qui n’étaient plus associés aux
données dans le système de fichiers actif. Par conséquent, seuls les blocs de données
des snapshots peuvent être déplacés vers le niveau de capacité. Il s’agit là de l’une des
options de hiérarchisation les plus sécurisées lorsque vous devez vous assurer que les
performances ne sont jamais affectées.

Règles - snapshots locaux

Deux options sont disponibles pour le Tiering des blocs de snapshots inactifs vers le niveau de capacité. Tout
d’abord, le snapshot-only la règle cible uniquement les blocs de snapshot. Bien que le auto la politique
inclut le snapshot-only et tiering des blocs à partir du système de fichiers actif. Ce n’est peut-être pas
souhaitable.

Le tiering-minimum-cooling-days value doit être défini sur une période qui met à disposition les
données éventuellement requises lors d’une restauration sur le tier de performance. Par exemple, la plupart
des scénarios de restauration d’une base de données de production stratégique incluent un point de
restauration à un moment donné au cours des jours précédents. Réglage a tiering-minimum-cooling-
days la valeur 3 garantit que toute restauration du fichier entraîne un fichier qui offre immédiatement des
performances maximales. Tous les blocs des fichiers actifs sont toujours présents sur un système de stockage
rapide sans avoir à les restaurer à partir du niveau de capacité.

Règles - snapshots répliqués

Les snapshots répliqués avec SnapMirror ou SnapVault, uniquement utilisés pour la restauration, doivent
généralement utiliser FabricPool all politique. Avec cette règle, les métadonnées sont répliquées, mais tous
les blocs de données sont immédiatement envoyés au niveau de capacité pour des performances maximales.
La plupart des processus de restauration impliquent des E/S séquentielles, ce qui est intrinsèquement efficace.
Le délai de restauration à partir de la destination du magasin d’objets doit être évalué, mais dans une
architecture bien conçue, ce processus de restauration ne doit pas nécessairement être beaucoup plus lent
que la restauration à partir de données locales.

Si les données répliquées sont également destinées à être utilisées pour le clonage, le auto la politique est
plus appropriée, avec un tiering-minimum-cooling-days valeur qui englobe les données qui doivent
être utilisées régulièrement dans un environnement de clonage. Par exemple, le jeu de travail actif d’une base
de données peut inclure des données lues ou écrites au cours des trois jours précédents, mais il peut
également inclure 6 mois de données historiques supplémentaires. Si oui, alors le auto La règle appliquée à
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la destination SnapMirror met à disposition le jeu de travail sur le Tier de performance.

Tiering de sauvegarde

Les sauvegardes d’applications traditionnelles incluent des produits tels qu’Oracle
Recovery Manager, qui créent des sauvegardes basées sur des fichiers en dehors de
l’emplacement de la base de données d’origine.

 `tiering-minimum-cooling-days` policy of a few days preserves the most

recent backups, and therefore the backups most likely to be required for

an urgent recovery situation, on the performance tier. The data blocks of

the older files are then moved to the capacity tier.

Le `auto` la règle est la règle la plus appropriée pour les données de

sauvegarde. Cela garantit une hiérarchisation rapide lorsque le seuil de

refroidissement a été atteint, que les fichiers aient été supprimés ou

qu'ils continuent d'exister dans le système de fichiers principal. Le

stockage de tous les fichiers potentiellement requis dans un emplacement

unique du système de fichiers actif simplifie également la gestion. Il n'y

a aucune raison de rechercher un fichier à restaurer à l'aide de

snapshots.

Le snapshot-only la stratégie peut être mise en œuvre, mais elle s’applique uniquement aux blocs qui ne
sont plus dans le système de fichiers actif. Par conséquent, les fichiers d’un partage NFS ou SMB doivent
d’abord être supprimés avant de pouvoir placer les données dans un Tier.

Cette règle serait encore moins efficace avec une configuration de LUN, car la suppression d’un fichier d’une
LUN supprime uniquement les références de fichier des métadonnées du système de fichiers. Les blocs réels
des LUN restent en place jusqu’à ce qu’ils soient remplacés. Cette situation peut entraîner un délai long entre
la suppression d’un fichier et l’écrasement des blocs et leur candidature à la hiérarchisation. Il est avantageux
de déplacer le snapshot-only Bloque le niveau de capacité, mais, dans l’ensemble, la gestion FabricPool
des données de sauvegarde fonctionne mieux avec le auto politique.

Cette approche permet aux utilisateurs de gérer plus efficacement l’espace requis pour les
sauvegardes, mais FabricPool lui-même n’est pas une technologie de sauvegarde. Le Tiering
des fichiers de sauvegarde vers un magasin d’objets simplifie la gestion, car les fichiers restent
visibles sur le système de stockage d’origine. Cependant, les blocs de données de destination
du magasin d’objets dépendent du système de stockage d’origine. En cas de perte du volume
source, les données du magasin d’objets ne sont plus utilisables.

Interruptions d’accès au magasin d’objets

Le Tiering d’un dataset avec FabricPool entraîne une dépendance entre la baie de
stockage primaire et le Tier de magasin d’objets. De nombreuses options de stockage
objet offrent différents niveaux de disponibilité. Il est important de comprendre l’impact
d’une éventuelle perte de connectivité entre la baie de stockage primaire et le niveau de
stockage objet.
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Si une E/S émise par ONTAP nécessite des données du niveau de capacité et que les ONTAP ne peuvent pas
atteindre le niveau de capacité pour récupérer des blocs, les E/S finissent par être sorties. L’effet de ce délai
dépend du protocole utilisé. Dans un environnement NFS, ONTAP répond par une réponse EJUKEBOX ou
EDELAY, selon le protocole. Certains systèmes d’exploitation plus anciens peuvent interpréter cela comme
une erreur, mais les systèmes d’exploitation actuels et les niveaux de correctifs actuels du client Oracle Direct
NFS traitent cette erreur comme une nouvelle tentative et continuent d’attendre la fin des E/S.

Un délai plus court s’applique aux environnements SAN. Si un bloc de l’environnement de magasin d’objets
est requis et reste inaccessible pendant deux minutes, une erreur de lecture est renvoyée à l’hôte. Le volume
ONTAP et les LUN restent en ligne, mais le système d’exploitation hôte peut signaler le système de fichiers
comme étant dans un état d’erreur.

Les problèmes de connectivité du stockage objet snapshot-only la politique est moins préoccupante, car
seules les données de sauvegarde sont hiérarchisées. Les problèmes de communication ralentiraient la
récupération des données, mais n’affecteraient pas les données utilisées activement. Le auto et all Les
règles permettent le Tiering des données inactives de la LUN active, ce qui signifie qu’une erreur lors de la
récupération des données du magasin d’objets peut affecter la disponibilité de la base de données. Un
déploiement SAN doté de ces règles doit uniquement être utilisé avec un stockage objet de grande qualité et
des connexions réseau conçues pour une haute disponibilité. NetApp StorageGRID est la meilleure option.
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