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ONTAP Select

Configuration requise et planification du ONTAP Select

Dans le cadre de la planification d’un déploiement ONTAP Select, vous devez tenir
compte de plusieurs exigences générales.

Connaissances et compétences Linux requises pour KVM

Linux avec hyperviseur KVM est un environnement complexe à utiliser. Avant de déployer ONTAP Select sur
KVM, vous devez disposer des connaissances et des compétences nécessaires.

Distribution de serveurs Linux

Vous devez avoir de l’expérience avec la distribution Linux spécifique à utiliser pour votre déploiement
ONTAP Select. Plus précisément, vous devez être en mesure d’effectuer les tâches suivantes :

• Installez la distribution Linux

• Configurez le système à l’aide de l’interface de ligne de commande

• Ajoutez des packages logiciels ainsi que des dépendances

Pour plus d’informations sur la préparation de votre serveur Linux, y compris la configuration requise et les
progiciels, consultez la liste de contrôle de la configuration de l’hôte. Reportez-vous à la configuration requise
pour l’hyperviseur pour les distributions Linux actuellement prises en charge.

Déploiement et administration de KVM

Vous devez connaître les concepts généraux de virtualisation. En outre, vous devez utiliser plusieurs
commandes CLI Linux dans le cadre de l’installation et de l’administration de ONTAP Select dans un
environnement KVM :

• virt-install

• virsh

• lsblk

• lvs

• vgs

• pvs

Configuration réseau et Open vSwitch

Vous devez connaître les concepts de mise en réseau et la configuration des commutateurs réseau. En
outre, vous devriez avoir de l’expérience avec Open vSwitch. Vous devez utiliser les commandes réseau
suivantes dans le cadre de la configuration du réseau ONTAP Select dans un environnement KVM :

• ovs-vsctl

• ip

• ip link

• systemctl
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Considérations relatives à la taille du cluster et à ses considérations associées

Vous devez tenir compte de plusieurs problèmes de planification liés à la taille du cluster.

Nombre de nœuds dans le cluster

Un cluster ONTAP Select est composé d’un, deux, quatre, six, huit, dix ou douze nœuds. La taille du cluster
doit être déterminée en fonction des besoins de l’application. Par exemple, si une fonctionnalité haute
disponibilité est nécessaire pour un déploiement en entreprise, un cluster multi-nœuds est recommandé.

Dédiée ou colocalisé

Selon le type d’application, vous devez déterminer si le déploiement suit le modèle dédié ou en colocation.
Il convient de noter que le modèle colocalisé peut être plus complexe en raison de la diversité de la charge
de travail et d’une intégration étroite.

Considérations relatives aux hôtes hyperviseurs

Vous devez tenir compte de plusieurs problèmes de planification liés à l’hôte de l’hyperviseur.

Vous ne devez pas modifier directement la configuration d’une machine virtuelle ONTAP Select,
sauf en y faisant appel par le support NetApp. Une machine virtuelle ne doit être configurée et
modifiée que par l’intermédiaire de l’utilitaire d’administration de déploiement. Si des
modifications apportées à une machine virtuelle ONTAP Select ne sont pas à l’utilitaire de
déploiement, le support NetApp risque de provoquer une défaillance de la machine virtuelle et
de le rendre inutilisable.

Indépendant de l’hyperviseur

ONTAP Select et l’utilitaire d’administration ONTAP Select Deploy sont indépendants de l’hyperviseur. Les
hyperviseurs suivants sont pris en charge pour les deux.

• VMware ESXi

• Machine virtuelle basée sur kernel (KVM)

Depuis ONTAP Select 9.14.1, la prise en charge de l’hyperviseur KVM a été rétablie.
Auparavant, la prise en charge du déploiement d’un nouveau cluster sur un hyperviseur KVM a
été supprimée dans ONTAP Select 9.10.1 et la prise en charge de la gestion des clusters et des
hôtes KVM existants, à l’exception de la mise hors ligne ou de la suppression, a été supprimée
dans ONTAP Select 9.11.1.

Pour plus de détails sur les plates-formes prises en charge, reportez-vous aux informations de planification
spécifiques à l’hyperviseur et aux notes de version.

Hyperviseur pour nœuds ONTAP Select et utilitaire d’administration

L’utilitaire d’administration de déploiement et les nœuds ONTAP Select s’exécutent en tant que machines
virtuelles. L’hyperviseur que vous choisissez pour l’utilitaire de déploiement est indépendant de
l’hyperviseur que vous choisissez pour les nœuds ONTAP Select. Vous disposez d’une souplesse totale
lors de l’association des deux éléments :

• Déployez l’utilitaire exécuté sur VMware ESXi peut créer et gérer des clusters ONTAP Select sur
VMware ESXi ou KVM

• Déployez l’utilitaire exécuté sur KVM permet de créer et de gérer des clusters ONTAP Select sur
VMware ESXi ou KVM
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Une ou plusieurs instances de nœud ONTAP Select par hôte

Chaque nœud ONTAP Select s’exécute en tant que machine virtuelle dédiée. Vous pouvez créer plusieurs
nœuds sur le même hôte d’hyperviseur, avec les restrictions suivantes :

• Plusieurs nœuds d’un même cluster ONTAP Select ne peuvent pas s’exécuter sur le même hôte. Tous
les nœuds d’un hôte spécifique doivent partir de différents clusters ONTAP Select.

• Vous devez utiliser un stockage externe.

• Si vous utilisez le RAID logiciel, vous ne pouvez déployer qu’un seul nœud ONTAP Select sur l’hôte.

Cohérence de l’hyperviseur pour les nœuds dans un cluster

Tous les hôtes d’un cluster ONTAP Select doivent s’exécuter sur la même version et le même logiciel de
l’hyperviseur.

Nombre de ports physiques sur chaque hôte

Vous devez configurer chaque hôte pour qu’il utilise un, deux ou quatre ports physiques. Bien que vous
ayez une certaine flexibilité lors de la configuration des ports réseau, vous devez suivre les
recommandations suivantes dans la mesure du possible :

• Un hôte situé dans un cluster à un seul nœud doit avoir deux ports physiques.

• Chaque hôte d’un cluster multinœud doit avoir quatre ports physiques

Intégration de ONTAP Select à un cluster matériel ONTAP

Vous ne pouvez pas ajouter un nœud ONTAP Select directement à un cluster basé sur du matériel ONTAP.
Toutefois, vous pouvez établir une relation de peering de cluster entre un cluster ONTAP Select et un
cluster ONTAP basé sur le matériel.

Considérations relatives au stockage

Vous devez tenir compte de plusieurs problèmes de planification liés au stockage hôte.

Type de RAID

Lorsque vous utilisez du stockage DAS sur ESXi, vous devez choisir d’utiliser un contrôleur RAID matériel
local ou la fonctionnalité RAID logicielle fournie avec ONTAP Select. Si vous utilisez le RAID logiciel,
reportez-vous à la section "Considérations relatives au stockage et au RAID" pour en savoir plus.

Stockage local

Lorsque vous utilisez le stockage local géré par un contrôleur RAID, vous devez choisir les éléments
suivants :

• Indique si vous souhaitez utiliser un ou plusieurs groupes RAID

• Si vous souhaitez utiliser une ou plusieurs LUN

Stockage externe

Avec la solution ONTAP Select vNAS, vous devez décider où se trouvent les datastores distants et
comment les accéder. ONTAP Select vNAS prend en charge les configurations suivantes :

• VMware VSAN

• Baie de stockage externe générique
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Estimation du stockage requis

Déterminez la quantité de stockage requise pour les nœuds ONTAP Select. Ces informations sont
nécessaires dans le cadre de l’acquisition des licences achetées avec de la capacité de stockage. Pour
plus d’informations, reportez-vous à la section restrictions de capacité de stockage.

La capacité de stockage ONTAP Select correspond à la taille totale autorisée des disques de
données connectés à la machine virtuelle ONTAP Select.

Modèle de licence pour le déploiement en production

Vous devez sélectionner le modèle de licence niveaux de capacité ou pools de capacité pour chaque
cluster ONTAP Select déployé dans un environnement de production. Consultez la section License pour
plus d’informations.

Authentification à l’aide du magasin d’informations d’identification

Le magasin d’informations d’identification de ONTAP Select Deploy est une base de données contenant les
informations de compte. Le déploiement utilise les identifiants de compte pour effectuer l’authentification hôte
dans le cadre de la création et de la gestion du cluster. Vous devez savoir comment le magasin d’informations
d’identification est utilisé dans le cadre de la planification d’un déploiement ONTAP Select.

Les informations de compte sont stockées en toute sécurité dans la base de données à l’aide de
l’algorithme de cryptage AES (Advanced Encryption Standard) et de l’algorithme de hachage
SHA-256.

Types d’informations d’identification

Les types d’informations d’identification suivants sont pris en charge :

• hôte

Les informations d’identification host sont utilisées pour authentifier un hôte hyperviseur dans le cadre
du déploiement d’un nœud ONTAP Select directement sur ESXi ou KVM.

• vcenter

Les informations d’identification vcenter sont utilisées pour authentifier un serveur vCenter dans le
cadre du déploiement d’un nœud ONTAP Select sur ESXi lorsque l’hôte est géré par VMware vCenter.

L’accès

Le magasin d’informations d’identification est accessible en interne dans le cadre de l’exécution de tâches
administratives normales à l’aide de Deploy, telles que l’ajout d’un hôte d’hyperviseur. Vous pouvez
également gérer le magasin d’informations d’identification directement via l’interface utilisateur Web de
déploiement et l’interface de ligne de commande.

Informations associées

• "Considérations relatives au stockage et au RAID"

Considérations relatives à l’hyperviseur et au matériel
VMware ONTAP Select

Il existe plusieurs problèmes matériels à prendre en compte et à planifier liés à
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l’environnement VMware.

Exigences liées à l’hyperviseur

Il existe plusieurs exigences relatives à l’hyperviseur dans lequel ONTAP Select s’exécute.

Vous devriez revoir le"Notes de version de ONTAP Select" pour toute autre restriction ou
limitation connue.

Licences VMware

Pour déployer un cluster ONTAP Select, votre entreprise doit disposer d’une licence VMware vSphere valide
pour les hôtes de l’hyperviseur où ONTAP Select s’exécute. Vous devez utiliser les licences adaptées à votre
déploiement.

Compatibilité logicielle

Vous pouvez déployer ONTAP Select sur les hyperviseurs KVM et ESXi.

KVM

ONTAP Select prend en charge les versions d’hyperviseur KVM suivantes :

• KVM sur Red Hat Enterprise Linux (RHEL) 10.1, 10.0, 9.7, 9.6, 9.5, 9.4, 9.2, 9.1, 9.0, 8.8, 8.7, et 8.6

• KVM sur Rocky Linux 10.1, 10.0, 9.7, 9.6, 9.5, 9.4, 9.3, 9.2, 9.1, 9.0, 8.9, 8.8, 8.7, and 8.6

VMware ESXi

ONTAP Select prend en charge les versions d’hyperviseur ESXi suivantes :

• VMware ESXi 9.0

• VMware ESXi 8.0 U3

• VMware ESXi 8.0 U2

• VMware ESXi 8.0 U1 (build 21495797)

• VMware ESXi 8.0 GA (build 20513097)

NetApp prend en charge ONTAP Select sur les versions identifiées de ESXi tant que
VMware continue également à prendre en charge les mêmes versions.

ESXi 7.0 GA a atteint la fin de sa disponibilité. Si vous disposez de clusters ONTAP Select
avec cette version, vous devez effectuer une mise à niveau vers les versions prises en
charge conformément à la documentation. "Matrice d’interopérabilité (IMT)" .

VMware vCenter et les hôtes ESXi autonomes

Si un hôte d’hyperviseur ESXi est géré par un serveur vCenter, vous devez enregistrer l’hôte dans l’utilitaire
d’administration de déploiement à l’aide des informations d’identification vCenter. Vous ne pouvez pas
enregistrer l’hôte en tant qu’hôte autonome à l’aide des informations d’identification VMware ESXi.
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Configuration matérielle principale requise

L’hôte de l’hyperviseur physique dans lequel vous déployez ONTAP Select doit respecter plusieurs exigences
matérielles. Vous pouvez choisir n’importe quelle plateforme pour l’hôte de l’hyperviseur, tant qu’elle respecte
les exigences matérielles minimales. Les fournisseurs suivants proposent des plateformes matérielles prises
en charge : Cisco, Dell, HP, Fujitsu, Lenovo, Et Supermicro.

À partir d' ONTAP Select 9.9.1, seuls les modèles de processeur basés sur Intel Xeon Sandy
Bridge ou ultérieurs sont pris en charge.

Pour plus d’informations, reportez-vous au Matrice d’interopérabilité, fenêtre=_blank.

Configuration matérielle de base

Il existe plusieurs exigences matérielles courantes qui s’appliquent à toutes les plateformes, indépendamment
du type d’instance de nœud ou de l’offre de licence.

Processeur

Les microprocesseurs pris en charge incluent les processeurs Intel Xeon pour serveur, voir Processeurs Intel
Xeon,window=_blank pour plus d’informations.

Les processeurs AMD (Advanced micro Devices) ne sont pas pris en charge par ONTAP Select.

Configuration Ethernet

Il existe plusieurs configurations Ethernet prises en charge en fonction de la taille du cluster.

Taille du cluster Configuration minimale requise Exigences recommandées

Cluster à un seul nœud 2 x 1 GbE 2 x 10 GbE

Cluster à deux nœuds ou
MetroCluster SDS

4 x 1 GbE ou 1 x 10 GbE 2 x 10 GbE

cluster de quatre, six, huit,
dix ou douze nœuds

2 x 10 GbE 4 x 10 GbE ou 2 x 25 GbE

Configuration matérielle supplémentaire en fonction du type d’instance

Il y a plusieurs autres exigences matérielles en fonction du type d’instance de nœud.

Reportez-vous à la section "Comprendre les offres de licences de plate-forme" pour en savoir plus.

Taille du nœud cœurs de processeur Mémoire Offre de licence de

plateforme requise

Petit Six cœurs physiques ou
plus, dont quatre réservés
à ONTAP Select

24 Go ou plus, avec
16 Go réservés à ONTAP
Select

Standard, premium ou
premium XL

Moyen Dix cœurs physiques ou
plus, dont huit réservés à
ONTAP Select

72 Go ou plus, avec 64
Go réservés à ONTAP
Select

Premium ou premium XL
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Taille du nœud cœurs de processeur Mémoire Offre de licence de

plateforme requise

Grand Dix-huit cœurs physiques
ou plus, dont seize
réservés à ONTAP Select

136 Go ou plus, avec 128
Go réservés à ONTAP
Select

XL haut de gamme

Il existe des besoins supplémentaires en termes de disque selon les licences de la plate-forme.
Voir "Stockage et RAID" pour en savoir plus.

Considérations relatives au stockage ONTAP Select et à la
technologie RAID

Vous devez tenir compte de plusieurs problèmes de planification liés au stockage hôte
ONTAP Select.

Les informations relatives à la prise en charge du stockage externe sont décrites dans le
"Exigences ONTAP Select vNAS".

Configuration matérielle du contrôleur RAID

Le contrôleur RAID sur l’hôte de l’hyperviseur dans lequel vous déployez ONTAP Select doit répondre à
plusieurs exigences.

Un hôte sur lequel ONTAP Select s’exécute nécessite des disques physiques locaux lors de
l’utilisation d’un contrôleur RAID matériel ou de la fonctionnalité RAID logicielle fournie avec
ONTAP Select. Si vous utilisez la solution ONTAP Select vNAS pour accéder au stockage
externe, aucun contrôleur RAID local et la fonctionnalité RAID logicielle ne sont pas utilisés.

La configuration minimale requise pour le contrôleur RAID est la suivante :

• Débit de 12 Gbit/s.

• 512 Mo de mémoire cache interne alimentée par batterie ou Flash (SuperCap)

• Configuré en mode de réinscription :

◦ Activer le mode retour arrière pour « écrire » (si pris en charge)

◦ Activation de la stratégie « toujours en lecture anticipée » (si elle est prise en charge)

• Tous les disques locaux derrière le contrôleur RAID doivent être configurés en tant que groupe RAID
unique ; plusieurs contrôleurs RAID peuvent être utilisés si nécessaire :

◦ Désactivez le cache de disque local pour le groupe RAID. Il est fondamental pour préserver l’intégrité
des données.

• La configuration des LUN doit être effectuée selon les consignes suivantes :

◦ Si la taille du groupe RAID dépasse la taille de LUN maximale de 64 To, vous devez configurer
plusieurs LUN de taille égale qui consomment tout le stockage disponible au sein du groupe RAID.

◦ Si la taille du groupe RAID est inférieure à la taille maximale de LUN de 64 To, vous devez configurer
une LUN qui consomme tout le stockage disponible au sein du groupe RAID.
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Configuration RAID logicielle requise

Lors du déploiement d’un cluster ONTAP Select sur l’hyperviseur, vous pouvez utiliser la fonctionnalité RAID
logicielle fournie par ONTAP Select à la place d’un contrôleur RAID matériel local. Vous devez connaître
plusieurs conditions et restrictions avant de déployer un cluster à l’aide du logiciel RAID.

Exigences générales

L’environnement d’un déploiement RAID logiciel doit répondre aux principales exigences suivantes :

• VMware ESXi 8.0 GA (build 20513097) ou version ultérieure

• Licence ONTAP Select Premium ou version supérieure

• Disques SSD locaux uniquement

• Séparation des disques système de la racine et des agrégats de données

• Aucun contrôleur RAID matériel sur l’hôte

Si un contrôleur RAID matériel est présent, voir "Stockage de plongée en profondeur" pour
connaître les exigences de configuration supplémentaires.

Exigences spécifiques à ESXi

• VMware ESXi 8.0 GA (build 20513097) ou version ultérieure

• VMware VMotion, HA et DRS ne sont pas pris en charge

• Vous ne pouvez pas utiliser le RAID logiciel avec un nœud qui a été mis à niveau à partir de ONTAP Select
9.4 ou d’une version antérieure. Dans ce cas, vous devez créer un nouveau nœud pour le déploiement
RAID logiciel.

Configuration requise pour KVM

Il existe également des exigences spécifiques en matière de configuration des progiciels. Voir le "préparation
du serveur Linux" étape pour plus d’informations.

Attentes des supports pour KVM

Les périphériques de stockage flash SSD utilisés doivent répondre aux exigences supplémentaires
suivantes :

• Les périphériques SSD doivent se présenter de manière précise et persistante à l’hôte Linux via les
méthodes suivantes :

◦ # cat /sys/block/<device>/queue/rotationnel

La valeur signalée pour ces commandes doit être « 0 ».

• Les périphériques doivent être connectés à un HBA ou, dans certains cas, à un contrôleur RAID
configuré pour fonctionner en mode JBOD. Lors de l’utilisation d’un contrôleur RAID, la fonction de
périphérique doit être transmise à l’hôte sans superposer aucune fonctionnalité RAID. Lorsque vous
utilisez un contrôleur RAID en mode JBOD, vous devez consulter la documentation RAID ou contacter
le fournisseur si nécessaire pour vous assurer que le périphérique indique la vitesse de rotation « 0 ».

• Il existe deux composants de stockage distincts :

◦ Stockage de machines virtuelles
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Il s’agit d’un pool LVM (pool de stockage) contenant les données système utilisées pour héberger la
machine virtuelle ONTAP Select. Le pool LVM doit être sauvegardé par un périphérique Flash haute
longévité et peut être SAS, SATA ou NVMe. Un périphérique NVMe est recommandé pour améliorer
les performances.

◦ Disques de données

Il s’agit d’un ensemble de disques SSD SAS ou SATA utilisés pour la gestion des données. Les
SSD doivent donc être robustes et de haute performance. L’interface NVMe n’est pas prise en
charge.

• Tous les périphériques doivent être formatés avec 512BPS.

Configuration de nœuds ONTAP Select

Vous devez configurer chaque nœud ONTAP Select et chaque hôte d’hyperviseur de la manière suivante pour
séparer les disques système des agrégats racine et de données :

• Créer un pool de stockage système vous devez créer un pool de stockage pour les données du système
ONTAP Select. Vous devez connecter le pool de stockage dans le cadre de la configuration du nœud
ONTAP Select.

• Reliez les disques physiques nécessaires l’hôte de l’hyperviseur doit être connecté aux disques SSD
requis et disponible pour une utilisation par la machine virtuelle ONTAP Select. Ces disques détiennent la
racine et les agrégats de données. Vous devez connecter les disques de stockage dans le cadre de la
configuration du noeud ONTAP Select.

Les restrictions de capacité de stockage

Dans le cadre de la planification d’un déploiement ONTAP Select, vous devez connaître les restrictions liées à
l’allocation et à l’utilisation du stockage.

Les restrictions les plus importantes en matière de stockage sont présentées ci-dessous. Consultez également
le pour obtenir des "Matrice d’interopérabilité"informations plus détaillées.

ONTAP Select applique plusieurs restrictions liées à l’allocation et à l’utilisation du stockage.
Avant de déployer un cluster ONTAP Select ou d’acheter une licence, vous devez vous
familiariser avec ces restrictions. Voir la "Licence" pour plus d’informations.

Calculer la capacité de stockage brute

La capacité de stockage ONTAP Select correspond à la taille totale autorisée des données virtuelles et des
disques root rattachés à la machine virtuelle ONTAP Select. Vous devez tenir compte de ce point lors de
l’allocation de la capacité.

Capacité de stockage minimale pour un cluster à un seul nœud

La taille minimale du pool de stockage alloué au nœud dans un cluster à un seul nœud est :

• Évaluation : 500 Go

• Production : 1.0 To

L’allocation minimale pour un déploiement de production comprend 1 To pour les données utilisateur, plus
environ 266 Go utilisés par les différents processus internes ONTAP Select, qui est considéré comme une
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surcharge requise.

Capacité de stockage minimale pour un cluster multinœud

La taille minimale du pool de stockage alloué pour chaque nœud d’un cluster à plusieurs nœuds est :

• Évaluation : 1.9 To

• Production : 2.0 To

L’allocation minimale pour un déploiement de production se compose de 2 To pour les données utilisateur, plus
environ 266 Go utilisés par divers processus internes ONTAP Select, considérés comme une surcharge
requise.

Chaque nœud d’une paire HA doit disposer de la même capacité de stockage.

Lors de l’estimation de la quantité de stockage d’une paire haute disponibilité, vous devez tenir
compte du fait que tous les agrégats (racine et données) sont mis en miroir. Par conséquent,
chaque plex de l’agrégat consomme une quantité égale de stockage.

Par exemple, lorsqu’un agrégat de 2 To est créé, il alloue 2 To à deux instances plex (2 To pour
plexes 0 et 2 To pour plexes 1) ou 4 To du volume total de stockage sous licence.

Capacité de stockage et pools de stockage multiples

Vous pouvez configurer chaque nœud ONTAP Select de façon à utiliser jusqu’à 400 To de stockage avec un
stockage DAS local, VMware VSAN ou des baies de stockage externes. Cependant, un pool de stockage
unique a une taille maximale de 64 To lorsqu’il est utilisé un stockage DAS ou des baies de stockage externes.
Par conséquent, si vous prévoyez d’utiliser plus de 64 To de stockage dans les situations suivantes, vous
devez allouer plusieurs pools de stockage comme suit :

• Attribuez le pool de stockage initial lors du processus de création du cluster

• Augmentez le stockage nœud en allouant un ou plusieurs pools de stockage supplémentaires

Un tampon de 2 % reste inutilisé dans chaque pool de stockage et ne nécessite pas de licence
de capacité. Ce stockage n’est pas utilisé par ONTAP Select, sauf si un bouchon de capacité
est spécifié. Si un plafond de capacité est spécifié, cette quantité de stockage sera utilisée à
moins que la quantité spécifiée ne tombe dans la zone tampon de 2 %. La mémoire tampon est
nécessaire pour éviter les erreurs occasionnelles qui se produisent lors de la tentative
d’allocation de tout l’espace dans un pool de stockage.

Capacité de stockage et VMware VSAN

Avec VMware VSAN, un datastore peut être supérieur à 64 To. Toutefois, vous ne pouvez allouer que jusqu’à
64 To au départ lors de la création du cluster ONTAP Select. Une fois le cluster créé, vous pouvez allouer du
stockage supplémentaire à partir du datastore VSAN existant. La capacité de datastore VSAN qui peut être
consommée par ONTAP Select est basée sur l’ensemble des règles de stockage de VM.

Et des meilleures pratiques

Voici les recommandations concernant le matériel principal de l’hyperviseur :

• Tous les disques d’un agrégat ONTAP Select unique doivent être du même type. Par exemple, vous ne
devez pas combiner des disques HDD et SSD dans le même agrégat.
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Besoins supplémentaires en lecteurs de disque selon les licences de la plate-forme

Les lecteurs que vous choisissez sont limités en fonction de l’offre de licences de plateforme.

Les exigences relatives au disque s’appliquent lors de l’utilisation d’un contrôleur RAID local et
de lecteurs, ainsi que d’un RAID logiciel. Ces exigences ne s’appliquent pas au stockage
externe accessible via la solution ONTAP Select vNAS.

Standard

• 8 À 60 DISQUES DURS INTERNES (NL-SAS, SATA, SAS 10 000 TR/MIN)

Premium

• 8 À 60 DISQUES DURS INTERNES (NL-SAS, SATA, SAS 10 000 TR/MIN)

• 4 à 60 SSD internes

XL haut de gamme

• 8 À 60 DISQUES DURS INTERNES (NL-SAS, SATA, SAS 10 000 TR/MIN)

• 4 à 60 SSD internes

• 4 à 14 NVMe internes

La technologie RAID logicielle avec disques DAS locaux est prise en charge avec la licence
Premium (SSD uniquement) et la licence Premium XL (SSD ou NVMe).

Disques NVMe avec RAID logiciel

Vous pouvez configurer les services RAID logiciels pour utiliser les disques SSD NVMe. Votre environnement
doit répondre aux exigences suivantes :

• ONTAP Select avec un utilitaire d’administration Deploy pris en charge

• Offre de licence Premium XL ou licence d’évaluation de 90 jours

• VMware ESXi version 8.0 ou ultérieure

• Dispositifs NVMe conformes à la spécification 1.0 ou ultérieure

Vous devez configurer manuellement les disques NVMe avant de les utiliser. Voir "Configurez un hôte pour
qu’il utilise des disques NVMe" pour en savoir plus.

Exigences de stockage externe

Configuration requise pour ONTAP Select VMware ESXi

ONTAP Select vNAS est une solution qui permet aux datastores ONTAP Select d’être
externes à l’hôte de l’hyperviseur ESXi sur lequel la machine virtuelle ONTAP Select
s’exécute. Ces magasins de données distants sont accessibles via VMware VSAN ou
une baie de stockage externe générique.

Exigences et restrictions de base

La solution ONTAP Select vNAS peut être utilisée avec un cluster ONTAP Select de toute taille.
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Tous les composants de stockage associés, y compris les exigences en matière de matériel, de logiciels et de
fonctionnalités, doivent respecter les exigences décrites dans le "Matrice d’interopérabilité". En outre, ONTAP
Select prend en charge toutes les baies de stockage externes décrites dans la documentation compatibilité
SAN/stockage VMware, notamment iSCSI, NAS (NFSv3), Fibre Channel et Fibre Channel over Ethernet. La
prise en charge des baies externes est limitée par la version ESXi prise en charge par ONTAP Select.

Les fonctionnalités VMware suivantes sont prises en charge lors du déploiement d’un cluster avec ONTAP
Select vNAS :

• VMotion

• Haute disponibilité (HA)

• DRS (Distributed Resource Scheduler)

Ces fonctionnalités VMware sont prises en charge par les clusters ONTAP Select à un ou
plusieurs nœuds. Lors du déploiement d’un cluster à plusieurs nœuds, veillez à ce que deux
nœuds ou plus du même cluster ne s’exécutent pas sur le même hôte hyperviseur.

Les fonctionnalités VMware suivantes ne sont pas prises en charge :

• Tolérance aux pannes (FT)

• Data store virtuel (VVOL)

Configuration requise

Si vous prévoyez d’utiliser un datastore VMFS sur une baie de stockage externe (iSCSI, Fibre Channel, Fibre
Channel over Ethernet), vous devez créer un pool de stockage VMFS avant de configurer ONTAP Select pour
pouvoir utiliser le stockage. Si vous utilisez un datastore NFS, il n’est pas nécessaire de créer un datastore
VMFS distinct. Tous les datastores VSAN doivent être définis au sein du même cluster ESXi.

Lors de la configuration d’un hôte ou de l’exécution d’une opération d’ajout de stockage, vous
devez fournir une limite de capacité pour chaque datastore sur VMware VSAN ou une baie de
stockage externe. La capacité que vous spécifiez doit être comprise dans les limites de
stockage autorisées du stockage externe. Une erreur se produit si vous n’indiquez pas de limite
de capacité ou si le stockage externe manque d’espace lors de l’opération de création du
disque.

Et des meilleures pratiques

Consultez la documentation VMware disponible et respectez les meilleures pratiques applicables identifiées
pour les hôtes ESXi. Par ailleurs :

• Définir des ports réseau dédiés, la bande passante et le vSwitch pour les réseaux ONTAP Select et le
stockage externe (VMware VSAN et le trafic générique de la baie de stockage lors de l’utilisation d’iSCSI
ou NFS)

• Configurer l’option de capacité pour restreindre l’utilisation du stockage (ONTAP Select ne peut pas
consommer la totalité de la capacité d’un datastore externe vNAS)

• Assurez-vous que toutes les baies de stockage externes génériques utilisent, lorsque cela est possible, les
fonctionnalités de redondance et de haute disponibilité disponibles
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Configuration requise pour ONTAP Select KVM

Vous pouvez configurer ONTAP Select sur l’hyperviseur KVM avec une baie de stockage
externe.

Exigences et restrictions de base

Si vous utilisez une baie externe pour les pools de stockage ONTAP Select, les restrictions de configuration
suivantes s’appliquent :

• Vous devez définir comme type de pool logique à l’aide de CLVM.

• Vous devez indiquer une limite de capacité de stockage.

• La configuration prend uniquement en charge les protocoles FC, FCoE (Fibre Channel over Ethernet) et
iSCSI.

• La configuration ne reconnaît pas le stockage à provisionnement fin.

La capacité de stockage spécifiée doit se trouver dans les limites de stockage autorisées du
stockage externe. Une erreur se produit si vous n’indiquez pas de limite de capacité ou si le
stockage externe est à court d’espace pendant l’opération de création de disque.

Et des meilleures pratiques

Vous devez respecter les recommandations suivantes :

• Définissez les ports réseau dédiés, la bande passante et les configurations vSwitch pour les réseaux
ONTAP Select et le stockage externe

• Configuration de l’option Capacity pour limiter l’utilisation du stockage (la ONTAP Select ne peut pas
consommer la totalité de la capacité d’un pool de stockage externe)

• Vérifiez que toutes les baies de stockage externes utilisent autant que possible les fonctionnalités de
redondance et de haute disponibilité (HA)

Considérations relatives à la mise en réseau ONTAP Select

Vous devez configurer le réseau de l’hyperviseur correctement avant de déployer ONTAP
Select.

Options de commutateurs virtuels

Vous devez configurer un switch virtuel sur chacun des hôtes ONTAP Select pour prendre en charge le réseau
externe et le réseau interne (clusters multi-nœuds uniquement). Dans le cadre du déploiement d’un cluster
multinœud, vous devez tester la connectivité réseau sur le réseau interne du cluster.

Pour plus d’informations sur la configuration d’un vSwitch sur un hôte d’hyperviseur et sur la
fonctionnalité d’interface à haut débit, reportez-vous au "Présentation de la mise en réseau"
section.

Mise à niveau vers VMXNET3 (ESXi uniquement)

Depuis ONTAP Select 9.5 utilisant Deploy 2.10, VMXNET3 est le pilote réseau par défaut inclus avec les
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nouveaux déploiements de clusters sur VMware ESXi. Si vous mettez à niveau un nœud ONTAP Select plus
ancien vers la version 9.5 ou ultérieure, le pilote n’est pas automatiquement mis à niveau.

MTU du cluster

Un réseau interne distinct est utilisé pour connecter les nœuds ONTAP Select dans un cluster multinœud. La
taille de MTU de ce réseau est généralement de 9000. Toutefois, il est parfois difficile de savoir que cette taille
de MTU est trop élevée pour le réseau qui connecte les nœuds ONTAP Select. Pour prendre en charge les
trames les plus petites, la taille de MTU utilisée par ONTAP Select sur le réseau interne peut être comprise
entre 1 7500-9000 octets.

La taille MTU s’affiche dans la section Cluster Details de la page de création du cluster. La valeur est
déterminée par l’utilitaire d’administration de déploiement comme suit :

1. Valeur par défaut initiale de 9000.

2. Au fur et à mesure de l’ajout des hôtes et des réseaux pour les paires haute disponibilité, la valeur MTU
est réduite selon les besoins, en fonction de la configuration des vSwitches dans le réseau.

3. La valeur MTU finale du cluster est définie une fois que vous avez ajouté toutes les paires haute
disponibilité et qu’elles sont prêtes à créer le cluster.

Vous pouvez définir manuellement la valeur MTU du cluster si nécessaire, en fonction de la
conception de votre réseau.

Hôte à deux cartes réseau avec vSwitch standard (ESXi uniquement)

Afin d’améliorer les performances ONTAP Select dans une configuration à deux cartes réseau, il est conseillé
d’isoler le trafic réseau interne et externe à l’aide de deux groupes de ports. Cette recommandation s’applique
à la configuration spécifique suivante :

• Cluster multinœud ONTAP Select

• Deux cartes NIC (NIC1 et NIC2)

• VSwitch standard

Dans cet environnement, vous devez configurer le trafic à l’aide de deux port groups comme suit :

Groupe de ports 1

• Réseau interne (cluster, RSM, trafic HA-IC)

• NIC1 est actif

• NIC2 en veille

Groupe de ports 2

• Réseau externe (trafic de données et de gestion)

• NIC1 est en veille

• NIC2 en mode actif

Voir la "Présentation de la mise en réseau" Pour plus d’informations sur les déploiements à deux cartes
réseau.
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Hôte à quatre cartes réseau avec vSwitch standard (ESXi uniquement)

Afin d’améliorer les performances ONTAP Select dans une configuration à quatre cartes réseau, il est conseillé
d’isoler le trafic réseau interne et externe à l’aide de quatre groupes de ports. Cette recommandation
s’applique à la configuration spécifique suivante :

• Cluster multinœud ONTAP Select

• Quatre NIC (NIC1, NIA2, NIC3 et NIC4)

• VSwitch standard

Dans cet environnement, vous devez configurer le trafic à l’aide de quatre port groups comme suit :

Groupe de ports 1

• Réseau interne (cluster, trafic RSM)

• NIC1 est actif

• NIC2, NIC3, NIC4 en veille

Groupe de ports 2

• Réseau interne (cluster, trafic HA-IC)

• NIC3 est actif

• NIC1, NIC2, NIC4 en veille

Groupe de ports 3

• Réseau externe (trafic de données et de gestion)

• NIC2 est actif

• NIC1, NIC3, NIC4 en veille

Groupe de ports 4

• Réseau externe (trafic de données)

• NIC4 est actif

• NIC1, NIC2, NIC3 en veille

Voir la "Présentation de la mise en réseau" Pour plus d’informations sur les déploiements de quatre cartes
réseau.

Exigences en matière de trafic réseau

Vous devez vous assurer que vos pare-feu sont correctement configurés pour permettre au trafic réseau de
circuler entre les différents participants d’un environnement de déploiement ONTAP Select.

Participants

Plusieurs participants ou entités échangent du trafic réseau dans le cadre d’un déploiement ONTAP Select.
Elles sont introduites, puis utilisées dans la description récapitulative des besoins en trafic réseau.

• Déployez l’utilitaire d’administration ONTAP Select Deploy

• VSphere (ESXi uniquement)
Serveur vSphere ou hôte ESXi, selon la façon dont l’hôte est géré dans le déploiement du cluster

• Serveur hyperviseur
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Hôte hyperviseur ESXi ou hôte KVM Linux

• Nœud OTS et nœud ONTAP Select

• Cluster OTS et cluster ONTAP Select

• Station de travail d’administration locale WS Admin

Récapitulatif des besoins en trafic réseau

Le tableau suivant décrit les exigences en termes de trafic réseau pour un déploiement ONTAP Select.

Protocole / port ESXi/KVM Direction Description

TLS (443) VMware ESXi Déploiement sur un serveur vCenter
(géré) ou ESXi (géré ou non géré)

VMware VIX API

902 VMware ESXi Déploiement sur le serveur vCenter
(géré) ou ESXi (non géré)

VMware VIX API

ICMP ESXi ou KVM Déploiement sur un serveur
d’hyperviseur

Ping

ICMP ESXi ou KVM Déploiement sur chaque nœud OTS Ping

SSH (22) ESXi ou KVM Admin WS à chaque nœud OTS L’administration

SSH (22) KVM Déploiement sur les nœuds de
serveur d’hyperviseur

Accès au serveur
hyperviseur

TLS (443) ESXi ou KVM Déploiement sur les nœuds et les
clusters OTS

Accédez à ONTAP

TLS (443) ESXi ou KVM Chaque nœud OTS à déployer Déploiement d’accès
(licences de pools de
capacité)

ISCSI (3260) ESXi ou KVM Chaque nœud OTS à déployer Disque médiateur/boîte
aux lettres

Clusters ONTAP Select à deux nœuds avec HA

Le déploiement d’un cluster à deux nœuds avec haute disponibilité implique la
planification et la configuration identiques à celles des autres configurations de nœuds du
cluster. Cependant, il y a plusieurs différences à noter lors de la création d’un cluster à
deux nœuds.

Environnement cible

Le cluster à deux nœuds est constitué d’une paire haute disponibilité et a été spécialement conçu pour les
déploiements dans les bureaux distants et les succursales.

Tout en étant conçu principalement pour l’environnement distant et les succursales, vous
pouvez également déployer un cluster à deux nœuds dans le data Center si nécessaire.

Licences

Vous pouvez déployer un cluster à deux nœuds à l’aide de n’importe quelle licence VMware vSphere.
Néanmoins, les licences VMware ROBO Standard et Advanced sont idéales pour les déploiements de bureaux
distants et succursales.
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Service médiateur

Lorsqu’un cluster se compose de deux nœuds, il n’est pas possible d’obtenir le quorum nécessaire lorsqu’un
nœud tombe en panne ou perd la communication. Pour résoudre ces types de situations split-brain, chaque
instance de l’utilitaire ONTAP Select Deploy comprend un service médiateur. Ce service se connecte à chaque
nœud des clusters actifs à deux nœuds pour surveiller les paires haute disponibilité et faciliter la gestion des
défaillances. Le service médiateur conserve les informations d’état HA à une cible iSCSI dédiée associée à
chaque cluster à deux nœuds.

Si vous disposez d’un ou plusieurs clusters à deux nœuds actifs, la machine virtuelle ONTAP
Select Deploy qui administre les clusters doit être active en permanence. Si la machine virtuelle
ONTAP Select Deploy est arrêtée ou tombe en panne, le service de médiation est indisponible
et la capacité de haute disponibilité est perdue pour les clusters à deux nœuds.

Emplacement du service cluster et médiateur

Étant donné que les clusters à deux nœuds sont généralement déployés dans un bureau distant ou une
succursale, ils peuvent être éloignés du centre de données de l’entreprise et de l’utilitaire ONTAP Select
Deploy qui fournit le support administratif. Avec cette configuration, le trafic de gestion entre l’utilitaire ONTAP
Select Deploy et le cluster transite par le WAN. Consultez les notes de version pour plus d’informations sur les
limitations et les restrictions.

Sauvegarder les données de configuration de déploiement

Il est recommandé de"Sauvegardez les données de configuration de déploiement ONTAP Select" de manière
régulière, y compris après la création d’un cluster. Ceci est particulièrement important avec les clusters à deux
nœuds, en raison des données de configuration du médiateur incluses dans la sauvegarde.

Adresse IP statique attribuée au déploiement

Vous devez attribuer une adresse IP statique à l’utilitaire d’administration ONTAP Select Deploy. Cette
exigence s’applique à toutes les instances ONTAP Select Deploy qui gèrent un ou plusieurs clusters ONTAP
Select à deux nœuds.

Déploiements ONTAP Select de bureaux distants et de
succursales

Vous pouvez déployer l’ONTAP Select dans un environnement de bureau
distant/succursale. Dans le cadre de la planification d’un déploiement ROBO, vous devez
sélectionner la configuration à l’appui de vos objectifs.

Deux configurations principales sont disponibles pour le déploiement d’ONTAP Select dans un environnement
ROBO.

Vous pouvez utiliser n’importe quelle licence VMware vSphere lors du déploiement de ONTAP
Select.

Cluster ONTAP Select à deux nœuds avec ONTAP HA

Le cluster à deux nœuds ONTAP Select est composé d’une paire haute disponibilité et convient parfaitement
aux déploiements ROBO.

Cluster à nœud unique ONTAP Select avec prise en charge de VMware

Vous pouvez déployer un cluster ONTAP Select à un seul nœud dans un environnement ROBO. Alors qu’un
seul nœud n’offre pas de fonctionnalité haute disponibilité native, vous pouvez déployer le cluster de l’une des
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manières suivantes pour protéger le stockage :

• Stockage externe partagé avec VMware HA

• VMware VSAN

Si vous utilisez VSAN, vous devez disposer d’une licence ROBO VMware VSAN.

Préparez-vous à déployer ONTAP Select MetroCluster SDS

MetroCluster SDS est une option de configuration lors de la création d’un cluster ONTAP
Select à deux nœuds. Il est similaire au déploiement d’un bureau distant/d’une
succursale, mais la distance entre les deux nœuds peut atteindre 10 km Ce déploiement
amélioré à deux nœuds fournit des cas d’utilisation supplémentaires. Dans le cadre de la
préparation au déploiement du SDS de MetroCluster, vous devez connaître les exigences
et les restrictions.

Avant de déployer MetroCluster SDS, vérifiez que les conditions suivantes sont remplies.

Licences

Chaque nœud doit disposer d’une licence ONTAP Select Premium ou supérieure.

Plateformes d’hyperviseur

Le SDS peut être déployé sur les mêmes hyperviseurs VMware ESXi et KVM que celui pris en charge par un
cluster à deux nœuds dans un environnement ROBO. MetroCluster

Depuis ONTAP Select 9.14.1, la prise en charge de l’hyperviseur KVM a été rétablie.
Auparavant, la prise en charge du déploiement d’un nouveau cluster sur un hyperviseur KVM a
été supprimée dans ONTAP Select 9.10.1 et la prise en charge de la gestion des clusters et des
hôtes KVM existants, à l’exception de la mise hors ligne ou de la suppression, a été supprimée
dans ONTAP Select 9.11.1.

Configuration du réseau

La connectivité de couche 2 est requise entre les sites participants. 10 GbE et 1 GbE sont pris en charge, y
compris les configurations suivantes :

• 1 x 10 GbE

• 4 x 1 GbE

Les ports de transmission de données et d’interconnexion doivent être connectés au même
premier commutateur.

Latence entre les nœuds

Le réseau entre les deux nœuds doit prendre en charge une latence moyenne de 5 ms avec une gigue
périodique supplémentaire de 5 ms. Avant de déployer le cluster, vous devez tester le réseau à l’aide de la
procédure décrite dans "Présentation de la mise en réseau" section.

Service médiateur

Comme pour tous les clusters ONTAP Select à deux nœuds, un service de médiateur distinct est inclus dans
la machine virtuelle de déploiement. Ce service permet de surveiller les nœuds et de gérer les défaillances.

18

https://docs.netapp.com/fr-fr/ontap-select/concept_nw_concepts_chars.html


Lorsque la distance améliorée est disponible avec MetroCluster SDS, cela crée trois sites distincts dans la
topologie réseau. La latence sur la liaison entre le médiateur et un nœud doit être inférieure ou égale à 125 ms
aller-retour.

Stockage

Le stockage DAS est pris en charge à l’aide de disques durs et SSD. VNAS est également pris en charge,
notamment les baies de stockage externes et VSAN dans un environnement VMware.

Lorsque vous déployez MetroCluster SDS, vous ne pouvez pas utiliser VSAN dans une
topologie distribuée ou étendue.

Adresse IP statique attribuée au déploiement

Vous devez affecter une adresse IP statique à l’utilitaire d’administration de déploiement. Elle s’applique à
toutes les instances de déploiement qui gèrent un ou plusieurs clusters ONTAP Select à deux nœuds.

Serveur VMware vCenter ONTAP Select sur ESXi

Vous devez définir un compte de serveur vCenter et l’associer à un rôle contenant les
privilèges d’administration nécessaires.

Vous avez également besoin du nom de domaine ou de l’adresse IP du serveur vCenter gérant
les hôtes de l’hyperviseur ESXi sur lesquels ONTAP Select est déployé.

Privilèges administratifs

Les privilèges d’administration minimum requis pour créer et gérer un cluster ONTAP Select sont présentés ci-
dessous.

Datastore

• Allouez de l’espace

• Parcourir le datastore

• Opérations de niveau inférieur sur les fichiers

• Mettre à jour les fichiers de machines virtuelles

• Mettre à jour les métadonnées des machines virtuelles

Hôte

Configuration

• Configuration du réseau

• Gestion des systèmes

Opérations locales

• Création d’une machine virtuelle

• Supprimer la machine virtuelle

• Reconfigurer la machine virtuelle
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Le réseau

• Attribuer un réseau

Ordinateur virtuel

Configuration

Tous les privilèges de la catégorie.

L’interaction

Tous les privilèges de la catégorie.

Inventaire

Tous les privilèges de la catégorie.

Provisionnement

Tous les privilèges de la catégorie.

VApp

Tous les privilèges de la catégorie.

Informations associées

"En savoir plus sur les privilèges VMware vSphere pour vSAN ESA dans vCenter"
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