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Configuration iSCSI pour Windows

Présentation de la configuration iSCSI pour Windows

En utilisant I'interface classique de ONTAP System Manager (ONTAP 9.7 et versions
antérieures), vous pouvez configurer rapidement le service iSCSI sur un serveur virtuel
de stockage (SVM), provisionner une LUN et mettre la LUN disponible a I'aide d’'un
initiateur iISCSI sur un ordinateur hote Windows.

Ces procédures sont basées sur les hypothéses suivantes :

 Vous utilisez l'initiateur logiciel Microsoft iISCSI sous Windows Server 2008 ou Windows Server 2012.

» Votre réseau utilise 'adressage IPv4.

* Vous souhaitez attribuer des adresses a des interfaces logiques a I'aide de 'une des méthodes suivantes :
o Automatiquement, a partir d’'un sous-réseau que vous définissez
o Manuellement, a I'aide d’'une adresse sélectionnée a partir d’'un sous-réseau existant
o Manuellement, a I'aide d’'une adresse qui sera ajoutée a un sous-réseau existant

* Vous ne configurez pas le démarrage SAN iSCSI.

Pour plus d’informations sur la configuration de votre héte spécifique avec ONTAP, reportez-vous a la section
"Configuration de 'n6te SAN ONTAP".

Pour plus d’informations sur I'administration SAN, consultez le "Présentation de I'administration du SAN
ONTAP 9"

D’autres fagons de le faire dans ONTAP

Pour effectuer cette tache a l'aide de... Reportez-vous a...

System Manager redessiné (disponible avec 9.7 et "Provisionnement du stockage SAN pour Windows
versions ultérieures) Server"

Interface de ligne de commande ONTAP "Workflow de configuration de LUN avec l'interface de

ligne de commandes"

Configuration et flux de production de provisionnement
iISCSI

Lorsque vous mettez le stockage disponible pour un héte via iISCSI, vous provisionnez un
volume et une LUN sur la machine virtuelle de stockage (SVM), puis vous connectez a la
LUN depuis I'héte.


https://docs.netapp.com/us-en/ontap-sanhost/index.html
https://docs.netapp.com/us-en/ontap/san-admin/index.html
https://docs.netapp.com/us-en/ontap/san-admin/index.html
https://docs.netapp.com/us-en/ontap/task_san_provision_windows.html
https://docs.netapp.com/us-en/ontap/task_san_provision_windows.html
https://docs.netapp.com/us-en/ontap/san-admin/lun-setup-workflow-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/lun-setup-workflow-concept.html

Verify that the entire configuration is supported.
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Fill out the worksheet.
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Record the iSCSl initiator node name.
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Install the Windows Unified Host Utilities on the host.

v

Create a new aggregate, if necessary.
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Initialize and format the LUN.

v

Verify that the host can write to and read from the LUN.

Vérifiez que la configuration iSCSI est prise en charge

Pour un fonctionnement fiable, vous devez vérifier que I'intégralité de la configuration

iISCSI est prise en charge.

Etapes




1. Accédez a la matrice d’interopérabilité pour vérifier que vous disposez d’'une combinaison de composants
prise en charge :

o Logiciel ONTAP

> Architecture UC de I'ordinateur hoéte (pour serveurs en rack standard)
> Modéle de lame de processeur spécifique (pour serveurs lames)

> Protocole de stockage (iSCSI)

> Version du systéme d’exploitation Windows

o Utilitaires d’hétes unifiés Windows

2. Cliquez sur le nom de la configuration sélectionnée.
Les détails de cette configuration s’affichent dans la fenétre Détails de la configuration.
3. Vérifiez les informations dans les onglets suivants :
o Remarques
Le répertorie les alertes et informations importantes spécifiques a votre configuration.
Passez en revue les alertes pour identifier les correctifs requis pour votre systéme d’exploitation.
o Politiques et lignes directrices

Présente des recommandations générales pour toutes les configurations SAN.

Renseignez la fiche technique de configuration iSCSI

Vous avez besoin d’identifiants iSCSI, d’adresses réseau et d’informations de
configuration de stockage pour effectuer les taches de configuration iISCSI.

Des identifiants iSCSI

Nom du nceud iSCSI (IQN) de I'initiateur (hbte)
Alias cible (facultatif)

Adresses réseau cibles

La machine virtuelle de stockage (SVM) est la cible iSCSI.

Vous avez besoin d’un sous-réseau doté de deux adresses IP pour les LIF de données iSCSI pour chaque
nceud du cluster. Pour assurer la haute disponibilité, il doit y avoir deux réseaux distincts. Les adresses IP
spécifiques sont attribuées par ONTAP lorsque vous créez les LIFs dans le cadre de la création du SVM.

Si possible, séparez le trafic iISCSI sur des réseaux physiques distincts ou sur des VLAN.

Sous-réseau des LIF :



Ou LIF avec Adresse IP Masque de Passerelle ID VLAN Port de départ
port pour le réseau
commutateur

Noesud 1/ LIF
vers le
commutateur 1

Noeud 2 / LIF
vers le
commutateur 1

Noeud 3/ LIF
vers le
commutateur 1

Noeud 4 / LIF
vers le
commutateur 1

Noeud 1/ LIF
vers le
commutateur 2

Noeud 2 / LIF
vers le
commutateur 2

Noeud 3/ LIF
vers le
commutateur 2

Noeud 4 / LIF
vers le
commutateur 2

Configuration de stockage sous-jacente

Si 'agrégat et le SVM sont déja créés, enregistrer leurs noms ici ; sinon, vous pouvez les créer comme requis :

Nceud vers son propre LUN

Nom de I'agrégat

Nom du SVM

Informations sur les LUN



Taille de la LUN

Systeme d’exploitation héte

Nom de LUN (facultatif)

Description des LUN (facultatif)

Informations sur les SVM

Si vous n'utilisez pas un SVM existant, vous devez demander les informations suivantes :

Nom du SVM
SVM IPspace Agrégat pour volume root SVM
Nom d’utilisateur SVM (facultatif) Mot de passe SVM (facultatif)

LIF de gestion SVM (en option)
Sous-réseau :

Adresse IP :

Masque de réseau :

Passerelle :

Noeud de départ :

Notez le nom du nceud de Pinitiateur iSCSI

Vous devez enregistrer le nom du nceud d’initiateur iISCSI dans le programme initiateur
iISCSI sur 'h6te Windows.

Etapes
1. Quvrez la boite de dialogue iSCSI Initiator Properties :

Si vous utilisez... Accédez a...

Windows Server 2012, Windows Server 2012 R2 ou Gestionnaire de serveur > Tableau de bord >
Windows Server 2016 Outils > initiateur iISCSI > Configuration

Windows Server 2008, Windows Server 2008 R2 Démarrer > Outils d’administration > initiateur
iSCSI



2. Copiez la valeur Nom de P’initiateur ou Nom du nceud initiateur dans un fichier texte ou notez-la.
Le libellé exact de la boite de dialogue differe selon la version de Windows. Le nom du nceud initiateur

iISCSI doit ressembler a 'exemple suivant :

ign.1991-05.com.microsoft:server3

Installez les utilitaires d’hotes unifiés Windows

Windows Unified Host Utilities comprend un programme d’installation qui définit les
parameétres d’enregistrement et d’adaptateur HBA Windows requis. L'héte Windows gére
ainsi correctement les comportements du systéme de stockage pour les plateformes
NetApp ONTAP et E-Series.

Avant de commencer

Vous devez avoir effectué les taches suivantes :
« Veérifiez la configuration prise en charge dans la matrice d’interopérabilité
"Matrice d’interopérabilité NetApp"
* |Identification des éventuels correctifs Windows requis dans la matrice d’interopérabilité
"Matrice d’interopérabilité NetApp"

» Ajoutez la licence FCP et démarrez le service cible

« Veérifiez le cablage

Pour plus d’informations sur le cablage et la configuration, consultez la section Configuration SAN de votre
version de ONTAP ou cablage matériel de votre systéme de stockage E-Series sur le site du support
NetApp.

Description de la tache

Vous devez indiquer si vous souhaitez inclure la prise en charge des chemins d’accés multiples lors de
l'installation du pack logiciel Windows Unified Host Utilities. Choisissez MPIO si vous disposez de plusieurs
chemins entre 'h6te Windows ou la machine virtuelle et le systéme de stockage. Choisissez non MPIO
uniguement si vous utilisez un chemin d’accés unique au systéme de stockage.

@ La sélection MPIO n’est pas disponible sur les systemes Windows XP et Windows Vista ; les
E/S multivoies ne sont pas prises en charge sur ces systémes d’exploitation invités.

Pour les invités Hyper-V, les disques bruts (pass-through) n’apparaissent pas dans le systeme d’exploitation
invité si vous choisissez la prise en charge des chemins d’accés multiples. Vous pouvez utiliser des disques
bruts ou MPIO, mais vous ne pouvez pas les utiliser les deux dans le systeme d’exploitation invité.

Voir "Installation de I'héte unifié Windows" pour des informations détaillées.

Etapes
1. Téléchargez la version appropriée de Windows Unified Host Ultilities sur le site de support NetApp.


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://docs.netapp.com/us-en/ontap-sanhost/hu_wuhu_71.html

"Support NetApp"

2. Exécutez le fichier exécutable et suivez les instructions a 'écran.

3. Redémarrez I'héte Windows lorsque vous y étes invité.

Créer un agrégat

Si vous ne souhaitez pas utiliser d’agrégat existant, vous pouvez créer un nouvel agrégat
afin d’allouer du stockage physique au volume que vous provisionnez.

Etapes

1. Saisissez 'TURL https://IP-address-of-cluster-management-LIF Dans un navigateur Web,
connectez-vous a System Manager a 'aide des informations d’identification de 'administrateur du cluster.

2. Accédez a la fenétre Aggregates.
3. Cliquez sur Créer.

4. Suivez les instructions a I'écran pour créer 'agrégat en utilisant la configuration RAID-DP par défaut, puis
cliquez sur Create.

Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.

Mame: aggr?
ﬁ Disk Type: SAS |-Browse |
Mumber of Disks: 8 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-OP; RAID group size of 16 disks Change
Mew Usable Capacity: 4968 TB (Estimated)

Résultats
L'agrégat est créé avec la configuration spécifiée et ajouté a la liste des agrégats dans la fenétre Aggregates.

Choisissez I’emplacement de provisionnement du volume

Avant de provisionner un volume pour contenir vos LUN, vous devez décider d’ajouter ce
volume a un SVM existant ou de créer un nouveau SVM pour le volume. Vous devrez
peut-étre également configurer iISCSI sur une SVM existante.

Description de la tache

Si un SVM existant est déja configuré avec les protocoles nécessaires et que celui-ci dispose de LIF
accessibles depuis I'héte, il est plus facile d’utiliser le SVM existant.

Vous pouvez créer un nouveau SVM afin de séparer les données ou I'administration des autres utilisateurs du
cluster de stockage. Il n’y a pas d’avantage a utiliser des SVM distincts pour séparer différents protocoles.


https://mysupport.netapp.com/site/global/dashboard

Procédure

« Si vous souhaitez provisionner des volumes sur un SVM déja configuré pour iSCSI, vous devez vérifier
que le service iISCSI est en cours d’exécution, puis créer une LUN sur le SVM.

"Vérification de I'exécution du service iISCSI sur un SVM existant"
"Création d’'une LUN"

+ Si vous souhaitez provisionner des volumes sur un SVM existant sur lequel iISCSI est activé mais non
configuré, configurez iISCSI sur le SVM existant.

"Configuration d’iSCSI sur un SVM existant"

C’est le cas lorsque vous n’avez pas suivi cette procédure pour créer le SVM lors de la configuration d’'un
autre protocole.

+ Si vous souhaitez provisionner des volumes sur un nouveau SVM, créez le SVM.

"Création d’'un nouveau SVM"

Vérifier que le service iSCSI s’exécute sur un SVM existant

Si vous choisissez d’utiliser une machine virtuelle de stockage (SVM) existante, vous
devez vérifier que le service iISCSI s’exécute sur la SVM.

Avant de commencer

Vous devez avoir sélectionné un SVM existant sur lequel vous prévoyez de créer une nouvelle LUN.
Etapes

1. Accédez a la fenétre SVM.

2. Cliquez sur I'onglet Parameétres SVM.

3. Dans le volet protocoles, cliquez sur iSCSI.

4. Vérifiez que le service iISCSI est en cours d’exécution.

Service | Intistor Securly

4 Egd 0 seee | 6 Fatwan

BES] Sarvice O 5C5i e ranning

SCSI Targel Node lams ogri 155208 com nedappias Fadlad 22 et f 1o 382 TO0S050STEDLT va d

551 Target Llay SCH1

551 Interfaces

[

rwigic Insgrface T Tacgst Pornsl Group T P Address
scal_if_1 1] 1053334
el B 2 1929 10.53.32.5

5. Enregistrer les interfaces iSCSI répertoriées pour le SVM.



Que faire ensuite

Si le service iISCSI n’est pas en cours d’exécution, démarrer le service iSCSI ou créer un nouveau SVM.

Si il y a moins de deux interfaces iSCSI par nceud, mettre a jour la configuration iSCSI sur le SVM ou créer un
nouveau SVM pour iSCSI.

Créer une LUN

L’assistant de création de LUN permet de créer une LUN. L'assistant crée également le
groupe initiateur et mappe la LUN sur le groupe initiateur, ce qui permet a I'hote spécifié
d’accéder a la LUN.

Avant de commencer

» Un agrégat doit disposer d’'un espace libre suffisant pour contenir la LUN.

* Il doit y avoir un SVM (Storage Virtual machine) avec le protocole iSCSI activé et les interfaces logiques
(LIF) appropriées créées.

* Vous devez avoir enregistré le nom du nceud initiateur iSCSI de I'héte.

Les LUN sont mappées sur un sous-ensemble d'’initiateurs du groupe initiateur pour limiter le nombre de
chemins d’accés de I'hote a la LUN.

» Par défaut, ONTAP utilise le mappage de LUN sélectif (SLM) pour rendre la LUN accessible uniquement
via des chemins sur le nceud propriétaire de la LUN et son partenaire haute disponibilité.

» Vous devez toujours configurer toutes les LIF iISCSI sur chaque nceud pour la mobilité de la LUN si celle-ci
est déplacée vers un autre nceud du cluster.

* Lors du déplacement d’'un volume ou d’'une LUN, vous devez modifier la liste des noeuds-rapports SLM
avant de procéder au déplacement.

Description de la tache
Si la convention de nommage de votre entreprise, il est conseillé d’utiliser les noms des LUN, des volumes,
etc. Sinon, vous devez accepter les noms par défaut.
Etapes
1. Accédez a la fenétre LUN.
2. Cliquez sur Créer.
3. Parcourir et sélectionner un SVM dans lequel vous souhaitez créer les LUN.
L'assistant de création de LUN s’affiche.
4. Sur la page Propriétés générales, sélectionnez le type de LUN Windows 2008 ou version ultérieure
pour les LUN utilisés directement par ’h6te Windows, ou sélectionnez Hyper-V pour les LUN contenant

des disques durs virtuels (VHD) pour les machines virtuelles Hyper-V.

Ne cochez pas la case Thin Provisioned.



g You can specify the sze of the LUM. Storage will be optimized according to the type selected.

Type: ‘Windows 2008 or later -

Size: 750 GB -
] Thin Provisioned

5. Sur la page conteneur de LUN, sélectionnez un volume FlexVol existant.

Vous devez vous assurer qu’il y a suffisamment d’espace dans le volume. Si un espace suffisant n’est pas
disponible dans les volumes existants, vous pouvez créer un nouveau volume.

6. Sur la page Initiators Mapping, cliquez sur Add Initiator Group, saisissez les informations requises dans
'onglet General, puis dans 'onglet Initiators, saisissez le nom de nceud d’initiateur iISCSI de I'héte que
vous avez enregistré.

7. Confirmez les détails, puis cliquez sur Terminer pour terminer I'assistant.
Informations connexes

"Administration du systéme"

Configurer iSCSI sur un SVM existant

Vous pouvez configurer iSCSI sur une machine virtuelle de stockage (SVM) existante, et
créer une LUN et son volume contenant a l'aide d’un assistant unique. Le protocole
iISCSI doit déja étre activé, mais pas configuré sur le SVM. Ces informations sont
destinées aux SVM pour lesquels vous configurez plusieurs protocoles, mais n’ont pas
encore configuré iISCSI.

Avant de commencer

Vous devez disposer d’'un nombre suffisant d’adresses réseau disponibles pour créer deux LIF pour chaque
noeud.

Description de la tache

Les LUN sont mappées sur un sous-ensemble d’initiateurs du groupe initiateur pour limiter le nombre de
chemins d’accés de I'héte a la LUN.

* ONTAP utilise le mappage de LUN sélectif (SLM) pour rendre la LUN accessible uniquement via des
chemins sur le nceud possédant la LUN et son partenaire haute disponibilité.

» Vous devez toujours configurer toutes les LIF iSCSI sur chaque noeud pour la mobilité de la LUN si celle-ci
est déplacée vers un autre noeud du cluster.

* Vous devez modifier la liste SLM reporting-nodes avant de déplacer un volume ou une LUN.
Etapes
1. Accédez a la fenétre SVM.
2. Sélectionnez le SVM que vous souhaitez configurer.

3. Dans le volet Détails du SVM*, vérifier que *iSCSI est affiché avec un arriere-plan gris, ce qui indique que
le protocole est activé mais pas entierement configuré.

10


https://docs.netapp.com/us-en/ontap/system-admin/index.html

Si iSCSI est affiché avec un arriere-plan vert, le SVM est déja configuré.
Details
Protocols: MFS CIFS FC/FCoE iSCSl
4. Cliquez sur le lien du protocole iSCSI avec l'arriere-plan gris.
La fenétre configurer le protocole iISCSI s’affiche.
5. Configurez le service iSCSI et les LIF a partir de la page configurer le protocole iSCSI :

a. Entrez un nom d’alias cible.

b. Entrez 2 Dans le champ LIFs par nceud.
Chaque nceud requiert deux LIF afin d’assurer la disponibilité et la mobilité des données.

c. Attribuez des adresses IP aux LIF soit avec un sous-réseau, soit sans sous-réseau.

d. Dans la zone provisioning d’une LUN pour le stockage iSCSI, entrez la taille de LUN, le type d’hdte
et le nom d’initiateur iISCSI de I'héte.

e. Cliquez sur Envoyer et fermer.

Configure New Protocol for Storage Yirtual Machine [SYM)

Configure iSCSI protocol

?) Configure LIFs to access the data using 15051 protocol

Data Interface (LIF) Configuration

Provizion a LUN for iSCS5] storage {Optional):

Target Alias vel_glias

LIFE Per Node: 5 LLIM Size: 50 G |¥
(A 1, Mk &) LUM OF Type: | Windows 2008 or later | ¥

Azsign IF Address Without a subnet ¥ Host Imitiatods | ign,2001-04.com_ example:sbs

IF Address: 10.10.10.10  Change
Broadcast Domain: Default i

Adaprer Type MIC Fiod

I Review or mod ify LIF configuration (Advanced Settings)

6. Consultez la page Résumé, enregistrez les informations sur le LIF, puis cliquez sur OK.

Créer un nouveau SVM

La machine virtuelle de stockage (SVM) fournit la cible iSCSI par I'intermédiaire de
laquelle un héte accéde aux LUN. Lorsque vous créez le SVM, vous créez également
des interfaces logiques (LIF), ainsi que la LUN et son volume contenant. On peut créer
un SVM afin de séparer les fonctions de données et d’administration d’'un utilisateur de

11



celles des autres utilisateurs d’un cluster.

Avant de commencer

* Vous devez disposer d’un nombre suffisant d’adresses réseau disponibles pour créer deux LIF pour
chaque nceud.

Description de la tache

Les LUN sont mappées sur un sous-ensemble d’initiateurs du groupe initiateur pour limiter le nombre de
chemins d’accés de I'héte a la LUN.

» Par défaut, ONTAP utilise le mappage de LUN sélectif (SLM) pour rendre la LUN accessible uniquement
via des chemins sur le nceud propriétaire de la LUN et son partenaire HA.

* Vous devez toujours configurer toutes les LIF iSCSI sur chaque nceud pour la mobilité de la LUN si celle-ci
est déplacée vers un autre nceud du cluster.

* Lors du déplacement d’'un volume ou d’'une LUN, vous devez modifier la liste SLM-reporting-nodes avant
le déplacement.

Etapes
1. Accédez a la fenétre SVM.
2. Cliquez sur Créer.

3. Dans la fenétre Storage Virtual machine (SVM) Setup, créer la SVM:

Storage Virtual Machine { 5¥M] Setup

o (1) o
Enter SWh basic details

SVM Details

@ Specify a unigue nare and the data protocols for the SYA

SV Marne: wsll.example.cam

@ IPspace: R

(@ DataProtocalss W aFs W NFs W iscsl W OFOFRCoE T

@ Default Language: | CUTF-2[ cutf_2] 7

The language of the 2k specifles the default language encoding setting for the S7M and

Itswolumes. Usinga settingthat Incorporates UTF-& character encoding 15 recommended.

@ Security Style: MTFS 7

Root Aggregate:  data_D1_aggr h

a. Spécifier un nom unique pour le SVM.

Le nom doit étre un nom de domaine complet (FQDN) ou suivre une autre convention qui garantit des
noms uniques a travers un cluster.

b. Sélectionner I'lPspace auquel la SVM appartiendra.

12



g.

Si le cluster n’utilise pas plusieurs IPspaces, le « Doubault » est utilisé.
Conservez la sélection par défaut du type de volume.
Seuls les volumes FlexVol sont pris en charge par les protocoles SAN.

Sélectionnez tous les protocoles pour lesquels vous disposez de licences et que vous pouvez utiliser
sur la SVM, méme si vous ne souhaitez pas configurer immédiatement tous les protocoles.

Si vous sélectionnez NFS et CIFS lorsque vous créez le SVM, ces deux protocoles peuvent partager
les mémes LIF. L'ajout ultérieur de ces protocoles ne leur permet pas de partager les LIF.

Si CIFS est I'un des protocoles que vous avez sélectionnés, le style de sécurité est défini sur NTFS.
Sinon, le style de sécurité est défini sur UNIX.

Conservez le paramétre de langue par défaut C.UTF-8.

Sélectionner 'agrégat racine souhaité pour contenir le volume root du SVM
L’agrégat pour le volume de données est sélectionné séparément.

Cliquez sur Envoyer et continuer.

Le SVM est créé, mais les protocoles ne sont pas encore configurés.

4. Sila page Configure CIFS/NFS Protocol s’affiche parce que vous avez activé CIFS ou NFS, cliquez sur
Skip, puis configurez CIFS ou NFS ultérieurement.

5. Configurez le service iSCSI et créez les LIF, ainsi que le LUN et le volume contenant le fichier a partir de la
page configurer le protocole iSCSI :

a.
b.

Facultatif: Entrez un nom d’alias cible.

Attribuez une adresse IP aux LIF en utilisant un sous-réseau ou sans sous-réseaul.

. Entrez 2 Dans le champ LIFs par nceud.

Chaque nceud requiert deux LIF afin d’assurer la disponibilité et la mobilité des données.

. Dans la zone provisioning d’une LUN pour le stockage iSCSI, entrez la taille de LUN, le type d’hbte

et le nom d’initiateur iISCSI de I'hbte.

. Cliquez sur Envoyer et continuer.

13



Configure iSCSI protocol

'f__,' Configure LIFs to access the data using i5C51 protocol

Data Interface (LIF) Configuration

Provision @ LUM for i5C5l storage (Optionaly:

Target Aligs: we]_dligs

LIFs Per Mode: 2 LUM Size: E11] GE |¥
(AdFriarLRe T, AaxinmunT: & LUN O5 Type: Windows 2008 or later ¥

Assign [P Address: Without a subnet > Host Initiator: | iqn.2007-04.com.example:ab

IP Aaddress: 10.10.10010 Change
Broadcast Domain: Default 7

Adapter Type: MIC i

I Review or modify LIF configuration {Advanced Settings)
6. Sila page configurer le protocole FC/FCoE s’affiche parce que vous avez activé FC, cliquez sur Ignorer,
puis configurez le protocole FC ultérieurement.

7. Lorsque SVM Administration apparait, configurer ou reporter la configuration d’'un administrateur distinct
pour ce SVM :

o Cliquez sur Ignorer et configurez un administrateur plus tard si vous le souhaitez.
o Entrez les informations requises, puis cliquez sur Envoyer et continuer.

8. Consultez la page Résumé, enregistrez les informations sur le LIF, puis cliquez sur OK.

Démarrer les sessions iSCSI avec la cible

L’héte Windows doit disposer d’une connexion iSCSI a chaque nceud du cluster. Vous
établissez les sessions a partir de I'héte a I'aide de la boite de dialogue Propriétés de
l'initiateur iISCSI sur I'héte.

Avant de commencer

Vous devez connaitre I'adresse IP d’'une LIF de données iSCSI sur la machine virtuelle de stockage (SVM) qui
contient la LUN que vous accédez.

Description de la tache

Dans ONTAP, I'h6te iSCSI doit avoir des chemins d’acces a chaque nceud du cluster. Le DSM natif sélectionne
les meilleurs chemins d’accés a utiliser. En cas d’échec des chemins, le DSM natif sélectionne d’autres
chemins.

Les boutons et étiquettes de la boite de dialogue Propriétés de I'initiateur iISCSI varient d’'une version a l'autre
de Windows. Certaines étapes de la tache incluent plusieurs boutons ou noms de libellé ; vous devez choisir le
nom qui correspond a la version de Windows que vous utilisez.

Etapes
1. Ouvrez la boite de dialogue iSCSI Initiator Properties :
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Pour...

Windows Server 2012

Windows Server 2008

Cliquez suir...

Gestionnaire de serveur > Tableau de bord >

Outils > initiateur iSCSI

Démarrer > Outils d’administration > initiateur

iSCSI

2. Dans l'onglet Discovery, cliquez sur Discover Portal ou Add Portal, puis entrez I'adresse IP du port cible

iSCSI.

3. Dans l'onglet cibles, sélectionnez la cible que vous avez découverte, puis cliquez sur connexion ou

connexion.

4. Sélectionnez Activer le multichemin, sélectionnez rétablir automatiquement cette connexion au

démarrage de I'ordinateur ou Ajouter cette connexion a la liste des cibles favorites, puis cliquez sur

Avanceé.

5. Pour carte réseau locale, sélectionnez initiateur iISCSI Microsoft.

L’exemple suivant provient de Windows Server 2008 :

Favorite Targets

Toa Target name:

iSCSI Initiator Properties

| Yolumes and Devices | RADIUS
‘Lng On to Target

Log ¢
I" 195 mivanced Settlngs
To st
v
k. W au Genersl I PPsec |
v
S |y o
_:L Q
Targ of Local adapter: Microsoft iSCSI Initiator
::: Adva Source IP: 192.168.1.23
iqn Target portal 192.168,1.51 | 3260
iqn. 1992-08
iqgn. 1992-08,
iqn.1992-08, ~CRC Im
" Data digest [~ Header digest
-~ CHAP logon information -

6. Pour Source IP ou Initiator IP, sélectionnez I'adresse IP d’un port sur le méme sous-réseau ou VLAN que
'une des LIF cibles iSCSI.

7. Conservez les valeurs par défaut des cases a cocher restantes, puis cliquez sur OK.
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8. Dans l'onglet cibles, sélectionnez a nouveau la méme cible, puis cliquez sur connexion ou connexion.

9. Sélectionnez Activer le multichemin, sélectionnez rétablir automatiquement cette connexion au
démarrage de I'ordinateur ou Ajouter cette connexion a la liste des cibles favorites, puis cliquez sur
Avancé.

10. Pour Source IP ou Initiator IP, sélectionnez 'adresse IP d’un autre port sur le sous-réseau ou le VLAN
d’une autre LIF cible iSCSI.

11. Pour Target Portal, sélectionnez I'adresse IP de la LIF cible iSCSI qui correspond au port que vous venez
de sélectionner pour Source IP.

12. Conservez les valeurs par défaut des cases a cocher restantes, puis cliquez sur OK.

13. Répétez les étapes 8 a 12 pour connecter chaque LIF cible disponible.

Découvrir de nouveaux disques

Les LUN de votre machine virtuelle de stockage (SVM) apparaissent comme des disques
pour I'héte Windows. Les nouveaux disques pour les LUN que vous ajoutez a votre
systéme ne sont pas automatiquement découverts par I'h6te. Vous devez relancer
manuellement I'analyse des disques pour les détecter.

Etapes
1. Ouvrez I'utilitaire Windows Computer Management :

Si vous utilisez... Accédez a...

Windows Server 2012 Outils > gestion de I'ordinateur

Windows Server 2008 Démarrer > Outils d’administration > gestion de
I'ordinateur

Windows Server 2016 Démarrer > Outils d’administration > gestion de
I'ordinateur

2. Développez le noeud Storage dans I'arborescence de navigation.
3. Cliquez sur Disk Management.

4. Cliquez sur action > disques Rescan.

Initialiser et formater la LUN

Lorsqu’un nouvel LUN est accédé pour la premiere fois par 'héte Windows, il n’a pas de
partition ni de systéme de fichiers. Vous devez initialiser la LUN et éventuellement la
formater avec un systéme de fichiers.

Avant de commencer

La LUN doit avoir été découverte par I'héte Windows.

Description de la tache
Les LUN apparaissent sous Windows Disk Management en tant que disques.
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Vous pouvez initialiser le disque en tant que disque de base avec une table de partition GPT ou MBR.

Généralement, la LUN est mise au format avec un systeme de fichiers tel que NTFS, mais certaines
applications utilisent des disques bruts a la place.
Etapes

1. Démarrez Windows Disk Management.

2. Cliquez avec le bouton droit de la souris sur la LUN, puis sélectionnez le type de disque ou de partition
requis.

3. Suivez les instructions de I'assistant.

Si vous choisissez de formater la LUN en NTFS, vous devez cocher la case réaliser un format rapide.

Vérifiez que I’héte peut écrire sur la LUN et la lire

Avant d’utiliser la LUN, vérifiez que I'héte peut écrire les données sur la LUN et les lire de
nouveau.

Avant de commencer

La LUN doit étre initialisée et formatée avec un systéme de fichiers.

Description de la tache

Si le nceud de cluster de stockage sur lequel la LUN est créée peut étre basculée vers son nceud partenaire,
vérifiez que les données sont sollicitées alors que le nceud est défaillant. Ce test peut étre impossible si le
cluster de stockage est en production.

Si I'un des tests échoue, vérifiez que le service iSCSI est en cours d’exécution et vérifiez les chemins iSCSI
vers la LUN.
Etapes

1. Sur I'héte, copiez un ou plusieurs fichiers vers la LUN.

2. Copiez les fichiers dans un autre dossier sur le disque d’origine.

3. Comparez les fichiers copiés a l'original.
Vous pouvez utiliser le comp Commande a l'invite de commande de Windows pour comparer deux fichiers.

4. Facultatif: basculez le nceud du cluster de stockage contenant la LUN et vérifiez que vous pouvez
toujours accéder aux fichiers de la LUN.

5. Utilisez le DSM natif pour afficher les chemins vers la LUN et vérifier que vous prévoyez le nombre attendu
de chemins.

Vous devez voir deux chemins d’accés au noeud du cluster de stockage sur lequel la LUN est créée, et
deux chemins d’accés au nceud partenaire.
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