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Workflow de configuration multiprotocole

La configuration de SMB/CIFS et de NFS implique la création d’'un agrégat, la création
d’'un nouveau SVM ou la configuration d’'un environnement existant, la création d’'un
volume, le partage et I'exportation, et la vérification de 'accés a partir des hétes
d’administration UNIX et Windows. Vous pouvez ensuite ouvrir 'accés aux clients
SMBJ/CIFS et NFS.



Create an aggregate, if necessary.

Where to provision the
volume?

I L}
Newlsx,rm Existing SVM Existing SVM
¢ without CIFS and NFS enabled with CIFS andlﬁl’FS configured

. Add CIFS and NFS access
Create a basic SVM. T T

 J

Open the export policy of the SVM root volume.

v
On the DNS server,
map the CIFS server name to the data LIF IP.

v

Configure LDAP, if necessary.

v

Map UNIX and Windows user names, if necessary.
|
 J
Create and configure a volume.

v

Create a share and set its permissions.

v

Create an export policy for the volume.

v

Verify CIFS access as a Windows administrator.

v

Verify NF5 access from a UNIX administration host.

v

Configure and verify CIFS and NFS client access.

Créer un agrégat

Si vous ne souhaitez pas utiliser d’agrégat existant, vous pouvez créer un nouvel agrégat



afin d’allouer du stockage physique au volume que vous provisionnez.

Description de la tache
Si vous disposez d’'un agrégat existant que vous souhaitez utiliser pour le nouveau volume, vous pouvez

ignorer cette procédure.
Etapes

1. Saisissez 'TURL https://IP-address-of-cluster-management-LIF Dans un navigateur Web,
connectez-vous a System Manager a 'aide des informations d’identification de 'administrateur du cluster.

2. Accédez a la fenétre Aggregates.
3. Cliquez sur Créer.

4. Suivez les instructions a I'écran pour créer I'agrégat en utilisant la configuration RAID-DP par défaut, puis
cliquez sur Create.

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Name: agor?
ﬁ Disk Type: SAS |-Browse |
Number of Dizks: 8 g Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-OP; RAID group size of 16 disks Change
Mew Usable Capacity: 49638 TB (Estimated)

Résultats
L'agrégat est créé avec la configuration spécifiée et ajouté a la liste des agrégats dans la fenétre Aggregates.

Choisissez I’emplacement de provisionnement du nouveau
volume

Avant de créer un volume multiprotocole, vous devez décider si le volume doit étre placé
sur une machine virtuelle de stockage (SVM) existante et, le cas échéant, le volume de
configuration requise par la SVM. Cette décision détermine votre flux de travail.

Procédure

» Si vous souhaitez provisionner un volume sur un nouveau SVM, créez un SVM de base.
"Création d’'un SVM de base"
Vous devez choisir cette option si CIFS et NFS ne sont pas déja activés sur un SVM existant.

« Si vous souhaitez provisionner un volume sur un SVM existant sur lequel CIFS et NFS sont activés mais
pas configurés, ajoutez un acces CIFS et NFS sur le SVM existant.



"Ajout d’acces CIFS et NFS sur un SVM existant"

« Si vous souhaitez provisionner un volume sur un SVM existant entierement configuré pour I'acces
multiprotocole CIFS et NFS, vous pouvez directement créer et configurer le volume.

"Création et configuration d’'un volume"

Créer un SVM de base

Vous pouvez utiliser un assistant qui vous guide tout au long du processus de création
d’'une nouvelle machine virtuelle de stockage (SVM), de configuration de DNS (Domain
Name System), de création d’une interface logique de données (LIF), de configuration

d’'un serveur CIFS, d’activation de NFS et, éventuellement, de configuration de NIS.

Avant de commencer

 Votre réseau doit étre configuré et les ports physiques correspondants doivent étre connectés au réseau.
» Vous devez connaitre les composants réseau suivants que la SVM utilisera :
> Le nceud et le port spécifique sur ce nceud ou sera créée linterface logique de données (LIF)

o Le sous-réseau a partir duquel I'adresse IP de la LIF de données sera provisionnée, ou éventuellement
'adresse IP spécifique que vous souhaitez attribuer a la LIF de données

> Active Directory domaine (AD) que ce SVM rejoindra, ainsi que les informations d’identification
requises pour y ajouter le SVM

o Informations NIS, si votre site utilise NIS pour les services de noms ou le mappage de noms

» Le sous-réseau doit étre routable vers tous les serveurs externes requis pour des services tels que NIS
(Network information Service), LDAP (Lightweight Directory Access Protocol), Active Directory (AD) et
DNS.

 Tout pare-feu externe doit étre configuré de maniere appropriée pour permettre I'accés aux services
réseau.

* L’heure sur les controleurs de domaine AD, les clients et le SVM doit étre synchronisée dans les cinq
minutes qui suivent I'un l'autre.

Description de la tache

Lorsque vous créez un SVM pour I'accés multiprotocole, vous ne devez pas utiliser les sections de
provisionnement de la fenétre d’installation des SVM (Storage Virtual machine) qui crée deux volumes, et non
un volume unique avec acces multiprotocole. Vous pouvez provisionner le volume plus tard dans le workflow.

Etapes
1. Accédez a la fenétre SVM.
2. Cliquez sur Créer.
3. Dans la boite de dialogue Storage Virtual machine (SVM) Setup (Configuration de I'ordinateur virtuel de
stockage (SVM) :

a. Spécifier un nom unique pour le SVM.

Le nom doit étre un nom de domaine complet (FQDN) ou suivre une autre convention qui garantit des
noms uniques a travers un cluster.

b. Sélectionner tous les protocoles pour lesquels vous disposez de licences et que vous pourrez utiliser



ultérieurement sur la SVM, méme si vous ne souhaitez pas configurer immédiatement tous les
protocoles.

c. Conservez le paramétre de langue par défaut, C.UTF-8.

@ Si vous prenez en charge I'affichage international des caractéres dans les clients NFS et
SMBJ/CIFS, utilisez le code de langue UTF8MBA4, disponible a partir de ONTAP 9.5.

d. Facultatif: Assurez-vous que le style de sécurité est défini selon vos préférences.
La sélection du protocole CIFS définit le style de sécurité sur NTFS par défaut.
e. Facultatif : sélectionner I'agrégat root pour contenir le volume root du SVM.

L'agrégat que vous sélectionnez pour le volume root ne détermine pas I'emplacement du volume de
données. L’'agrégat pour le volume de données est sélectionné séparément.

Storage Virtual Machine {S¥M) Setup

o () o

Enter SWh basic details

SVM Details

@ Specify a unique name and the data protocols for the Sk

WM Mame: wslexdmple.com

@ IPspace: 7

(@ DataProtocalss. M QFs W NFs W iscsl W OFOFCoE T

@ Default Language: | CUTF-8[ c.utf 3] v

The language of the Sk specifles the default language encoding setting for the Sk and

Itswolumes. Usinga settingthat Incorporates UTF-2 character encoding 15 recomme nded.

@ Security Style: MTFS w7

Root Aggregate: | data_O1_aggr i

f. Facultatif : dans la zone DNS Configuration, assurez-vous que le domaine de recherche DNS par
défaut et les serveurs de noms sont ceux que vous souhaitez utiliser pour ce SVM.



DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

?.J Search Domains: example.com

":J Name Servers: 182.0.2.145182.0. 2146 182.0.2.147

g. Cliquez sur Envoyer et continuer.
Le SVM est créé, mais les protocoles ne sont pas encore configurés.
4. Dans la section Data LIF Configuration de la page Configure CIFS/NFS Protocol, spécifier les détails de
la LIF que les clients utiliseront pour accéder aux données :

a. Attribuez automatiquement une adresse IP a la LIF a partir d’'un sous-réseau que vous spécifiez ou
saisissez manuellement 'adresse.

b. Cliquez sur Browse et sélectionnez un nceud et un port qui seront associés a la LIF.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface detdils for CIF;

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.198  Change

?,,}P':"'t: gbcoorp_1:edb | Browse... |

5. Dans la section CIFS Server Configuration, définissez le serveur CIFS et configurez-le pour accéder au
domaine AD :
a. Spécifiez un nom pour le serveur CIFS unique dans le domaine AD.
b. Spécifiez le FQDN du domaine AD auquel le serveur CIFS peut se joindre.

c. Si vous souhaitez associer une unité organisationnelle (ou) au sein du domaine AD autre que
CN=Computers, entrez 'UO.

d. Spécifiez le nom et le mot de passe d’un compte administratif disposant de privileges suffisants pour
ajouter le serveur CIFS a I'UO.

e. Sivous souhaitez éviter tout accés non autorisé a tous les partages de ce SVM, sélectionner 'option
de chiffrement des données a I'aide de SMB 3.0.



10.

1.

12.

13.

& | CIFS Server Configuration

CIFS Server Mame: vall example com

Active Directary: AUTH.SEC.EXARMPLE CCh
Organizational Lnit: CH=Computers
Adminiztrator Mame: adadmin

Administrator Pazsword, | sesssww

Ignorer la section provisioning d’un volume pour le stockage CIFS car il provisionne un volume pour
I'acces CIFS uniquement, pas pour I'acces multiprotocole.

Si la zone NIS Configuration est réduite, développez-la.

Si votre site utilise NIS pour les services de noms ou le mappage de noms, spécifiez le domaine et les
adresses IP des serveurs NIS.

« | MI5 Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Comain Mames: gxample.com

IP Addresses: 182.0.2.145,192.0.2.146,182.0.2.147

3.-" Database Type: ¥ Eroup ¥ passnd ¥ netgroup

. Ignorer la zone Provision a volume for NFS Storage car elle provisionne un volume pour I'accés NFS

uniguement—pas pour I'accés multiprotocole.

Cliquez sur Envoyer et continuer.
Les objets suivants sont créés :

> Une LIF de données nommée d’apres le SVM avec le suffixe «*_cifs_nfs_lif1" »
o Un serveur CIFS qui fait partie du domaine AD
o Un serveur NFS

Pour toutes les autres pages de configuration de protocole affichées, cliquez sur Ignorer et configurez le
protocole ultérieurement.

Lorsque la page SVM Administration est affichée, configurer ou reporter la configuration d'un
administrateur distinct pour ce SVM :

o Cliquez sur Ignorer et configurez un administrateur ultérieurement, si nécessaire.
> Entrez les informations requises, puis cliquez sur Envoyer et continuer.
Consultez la page Résumé, enregistrez toutes les informations dont vous pourriez avoir besoin

ultérieurement, puis cliquez sur OK.

L’administrateur DNS doit connaftre le nom du serveur CIFS et 'adresse IP de la LIF de données. Les
clients Windows doivent connaitre le nom du serveur CIFS. Les clients NFS doivent connaitre 'adresse IP
de la LIF de données.

Résultats



Un nouveau SVM est créé avec un serveur CIFS et un serveur NFS accessible via la méme LIF de données.

Que faire ensuite

On doit maintenant ouvrir la export policy du volume root du SVM.
Informations connexes

Ouverture de la export policy du volume root du SVM (création d’'un nouveau SVM compatible NFS)

Ajoutez un accés CIFS et NFS a un SVM existant

L'ajout d’'un acces CIFS/SMB et NFS a un SVM existant implique la création d’'une LIF de
données, la configuration d’'un serveur CIFS, l'activation de NFS et la configuration de
NIS.

Avant de commencer
* Vous devez connaitre les composants réseau suivants que la SVM utilisera :

> Le nceud et le port spécifique sur ce nceud ou sera créée linterface logique de données (LIF)

o Le sous-réseau a partir duquel 'adresse IP de la LIF de données sera provisionnée, ou éventuellement
'adresse IP spécifique que vous souhaitez attribuer a la LIF de données

> Le domaine Active Directory (AD) que ce SVM rejoindra, ainsi que les informations d’identification
requises pour y ajouter le SVM

o Informations NIS si votre site utilise NIS pour les services de noms ou le mappage de noms

 Tout pare-feu externe doit étre configuré de maniére appropriée pour permettre I'accés aux services
réseau.

* L’heure sur les controleurs de domaine AD, les clients et le SVM doit étre synchronisée dans les cinq
minutes qui suivent I'un l'autre.

* Les protocoles CIFS et NFS doivent étre autorisés sur le SVM.

C’est le cas si vous n’avez pas suivi cette procédure pour créer le SVM lors de la configuration d’un autre
protocole.

Description de la tache
L'ordre dans lequel vous configurez CIFS et NFS affecte les boites de dialogue qui s’affichent. Dans cette

procédure, vous devez configurer CIFS en premier et NFS en second.
Etapes
1. Naviguer sur la zone ou vous pouvez configurer les protocoles du SVM :
a. Sélectionnez le SVM que vous souhaitez configurer.

b. Dans le volet Détails, en regard de protocoles, cliquez sur CIFS.

Protocols: Fs ciFe | ECFCeE |

2. Dans la section Data LIF Configuration de la boite de dialogue Configure CIFS Protocol, créer une LIF
de données pour la SVM :

a. Attribuez automatiquement une adresse IP a la LIF a partir d’'un sous-réseau que vous spécifiez ou
saisissez manuellement I'adresse.



b. Cliquez sur Browse et sélectionnez un nceud et un port qui seront associés a la LIF.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clignts.
Data Interface details for CIFS

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.188%  Change

) Port gbecarp_l:elb | Brovase... |

3. Dans la section CIFS Server Configuration, définissez le serveur CIFS et configurez-le pour accéder au
domaine AD :
a. Spécifiez un nom pour le serveur CIFS unique dans le domaine AD.
b. Spécifiez le FQDN du domaine AD auquel le serveur CIFS peut se joindre.

c¢. Si vous souhaitez associer une unité organisationnelle (ou) au sein du domaine AD autre que
CN=Computers, entrez 'UO.

d. Spécifiez le nom et le mot de passe d’un compte administratif disposant de privileges suffisants pour
ajouter le serveur CIFS a I'UO.

e. Si vous souhaitez éviter tout accés non autorisé a tous les partages de ce SVM, sélectionner 'option
de chiffrement des données a I'aide de SMB 3.0.

| CIFS Server Configuration

CIFS Server Mame: val example .com

Active Directory: ALUTH.SEC EXAMPLE CON
Crganizational Unit: Chl=Computers
Administrator Mame: adacmin

Adminiztrator Pazsword, sessses

4. Créer un volume pour I'acces CIFS/SMB et provisionner un partage sur celui-ci :
a. Nommez le partage que les clients CIFS/SMB utiliseront pour accéder au volume.
Le nom que vous saisissez pour le partage sera également utilisé comme nom de volume.
b. Spécifiez une taille pour le volume.
Provigion a volume for CIFS storage (Optional).

Share Mame: |Eng

Size: 10 GB v

Permission: Change

Il n’est pas nécessaire de préciser 'agrégat du volume, car il est automatiquement situé sur I'agrégat
disposant de I'espace le plus disponible.



5. Ignorer la section provisioning d’un volume pour le stockage CIFS, car il provisionne un volume pour
'acces CIFS uniquement, pas pour I'accés multiprotocole.

6. Cliquez sur Envoyer et fermer, puis sur OK.
7. Activer NFS :

a. Dans l'onglet SVM, sélectionnez le SVM pour lequel vous souhaitez activer NFS et cliquez sur
Manage.

b. Dans le volet protocoles, cliquez sur NFS, puis sur Activer.

8. Si votre site utilise NIS pour le mappage de noms ou de noms, configurez NIS :

. Dans la fenétre Services, cliquez sur NIS.

a
b. Dans la fenétre NIS, cliquez sur Créer.

(9]

. Spécifiez le domaine des serveurs NIS.

o

. Ajoutez les adresses IP des serveurs NIS.

0]

. Sélectionnez Activer le domaine pour Storage Virtual machine, puis cliquez sur Créer.

Create NIS Domain ¥

MIZ daomain: [example.com

NIS Servers

Server Address EEE] [ Add
192:0.2.145 g

192.0.2.146

192.0.2.147

¥ Activate the domain for Storage Virtual Machine

A Storage Viruwal Machine can have only one active NIS domain. The
curreni active domain will become inactive.

Que faire ensuite

Ouvrir la export policy du volume root du SVM.

Ouvrir la export policy du volume root du SVM (Create a New NFS-enabled SVM)

Vous devez ajouter une regle a I'export policy par défaut pour permettre a tous les clients
d’accéder via NFSv3. Sans cette régle, tous les clients NFS se voient refuser 'acces au
SVM et a ses volumes.

Description de la tache

Vous devez spécifier tout acces NFS comme I'export policy par défaut, puis limiter 'accés aux volumes
individuels en créant des export policy personnalisées pour les volumes individuels.

Etapes

10



1. Accédez a la fenétre SVM.

Cliquez sur I'onglet Paramétres SVM.

Dans le volet Policies, cliquez sur Exporter les stratégies.

Sélectionner la export policy nommeée default, qui est appliquée au volume root du SVM.

Dans le volet inférieur, cliquez sur Ajouter.

© o > w0 Db

Dans la boite de dialogue Create Export Rule, créez une régle qui ouvre I'accés a tous les clients NFS :

a. Dans le champ client Specification, entrez 0.0.0.0/0 ainsi, la régle s’applique a tous les clients.
b. Conservez la valeur par défaut 1 pour I'index de regle.

. Sélectionnez NFSv3.

o o

. Désactivez toutes les cases a cocher a I'exception de la case UNIX sous lecture seule.

]

. Cliquez sur OK.

Create Export Rule 4

Client Specification: | 0.0.0.040

Rule Index: 1 3

Access Protocols: # CFS
| NFS |« NFSv3 | MFSwd
| Flexcache

If you do not zelect any profocol, accezs iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virual Machine

[SVI).

Accezs Detals: #| Read-Onhy | Read/Write
UMD bl
Kerberos 5
Kerberos Si
MNTLM

| Allow Superuser Access

Superuzer sccess iz zef fo all

Résultats
Les clients NFSv3 peuvent désormais accéder a tous les volumes créés sur le SVM.

Mappez le serveur SMB sur le serveur DNS

Le serveur DNS de votre site doit avoir une entrée pointant sur le nom du serveur SMB,
et tous les alias NetBIOS, a I'adresse IP de la LIF de données afin que les utilisateurs
Windows puissent mapper un disque au nom du serveur SMB.

Avant de commencer

Vous devez avoir un acces administratif au serveur DNS de votre site. Si vous ne disposez pas d’un accées
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administratif, vous devez demander a 'administrateur DNS d’effectuer cette tache.

Description de la tache
Si vous utilisez des alias NetBIOS pour le nom du serveur SMB, il est recommandé de créer des points

d’entrée de serveur DNS pour chaque alias.
Etapes
1. Connectez-vous au serveur DNS.

2. Créer des entrées de recherche de type a - Address record (enregistrement d’adresse A) et inverse (PTR -
enregistrement du pointeur) pour mapper le nom du serveur SMB a I'adresse IP de la LIF de données.

3. Sivous utilisez des alias NetBIOS, créez une entrée de recherche alias nom canonique (enregistrement de
ressource CNAME) pour mapper chaque alias a I'adresse IP de la LIF de données du serveur SMB.

Résultats

Une fois le mappage propagé sur le réseau, les utilisateurs Windows peuvent mapper un lecteur au nom du
serveur SMB ou a ses alias NetBIOS.

Configuration d’LDAP (création d’un nouveau SVM compatible NFS)

Pour obtenir des informations utilisateur a partir du protocole LDAP (Lightweight Directory
Access Protocol) basé sur Active Directory, il est nécessaire de créer un client LDAP, de
I'activer pour la SVM et de donner la priorité LDAP aux autres sources d’informations
utilisateur.

Avant de commencer
* La configuration LDAP doit utiliser Active Directory (AD).

Si vous utilisez un autre type de LDAP, vous devez utiliser I'interface de ligne de commandes et d’autres
documents pour configurer LDAP.

"Rapport technique NetApp 4067 : NFS dans NetApp ONTAP"
"Rapport technique NetApp 4616 : NFS Kerberos dans ONTAP avec Microsoft Active Directory"
"Rapport technique NetApp 4835 : comment configurer LDAP dans ONTAP"

* Vous devez connaitre le domaine AD et les serveurs, ainsi que les informations de liaison suivantes : le
niveau d’authentification, I'utilisateur Bind et le mot de passe, le DN de base et le port LDAP.
Etapes
1. Accédez a la fenétre SVM.
2. Sélectionner le SVM requis
3. Cliquez sur 'onglet Paramétres SVM.

4. Configurer un client LDAP pour le SVM a utiliser :

a. Dans le volet Services, cliquez sur LDAP client.
b. Dans la fenétre LDAP client Configuration, cliquez sur Add.

c. Dans 'onglet général de la fenétre Create LDAP client, saisissez le nom de la configuration du client
LDAP, par exemple vsOclientl.

12
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d. Ajoutez le domaine AD ou les serveurs AD.

Create LDAP Client

General Binding

LDAP Client valclient
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers
Server | Add |
192.0.2.145

Active Directory Servers

e. Cliquez sur liaison et spécifiez le niveau d’authentification, I'utilisateur liaison et le mot de passe, le
nom unique de base et le port.

Edit LDAP Client

General Binding

Authentication level: zasl w
Bind DN (User): ugser

Bind user password:

Baze DN: DC=example, DC=com

Tep port: 389 ﬁ

oThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage Wirtual Machine reguires CIFS user information
during data access.

f. Cliquez sur Enregistrer et fermer.

Un nouveau client est créé et disponible pour la SVM a utiliser.
5. Activer le nouveau client LDAP pour la SVM :

a. Dans le volet de navigation, cliquez sur Configuration LDAP.
b. Cliquez sur Modifier.
c. Assurez-vous que le client que vous venez de créer est sélectionné dans Nom du client LDAP.

d. Sélectionnez Activer le client LDAP, puis cliquez sur OK.

13



Active LDAP Client

LDAP client name: valclientl hd

#| Enable LDWAP client

Active Directory Domain example.com

Servers

La SVM utilise le nouveau client LDAP.

6. Donner la priorité au protocole LDAP sur d’autres sources d’informations utilisateur, telles que le service
NIS (Network information Service) et les utilisateurs et groupes locaux :
a. Accédez a la fenétre SVM.
b. Sélectionner la SVM et cliquer sur Edit.
c. Cliquez sur I'onglet Services.

d. Sous Name Service Switch, spécifiez LDAP comme source de commutation de services de noms
privilégiés pour les types de bases de données.

e. Cliquez sur Enregistrer et fermer.

Edit Storage ¥irtual Machine

Details Resource Allocation Services

tame senvice switches gre used to ook up and retrieve user information to
provide proper gccess to clients. The order of the senvices listed determines in
which arder the name service sources are consulted to retrieve information.

Mame Service Switch

hosts: files h dns 7
narnemap: ldap ¥ files hd
Eroup: Idap ¥ fileg ¥ |nis hd
neteroup: Idap ¥ files ¥ |nis v
passwd: Idap ¥ files ¥ |nis h

LDAP est la principale source d’informations utilisateur pour les services de noms et le mappage de noms
sur cette SVM.

Mapper les noms d’utilisateur UNIX et Windows

Si votre site possede a la fois des comptes utilisateur Windows et UNIX, vous devez
utiliser le mappage de noms pour vous assurer que les utilisateurs Windows peuvent
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acceder aux fichiers avec des autorisations de fichiers UNIX et pour vous assurer que les
utilisateurs UNIX peuvent accéder aux fichiers avec des autorisations de fichiers NTFS.
Le mappage de noms peut impliquer toute combinaison de mappage implicite, de régles
de conversion et d’utilisateurs par défaut.

Description de la tache

Vous devez utiliser cette procédure uniquement si votre site dispose de comptes utilisateur Windows et UNIX
qui ne sont pas nécessairement associés, c’est-a-dire lorsque la version en minuscules de chaque nom
d’utilisateur Windows correspond au nom d’utilisateur UNIX. Ceci peut étre effectué a I'aide de NIS, LDAP ou
d’utilisateurs locaux. Si vous avez deux ensembles d’utilisateurs qui ne correspondent pas, vous devez
configurer le mappage de noms.

Etapes

1. Choisissez une méthode de mappage de noms—des regles de conversion de mappage de noms, des
mappages d’utilisateurs par défaut ou les deux—en tenant compte des facteurs suivants :

o Les regles de conversion utilisent des expressions réguliéres pour convertir un nom d’utilisateur a un
autre, ce qui est utile si vous souhaitez contrdler ou suivre I'accés a un niveau individuel.

Par exemple, vous pouvez mapper des utilisateurs UNIX vers des utilisateurs Windows d’'un domaine,
et inversement.

o Les utilisateurs par défaut vous permettent d’attribuer un nom d’utilisateur a tous les utilisateurs qui ne
sont pas mappeés par des mappages implicites ou des régles de conversion de mappage de noms.

Chaque SVM possede un utilisateur UNIX par défaut nommé « pcuser », mais il n’a pas d’utilisateur
Windows par défaut.
2. Accédez a la fenétre SVM.
3. Sélectionnez le SVM que vous souhaitez configurer.
4. Cliquez sur I'onglet Paramétres SVM.
5. Facultatif : créez un mappage de noms qui convertit les comptes d’utilisateur UNIX en comptes
d’utilisateur Windows, et inversement :
a. Dans le volet Host Users and Groups, cliquez sur Name Mapping.

b. Cliquez sur Ajouter, conservez la direction Windows vers UNIX par défaut, puis créez une expression
réguliere qui produit un identifiant UNIX lorsqu’un utilisateur Windows tente d’accéder a un fichier qui
utilise les autorisations de fichier UNIX.

Utilisez I'entrée suivante pour convertir tout utilisateur Windows du domaine ENG en utilisateur UNIX
du méme nom. La répétition ENG\\ (.+) Recherche tous les noms d’utilisateur Windows avec le
préfixe ENG\ \, et le remplacement \1 Crée la version UNIX en supprimant tout sauf le nom
d’utilisateur.
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Add Hame Mapping Entry

Direction: Windows to UNLE R
Position: 1

Pattern: EMGW.+)

Replacement: Ly

c. Cliquez sur Ajouter, sélectionnez la direction UNIX vers Windows, puis créez le mappage

correspondant qui produit des informations d’identification Windows lorsqu’un utilisateur UNIX tente

d’accéder a un fichier possédant des autorisations NTFS.

Utilisez I'entrée suivante pour convertir chaque utilisateur UNIX en utilisateur Windows du méme nom
dans le domaine ENG. La répétition (.+) Recherche tous les noms UNIX et le remplacement

ENG\\\1 Crée la version Windows en insérant ENG\ \ avant le nom d’utilisateur.

Add Name Mapping Entry

Direction: UNIK to Windows R
Position: 2z

Pattern: (.+)

Replacement: ENGVVT

a. Etant donné que la position de chaque régle détermine I'ordre dans lequel les régles sont appliquées,

vous devez examiner le résultat et confirmer que la commande correspond a vos attentes.

MName Mapping

@ Add EFedit B oelete ooswap | TR Refresh

Pogition « Pattern Replacement

= UNIX to Windows
2 [+) ENGWI

= Windows to UNIX
1 ENGW(.+) Vi

b. Répétez les étapes 5b a 5d pour mapper tous les domaines et noms sur la SVM.

6. Facultatif : créez un utilisateur Windows par défaut :

a. Créer un compte utilisateur Windows dans LDAP, NIS ou les utilisateurs locaux du SVM

Si vous utilisez des utilisateurs locaux, vous pouvez créer un compte sous Windows dans le volet

utilisateurs et groupes hotes.

b. Définissez I'utilisateur Windows par défaut en sélectionnant NFS > Modifier dans le volet protocoles

et en saisissant le nom d’utilisateur.
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Vous pouvez créer un utilisateur Windows local nommé « unixusers » et le définir comme utilisateur
Windows par défaut.

7. Facultatif : configurez I'utilisateur UNIX par défaut si vous souhaitez qu’un utilisateur soit différent de la
valeur par défaut, c’est-a-dire I'utilisateur « pcuser ».

a. Créer un compte utilisateur UNIX dans LDAP, NIS ou les utilisateurs locaux du SVM

Si vous utilisez des utilisateurs locaux, vous pouvez créer un compte sous UNIX dans le volet
utilisateurs et groupes hoétes.

b. Définissez I'utilisateur UNIX par défaut en sélectionnant CIFS > Options dans le volet protocoles et
en saisissant le nom d’utilisateur.

Vous pouvez créer un utilisateur UNIX local nommé « winusers » et le définir comme utilisateur UNIX par
défaut.

Que faire ensuite

Si vous avez configuré des utilisateurs par défaut, lorsque vous configurez des autorisations de fichier
ultérieurement dans le flux de travail, vous devez définir les autorisations pour I'utilisateur Windows par défaut
et pour I'utilisateur UNIX par défaut.

Créez et configurez un volume

Vous devez créer un volume FlexVol pour y contenir vos données. Vous pouvez
éventuellement modifier le style de sécurité par défaut du volume, hérité du style de
sécurité du volume racine. Vous pouvez également modifier 'emplacement par défaut du
volume dans I'espace de noms, qui est au volume racine de la machine virtuelle de
stockage (SVM).

Etapes
1. Accédez a la fenétre volumes.

2. Cliquez sur Créer > Créer FlexVol.
La boite de dialogue Créer un volume s’affiche.

3. Si vous souhaitez modifier le nom par défaut, qui se termine par un horodatage, indiquez un nouveau nom,
par exemple voll.

4. Sélectionnez un agrégat pour le volume.

5. Spécifiez la taille du volume.

6. Cliquez sur Créer.
Tout nouveau volume créé dans System Manager est monté par défaut sur le volume racine, en utilisant le

nom du volume comme nom de la jonction. Lors de la configuration des partages CIFS, les clients NFS
utilisent la Junction path et le nom du Junction path lors du montage du volume.

7. Facultatif : si vous ne souhaitez pas que le volume soit situé a la racine du SVM, modifiez la place du
nouveau volume dans le namespace existant :

a. Accédez a la fenétre namespace.
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b. Sélectionner SVM dans le menu déroulant.
c. Cliquez sur Mount.

d. Dans la boite de dialogue Mount Volume, spécifiez le volume, le nom de son chemin de jonction et le
chemin de jonction sur lequel vous souhaitez monter le volume.

e. Vérifiez le nouveau chemin de jonction dans la fenétre namespace.

Si vous souhaitez organiser certains volumes sous un volume principal nommé "data", vous pouvez
déplacer le nouveau volume ""vol1" du volume racine vers le volume "data".

Path - Storage Object Path = Storage Object

45/ B vslexamplecom_root F B velexamplecom_root
“§ data B data 4 "L data B data
% voll 8 ot = voll 8 ot

8. Examinez le style de sécurité du volume et modifiez-le si nécessaire :

a. Dans la fenétre Volume, sélectionnez le volume que vous venez de créer, puis cliquez sur Modifier.

La boite de dialogue Modifier le volume s’affiche, affichant le style de sécurité actuel du volume, hérité
du style de sécurité du volume root du SVM.

b. Sélectionnez le style de sécurité de votre choix, puis cliquez sur Enregistrer et fermer.

Edit Volume *

General Storage Efficiency || Advanced

Mame: voll
Security style: LIMEK B4
NTFS
UMLK permizzions Read Write Execute
UNEK
Owner Mixed
e
Group =l

Créez un partage et définissez ses autorisations

Pour que les utilisateurs Windows puissent accéder a un volume, vous devez créer un
partage CIFS sur le volume et restreindre I'accés au partage en modifiant la liste de
contrdle d’accés (ACL) du partage.

Description de la tache

A des fins de test, vous ne devez autoriser 'accés qu’aux administrateurs. Par la suite, aprés avoir vérifié que
le volume est accessible, vous pouvez autoriser 'accés a davantage de clients.

Etapes
1. Accédez a la fenétre partages.

2. Créer un partage afin que les clients SMB puissent accéder au volume :

18



a.
b.

Cliquez sur Créer un partage.

Dans la boite de dialogue Créer un partage, cliquez sur Parcourir, développez la hiérarchie de
I'espace de noms, puis sélectionnez le volume que vous avez créé précédemment.

c. Si vous souhaitez que le nom du partage soit différent du nom du volume, modifiez le nom du partage.

d.

Cliquez sur Créer.

Le partage est créé avec une ACL par défaut définie sur contréle total pour le groupe Everyone.

3. Restreindre I'accés au partage en modifiant la liste ACL de partage :

a.
b.

e.

Sélectionnez le partage, puis cliquez sur Modifier.
Dans I'onglet permissions, sélectionnez le groupe Everyone, puis cliguez sur Remove.

Cliquez sur Ajouter, puis entrez le nom d’'un groupe d’administrateurs défini dans le domaine Active
Directory de Windows qui inclut le SVM.

Lorsque le nouveau groupe d’administrateurs est sélectionné, sélectionnez toutes les autorisations
correspondantes.

Cliquez sur Enregistrer et fermer.

Les autorisations d’accés au partage mises a jour sont répertoriées dans le volet de controle d’accés au
partage.

Créer une export policy pour le volume

Avant que tout client NFS puisse accéder a un volume, vous devez créer une export

policy pour le volume, ajouter une regle qui permet d’accéder a un héte d’administration

et appliquer la nouvelle export policy au volume.

Etapes

1. Accédez a la fenétre SVM.

2. Cliquez sur I'onglet Paramétres SVM.

3. Créer une nouvelle export-policy :

a.
b.

C.

Dans le volet Policies, cliquez sur Export Policies, puis sur Create.
Dans la fenétre Create Export Policy, spécifiez un nom de stratégie.

Sous régles d’exportation, cliquez sur Ajouter pour ajouter une régle a la nouvelle stratégie.
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| Create Export Policy

Policy Mame: ExportPolicy

[L] copy Rules from

Export Rules;
i Add B Edit X Osisi= | @ bov=Up @
Rule Index Client Access Protocols = Read-Only Rule

4. Dans la boite de dialogue Créer une régle d’exportation, créez une régle qui permet a un administrateur
d’accéder a I'exportation via tous les protocoles :

a. Spécifiez 'adresse IP ou le nom du client, tel que admin_host, a partir duquel le volume exporté sera
administré.

b. Sélectionnez CIFS et NFSv3.

c. Assurez-vous que tous les détails d’acces lecture/écriture sont sélectionnés, ainsi que Autoriser
Superuser Access.

Create Export Rule *

Client Specification: | admin_host

Access Protocols: # CIFS
Ll NFS  |## NFSv3 ] NFSw4
|| Flexcache
If you do not 2elect any profocol, sccess iz provided

through any of the above protocolz [CIFS, NF5, or

FlexCache) configured on the Storage Virual Machine

SV,
Access Details: || Read-Onhy |#| Readirite
LN I [+
Kerberoz 5 I |w#]
Kerberos Si I |w#]
NTLM L ]

|#*| Allow Superuser Access

Superuzer sccess iz zef fo all

d. Cliquez sur OK, puis sur Créer.

La nouvelle export policy est créée, avec sa nouvelle régle.
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5. Appliguer la nouvelle export policy sur le nouveau volume afin que I’h6te de 'administrateur puisse
accéder au volume :

a. Accédez a la fenétre namespace.
b. Sélectionnez le volume et cliquez sur Modifier la stratégie d’exportation.

c. Sélectionnez la nouvelle stratégie et cliquez sur Modifier.

Vérifiez I’acceées des clients SMB

Vérifiez que SMB est correctement configuré en accédant au partage et en écrivant les
données. Vous devez tester 'accés a I'aide du nom du serveur SMB et de tout alias
NetBIOS.
Etapes

1. Connectez-vous a un client Windows.

2. Testez I'accés a I'aide du nom du serveur SMB :

a. Dans I'Explorateur Windows, mappez un lecteur sur le partage au format suivant : \
\\SMB_Server Name\Share Name

Si le mappage ne réussit pas, il est possible que le mappage DNS ne se soit pas encore propagé sur
'ensemble du réseau. Vous devez tester I'acces par la suite a I'aide du nom de serveur SMB.

Si le serveur SMB est nommé vs1.example.com et que le partage est nommé SHARE1, vous devez
entrer ce qui suit : \\vs0.example.com\SHARE1

b. Sur le lecteur nouvellement créé, créez un fichier test, puis supprimez le fichier.

Vous avez vérifié 'accés en écriture au partage a I'aide du nom du serveur SMB.

3. Répétez I'étape 2 pour tous les alias NetBIOS.

Vérifier 'accés NFS a partir d’un hote d’administration UNIX

Aprés avoir configuré I'accés NFS a la machine virtuelle de stockage (SVM), il est
important de vérifier la configuration en se connectant a un hoéte d’administration NFS et
en lisant les données a partir de la SVM et en écrivant ces données.

Avant de commencer

 Le systéme client doit disposer d’'une adresse IP autorisée par la régle d’exportation que vous avez
spécifiée préecédemment.

* Vous devez disposer des informations de connexion pour 'utilisateur root.
Etapes
1. Connectez-vous en tant qu’utilisateur root au systéme client.
2. Entrez cd /mnt/ pour remplacer le répertoire par le dossier de montage.

3. Créer et monter un nouveau dossier en utilisant 'adresse IP de la SVM :

a. Entrez mkdir /mnt/folder pour créer un nouveau dossier.
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b. Entrez mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder pour
monter le volume dans ce nouveau répertoire.

C. Entrez cd folder pour remplacer le répertoire par le nouveau dossier.

Les commandes suivantes créent un dossier nommé test1, montent le volume vol1 a l'adresse IP
192.0.2.130 du dossier de montage tes1 et changent dans le nouveau répertoire tes1 :

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Créez un nouveau fichier, vérifiez qu’il existe et écrivez du texte :

a. Entrez touch filename pour créer un fichier de test.
b. Entrez 1s -1 filename pour vérifier que le fichier existe.

C. Entrez cat >filename, Tapez du texte, puis appuyez sur Ctrl+D pour écrire du texte dans le fichier
test.

d. Entrez cat filename pour afficher le contenu du fichier de test.
€. Entrez rm filename pour supprimer le fichier de test.

f. Entrez cd .. pour revenir au répertoire parent.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Résultats

Vous avez confirmé que vous avez activé 'acces NFS au SVM.

Configuration et vérification de I’accés client CIFS et NFS

Lorsque vous étes prét, vous pouvez configurer I'acces client en définissant les
autorisations de fichier UNIX ou NTFS, en modifiant ’ACL de partage et en ajoutant une
regle d’exportation. Vous devez ensuite tester que les utilisateurs ou groupes concernés
peuvent accéder au volume.

Etapes
1. Déterminez quels clients et utilisateurs ou groupes auront accés au partage.
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2. Définissez les autorisations liées aux fichiers a 'aide d’'une méthode qui correspond au style de sécurité du
volume :

Si le style de sécurité du volume est ceci... Procédez comme ¢a...

NTFS a. Connectez-vous a un client Windows en tant

gu’administrateur disposant de droits
d’administration suffisants pour gérer les
autorisations NTFS.

b. Dans I'Explorateur Windows, cliquez avec le
bouton droit de la souris sur le lecteur, puis
sélectionnez Propriétés.

c. Sélectionnez I'onglet sécurité et réglez les
parameétres de sécurité des groupes et des
utilisateurs selon les besoins.

UNIX Sur un hote d’administration UNIX, utilisez

I'utilisateur root pour définir les droits de propriété et
les autorisations UNIX sur le volume.

3. Dans System Manager, modifiez la liste de contréle d’accés du partage pour permettre aux utilisateurs ou
aux groupes Windows d’accéder au partage.

a.
b.

C.

Accédez a la fenétre partages.
Sélectionnez le partage, puis cliquez sur Modifier.

Sélectionnez I'onglet permissions et donnez aux utilisateurs ou aux groupes I'accés au partage.

4. Dans System Manager, ajoutez des régles a I'export policy pour permettre aux clients NFS d’accéder au
partage.

o

a. Sélectionnez la machine virtuelle de stockage (SVM) et cliquez sur SVM Settings (Paramétres SVM).
b.

. Sélectionner I'export policy appliquée au volume.

Dans le volet Policies, cliquez sur Exporter les stratégies.

. Dans l'onglet régles d’exportation, cliquez sur Ajouter et spécifiez un ensemble de clients.

. Sélectionnez 2 pour I'index régle de sorte que cette régle s’exécute apres la regle qui autorise I'acces

a I'héte d’administration.

. Sélectionnez CIFS et NFSv3.

. Spécifiez les détails d’acces que vous souhaitez, puis cliquez sur OK.

Vous pouvez donner un acces complet en lecture/écriture aux clients en tapant le sous-réseau
10.1.1.0/24 En tant que client Specification, et en cochant toutes les cases d’acceés a I'exception
de Allow Superuser Access.
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Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: [ CFS
[ nFs W NFSv3 [ NFSvd
[l Flexcache

If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVM)

Access Details: |Z| Read-0Onby |Z| Readn\rite

UMD
Kerberos 5
Kerberos Si

HTLM

NN & &
AR NN

[l Allow Superuser Access

Superuzer secess iz 2ef fo &l

5. Sur un client Windows, connectez-vous en tant qu’un des utilisateurs qui a maintenant accés au partage et
aux fichiers, puis vérifiez que vous pouvez accéder au partage et créer un fichier.

6. Sur un client UNIX, connectez-vous en tant qu’un des utilisateurs ayant maintenant accés au volume, puis
vérifiez que vous pouvez monter le volume et créer un fichier.
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