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Chassis

Présentation du remplacement du chassis - AFF A150

Pour remplacer le chassis, vous devez déplacer les blocs d’alimentation, les disques durs
et les modules de contréleur ou les modules du chassis endommagé vers le nouveau
chassis, puis remplacer le chassis endommagé par le rack ou I'armoire systéme de
I'équipement par le nouveau chassis du méme modéle que le chassis défaillant.

Tous les autres composants du systeme doivent fonctionner correctement ; si ce n’est pas le cas, vous devez
contacter le support technique.
 Cette procédure peut étre utilisée avec toutes les versions de ONTAP prises en charge par votre systéme.

+ Cette procédure est rédigée en supposant que vous déplacez tous les disques et modules de contréleur
vers le nouveau chéassis, et que le chassis est un nouveau composant de NetApp.

« Cette procédure est perturbatrice. Dans le cas d’un cluster a deux contréleurs, vous devez disposer d'une
panne totale du service et d’'une panne partielle dans I'un des clusters a plusieurs noeuds.

Arréter les controleurs - AFF A150

Arrétez ou prenez le contréleur défaillant en suivant la procédure appropriée pour votre
configuration.

Option 1 : plupart des configurations

Cette procédure concerne les systémes ayant des configurations a deux nceuds. Pour plus d’'informations sur
'arrét normal lors de la maintenance d’un cluster, reportez-vous a la section "Arrétez et mettez sous tension
votre systeme de stockage - Guide de résolution - base de connaissances NetApp".

Avant de commencer

 Vérifiez que vous disposez des autorisations et des informations d’identification nécessaires :
o Informations d’identification de I'administrateur local pour ONTAP.
o Accés BMC pour chaque contréleur.

» Assurez-vous de disposer des outils et de I'équipement nécessaires pour le remplacement.

» Avant de procéder a 'arrét, vous devez :
o Effectuer des opérations supplémentaires "vérifications de I'état du systeme".
o Mettez a niveau ONTAP vers une version recommandée pour le systéme.
o Résoudre tout "Alertes et risques liés au bien-étre Active 1Q". Notez toutes les anomalies présentes sur

le systéme, telles que les voyants des composants du systéme.
Etapes

1. Connectez-vous au cluster via SSH ou connectez-vous a un nceud du cluster a I'aide d’un cable de
console local et d’un ordinateur portable/d’'une console.

2. Empéchez tous les clients/h6tes d’accéder aux données sur le systéme NetApp.

3. Suspendre les taches de sauvegarde externes.


https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://activeiq.netapp.com/

4. Si AutoSupport est activé, supprimez la création de dossiers et indiquez combien de temps le systéme doit
rester hors ligne :

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

5. ldentifier 'adresse SP/BMC de tous les nceuds du cluster :

system service-processor show -node * -fields address
6. Quitter le cluster shell :

exit

7. Connectez-vous a SP/BMC via SSH en utilisant 'adresse IP de I'un des nceuds répertoriés dans le résultat
de I'étape précédente pour surveiller la progression.

Si vous utilisez une console ou un ordinateur portable, connectez-vous au contréleur a I'aide des mémes
informations d’identification d’administrateur de cluster.

8. Arrétez les deux nosuds situés dans le chassis défectueux :

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

Pour les clusters qui utilisent SnapMirror en mode synchrone : system node halt

(:) -node <nodel>,<node2> -skip-lif-migration-before-shutdown true
-ignore-quorum-warnings true -inhibit-takeover true -ignore-strict
-sync-warnings true

9. Entrez y pour chaque contréleur du cluster lorsque vous voyez :
Warning: Are you sure you want to halt node <node name>? {y|n}:

10. Attendez que chaque contrbleur s’arréte et affichez l'invite DU CHARGEUR.

Option 2 : le contréleur est en configuration MetroCluster

@ N’utilisez pas cette procédure si votre systéme se trouve dans une configuration MetroCluster a
deux nceuds.

Pour arréter le controleur défaillant, vous devez déterminer I'état du contrOleur et, si nécessaire, prendre le
contrble de fagon a ce que le contrdleur en bonne santé continue de transmettre des données provenant du
stockage défaillant du contréleur.

» Si vous avez un cluster avec plus de deux nceuds, il doit étre dans le quorum. Si le cluster n’est pas au
quorum ou si un contréleur en bonne santé affiche la valeur false pour I'éligibilité et la santé, vous devez
corriger le probléme avant de désactiver le contréleur défaillant ; voir "Synchroniser un nceud avec le
cluster".

« Si vous disposez d’une configuration MetroCluster, vous devez avoir confirmé que I'état de configuration
MetroCluster est configuré et que les nceuds sont dans un état activé et normal (metrocluster node
show).


https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Etapes

1. Si AutoSupport est activé, supprimez la création automatique de dossier en invoquant un message
AutoSupport : system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

Le message AutoSupport suivant supprime la création automatique de dossiers pendant deux heures :
clusterl:*> system node autosupport invoke -node * -type all -message MAINT=2h

2. Désactiver le rétablissement automatique depuis la console du contréleur sain : storage failover
modify —-node local -auto-giveback false

3. Faites passer le contréleur douteux a I'invite DU CHARGEUR :
Si le contréleur en état de Alors...
fonctionnement s’affiche...

Invite DU CHARGEUR Passez a 'étape suivante.

Attente du retour... Appuyez sur Ctrl-C, puis répondez y lorsque vous y étes invité.

Invite systéme ou invite de mot de Prendre le contrdle défectueux ou I'arréter a partir du contréleur en
passe (entrer le mot de passe bon état : storage failover takeover -ofnode
systéme) impaired node name

Lorsque le contréleur douteux s’affiche en attente de
rétablissement..., appuyez sur Ctrl-C et répondez y.

Déplacer et remplacer la boulonnerie - AFF A150

Déplacez les blocs d’alimentation, les disques durs et le module de contrdleur ou les
modules du chéssis défaillant vers le nouveau chassis, puis remplacez le chassis
douteux par le rack d’équipement ou I'armoire systéme avec le nouveau chassis du
méme modeéle que le chassis douteux.

Etape 1 : déplacer un bloc d’alimentation

Le retrait d’'un bloc d’alimentation lors du remplacement d’'un chassis implique la mise hors tension, le
débranchement et le retrait du bloc d’alimentation de I'ancien chassis, ainsi que I'installation et la connexion
sur le chassis de remplacement.

1. Sivous n’étes pas déja mis a la terre, mettez-vous a la terre correctement.

2. Mettez le bloc d’alimentation hors tension et débranchez les cables d’alimentation :

a. Eteindre I'interrupteur de 'alimentation en panne.

b. Ouvrez le dispositif de retenue du cable d’alimentation, puis débranchez le cable d’alimentation du bloc
d’alimentation.

c. Débranchez le cable d’alimentation de la source d’alimentation.

3. Appuyez sur le loquet de la poignée de came du bloc d’alimentation, puis ouvrez la poignée de came pour
libérer complétement le bloc d’alimentation du plan central.



4. Utilisez la poignée de came pour faire glisser le bloc d’alimentation hors du systéme.

@ Lors de la dépose d’une alimentation électrique, toujours utiliser deux mains pour soutenir
son poids.

5. Répétez les étapes précédentes pour les blocs d’alimentation restants.

6. A l'aide des deux mains, soutenez et alignez les bords du bloc d’alimentation avec I'ouverture du chassis
du systeme, puis poussez doucement le bloc d’alimentation dans le chassis a I'aide de la poignée de
came.

Les blocs d’alimentation sont munis de clés et ne peuvent étre installés qu’une seule fois.

@ Ne pas exercer de force excessive lors du glissement du bloc d’alimentation dans le
systeme. Vous pouvez endommager le connecteur.

7. Fermez la poignée de came de fagon a ce que le loquet s’enclenche en position verrouillée et que le bloc
d’alimentation soit bien en place.

8. Rebranchez le cable d’alimentation et fixez-le au bloc d’alimentation a I'aide du mécanisme de verrouillage
du cable d’alimentation.

@ Connectez uniquement le cable d’alimentation au bloc d’alimentation. Ne connectez pas le
cable d’alimentation a une source d’alimentation pour le moment.

Etape 2 : retirer le module de contréleur
Retirez le ou les modules du contrbéleur de I'ancien chassis.

1. Desserrez le crochet et la bride de boucle qui relient les cables au périphérique de gestion des cables, puis
débranchez les cables systeme et les SFP (si nécessaire) du module de contréleur, en maintenant une
trace de 'emplacement ou les cables ont été connectés.

Laissez les cables dans le périphérique de gestion des cables de sorte que lorsque vous réinstallez le
périphérique de gestion des cébles, les cables sont organisés.

2. Retirez et mettez de c6té les dispositifs de gestion des cables des cotés gauche et droit du module de
contréleur.

3. Appuyez sur le loquet de la poignée de came jusqu’a ce qu’il se libére, ouvrez complétement la poignée de
came pour libérer le module de contréleur du fond de panier central, puis, a I'aide de deux mains, retirez le
module de contrbleur du chassis.
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4. Mettez le module de contrdleur de coté en lieu sir et répétez ces étapes si vous avez un autre module de
contréleur dans le chassis.

Etape 3 : déplacez les lecteurs vers le nouveau chassis

Vous devez déplacer les lecteurs de chaque ouverture de baie de I'ancien chassis vers la méme ouverture de
baie dans le nouveau chassis.

1. Retirez délicatement le cadre de I'avant du systéme.

2. Retirez les lecteurs :

a. Appuyez sur le bouton de dégagement situé en haut de la face du support, sous les voyants.

b. Tirez la poignée de came jusqu’a sa position d’ouverture compléte pour dégager le lecteur du fond de
panier central, puis faites glisser doucement le lecteur hors du chéassis.

Le lecteur doit se désengager du chassis, ce qui lui permet de glisser hors du chassis.

@ Lors de la dépose d’un entrainement, toujours utiliser deux mains pour soutenir son
poids.
@ Les disques sont fragiles. Manipulez-les le moins possible pour éviter dendommager ces
derniers.

3. Alignez le lecteur de I'ancien chassis avec la méme ouverture de baie dans le nouveau chassis.

4. Poussez doucement le lecteur dans le chassis aussi loin que possible.
La poignée de came s’engage et commence a tourner vers le haut.

5. Poussez fermement le lecteur dans le chassis, puis verrouillez la poignée de came en la poussant vers le
haut et contre le support de lecteur.

Assurez-vous de fermer lentement la poignée de came de maniére a ce qu’elle s’aligne correctement sur



'avant du support d’entrainement. Il clique sur lorsqu’il est sécurisé.

6. Répétez la procédure pour les autres lecteurs du systéeme.

Etape 4 : remplacer un chassis depuis le rack d’équipement ou I’armoire systéme

Vous devez retirer le chassis existant du rack ou de 'armoire systéme de I'’équipement avant de pouvoir
installer le chassis de remplacement.
1. Retirez les vis des points de montage du chéssis.

2. ATaide de deux ou trois personnes, faites glisser I'ancien chéssis hors des rails du rack dans une armoire
systéme ou des supports L dans un rack d’équipement, puis mettez-le de coté.

3. Si vous n’étes pas déja mis a la terre, mettez-vous a la terre correctement.

4. De deux a trois personnes, installez le chassis de remplacement dans le rack ou I'armoire systéme en
guidant le chassis sur les rails de rack d’'une armoire systéme ou sur les supports L dans un rack
d’équipement.

5. Faites glisser le chassis complétement dans le rack de I'équipement ou I'armoire systéeme.

6. Fixez I'avant du chéassis sur le rack ou I'armoire systéme de I'équipement a I'aide des vis que vous avez
retirées de I'ancien chéssis.

7. Si ce n’est déja fait, installez le cadre.

Etape 5 : installer le contrdleur

Aprés avoir installé le module de contrdleur et tous les autres composants dans le nouveau chassis, démarrez-
le.

Pour les paires haute disponibilité avec deux modules de controleur dans le méme chassis, I'ordre dans lequel
vous installez le module de contrdleur est particuliérement important, car il tente de redémarrer dés que vous
le placez entierement dans le chassis.

1. Alignez I'extrémité du module de controleur avec 'ouverture du chassis, puis poussez doucement le
module de contréleur a mi-course dans le systéme.

@ N’insérez pas complétement le module de contréleur dans le chassis tant qu’il n’y a pas été
demandeé.

2. Recablage de la console sur le module contrdleur, puis reconnexion du port de gestion.
3. Répétez les étapes précédentes si un deuxiéme contréleur doit étre installé dans le nouveau chéssis.

4. Terminez I'installation du module de controdleur :



Si votre systéeme est en... Ensuite, procédez comme suit...

Une paire haute disponibilité a. Avec la poignée de came en position ouverte, poussez fermement
le module de contréleur jusqu’a ce qu’il rencontre le fond de
panier et soit bien en place, puis fermez la poignée de came en
position verrouillée.

Ne forcez pas trop lorsque vous faites glisser le
@ module de contrdleur dans le chassis pour éviter
d’endommager les connecteurs.

b. Si ce n’est déja fait, réinstallez le périphérique de gestion des
cables.

c. Fixez les cables au dispositif de gestion des cables a I'aide du
crochet et de la sangle de boucle.

d. Répétez les étapes précédentes pour le second module de
contréleur dans le nouveau chassis.

Une configuration autonome a. Avec la poignée de came en position ouverte, poussez fermement
le module de contréleur jusqu’a ce qu’il rencontre le fond de
panier et soit bien en place, puis fermez la poignée de came en
position verrouillée.

Ne forcez pas trop lorsque vous faites glisser le
@ module de contréleur dans le chassis pour éviter
d’endommager les connecteurs.

b. Si ce n’est déja fait, réinstallez le périphérique de gestion des
cables.

c. Fixez les cables au dispositif de gestion des cables a I'aide du
crochet et de la sangle de boucle.

d. Réinstallez le panneau de propreté, puis passez a I'étape
suivante.

5. Connectez les blocs d’alimentation a différentes sources d’alimentation, puis mettez-les sous tension.
6. Démarrer chaque contréleur en mode maintenance :

a. Au fur et a mesure que chaque contréleur démarre, appuyez sur Ctr1-C pour interrompre le
processus de démarrage lorsque le message s’affiche Press Ctrl-C for Boot Menu.

Si I'invite et les modules de contréleur ne s’affichent pas sur ONTAP, entrez halt, Puis
@ a linvite DU CHARGEUR, entrez boot ontap, appuyez sur Ctrl-C lorsque vous y
étes invité, puis répétez cette étape.

b. Dans le menu de démarrage, sélectionner 'option pour le mode maintenance.



Restaurez et vérifiez la configuration - AFF A150

Vous devez vérifier I'état HA du chassis, renvoyer les agrégats et renvoyer la piéce
défectueuse a NetApp, comme indiqué dans les instructions RMA fournies avec le kit.

Etape 1 : vérifier et définir I’état de haute disponibilité du chassis

Vous devez vérifier I'état HA du chassis et, le cas échéant, mettre a jour I'état pour qu'il corresponde a la
configuration de votre systeme.

1. En mode Maintenance, depuis I'un ou 'autre module de contréleur, afficher I'état HA du module de
contréleur local et du chéssis : ha—config show

L'état de la HA doit étre le méme pour tous les composants.

2. Sil'état du systeme affiché pour le chassis ne correspond pas a la configuration de votre systéeme :

a. Définissez I'état haute disponibilité du chassis : ha-config modify chassis HA-state
La valeur de HA-State peut étre 'une des suivantes :

" ha
" mcc
" mcc-2n
" mccip
" non-ha
b. Vérifiez que le paramétre a changé : ha-config show
3. Sivous ne I'avez pas déja fait, recable le reste de votre systeme.

4. Redémarrez le systéeme.

Etape 2 : basculement des agrégats dans une configuration MetroCluster a deux
noeuds

Cette tache s’applique uniquement aux configurations MetroCluster a deux noeuds.

Etapes
1. Vérifiez que tous les noeuds sont dans le enabled état : metrocluster node show



cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Vérifier que la resynchronisation est terminée sur tous les SVM : metrocluster vserver show

3. Vérifier que toutes les migrations LIF automatiques effectuées par les opérations de correction ont été
effectuées correctement : metrocluster check 1if show

4. Effectuez le rétablissement en utilisant le metrocluster switchback utilisez une commande a partir
d’'un nceud du cluster survivant.

5. Vérifiez que I'opération de rétablissement est terminée : metrocluster show

L'opération de rétablissement s’exécute toujours lorsqu’un cluster est dans waiting-for-switchback
état :

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

Le rétablissement est terminé une fois les clusters dans normal état :

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si un rétablissement prend beaucoup de temps, vous pouvez vérifier I'état des lignes de base en cours en
utilisant le metrocluster config-replication resync-status show commande.

6. Rétablir toutes les configurations SnapMirror ou SnapVault.



Etape 3 : renvoyer la piéce défaillante a NetApp

Retournez la piece défectueuse a NetApp, tel que décrit dans les instructions RMA (retour de matériel)
fournies avec le kit. Voir la "Retour de pieces et remplacements" page pour plus d’informations.
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