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Contrôleur

Workflow de remplacement du contrôleur - FAS70 et FAS90

Commencez à remplacer le contrôleur de votre système de stockage FAS70 ou FAS90
en arrêtant le contrôleur défectueux, en retirant et en remplaçant le contrôleur, en
restaurant la configuration système et en renvoyant le contrôle des ressources de
stockage au contrôleur de remplacement.

"Vérifiez les exigences de remplacement des contrôleurs"

Pour remplacer le module de contrôleur, vous devez répondre à certaines exigences.

"Arrêtez le contrôleur défaillant"

Arrêtez ou prenez le contrôle du contrôleur défaillant pour que le contrôleur fonctionnel continue à transmettre
des données à partir du stockage défectueux.

"Remplacer le contrôleur"

Le remplacement du contrôleur inclut le retrait du contrôleur défectueux, le déplacement des composants FRU
vers le module de contrôleur de remplacement, puis l’installation du module de contrôleur de remplacement
dans le boîtier.

"Restaurez et vérifiez la configuration du système"

Vérifiez la configuration système de bas niveau du contrôleur de remplacement et reconfigurez les paramètres
système si nécessaire.

"Remettez le contrôleur en place"

Renvoyer la propriété des ressources de stockage vers le contrôleur de remplacement.

"Remplacement complet du contrôleur"

Vérifier les LIF, vérifier l’état du cluster et renvoyer la pièce défectueuse à NetApp.

Conditions requises pour remplacer le contrôleur - FAS70 et
FAS90

Avant de remplacer le contrôleur de votre système FAS70 ou FAS90, veillez à respecter
les exigences requises pour un remplacement réussi. Cela inclut la vérification du bon
fonctionnement de tous les autres composants du système, la vérification du bon
contrôleur de remplacement et l’enregistrement de la sortie de la console du contrôleur
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dans un fichier journal texte.

Vérifiez les conditions requises pour le remplacement du contrôleur.

• Tous les tiroirs disques doivent fonctionner correctement.

• Le contrôleur sain doit pouvoir reprendre le contrôleur qui est remplacé (appelé « contrôleur défectueux »
dans cette procédure).

• N’utilisez pas cette procédure pour les mises à niveau du contrôleur ; reportez-vous plutôt au "Choisissez
la procédure de mise à niveau matérielle de votre contrôleur" pour obtenir des conseils.

• Si votre système est dans une configuration MetroCluster, vous devez consulter la section "Choix de la
procédure de récupération correcte" pour déterminer si vous devez utiliser cette procédure de
remplacement de contrôleur.

• Vous devez remplacer le composant défectueux par l’unité remplaçable sur site (FRU) que vous avez
reçue de NetApp.

• Vous devez remplacer un module de contrôleur par un module de contrôleur du même type de modèle.
Vous ne pouvez pas mettre à niveau votre système en remplaçant simplement le module de contrôleur.

• Vous ne pouvez pas modifier de disques ou de tiroirs disques dans le cadre de cette procédure.

• Comme le périphérique d’amorçage se trouve sur le module de gestion du système installé à l’arrière du
système, vous n’avez pas besoin de déplacer le périphérique d’amorçage lors du remplacement d’un
module de contrôleur.

• Il est important d’appliquer les commandes au cours des étapes suivantes sur les systèmes appropriés :

◦ Le contrôleur trouble est le contrôleur qui est en cours de remplacement.

◦ Le contrôleur remplacement est le nouveau contrôleur qui remplace le contrôleur défaillant.

◦ Le contrôleur Healthy est le contrôleur survivant.

• Vous devez toujours capturer la sortie de la console du contrôleur dans un fichier journal texte.

Vous disposez ainsi d’un enregistrement de la procédure afin de pouvoir résoudre tout problème que vous
pourriez rencontrer pendant le processus de remplacement.

Et la suite ?

Après avoir vérifié les conditions requises pour remplacer le contrôleur FAS70 ou FAS90, vous devez "arrêtez
le contrôleur défectueux".

Arrêtez le contrôleur pour facultés affaiblies - FAS70 et
FAS90

Arrêtez le contrôleur de votre système de stockage FAS70 ou FAS90 pour éviter la perte
de données et assurer la stabilité du système lors du remplacement du contrôleur.
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Option 1 : la plupart des systèmes

Pour arrêter le contrôleur défaillant, vous devez déterminer l’état du contrôleur et, si nécessaire, prendre
le contrôle de façon à ce que le contrôleur en bonne santé continue de transmettre des données
provenant du stockage défaillant du contrôleur.

Description de la tâche

• Si vous disposez d’un système SAN, vous devez avoir vérifié les messages d’événement cluster
kernel-service show) pour le serveur lame SCSI du contrôleur défectueux. `cluster kernel-
service show`La commande (from priv mode Advanced) affiche le nom du nœud, son état de
disponibilité et "état du quorum"son état de fonctionnement.

Chaque processus SCSI-Blade doit se trouver au quorum avec les autres nœuds du cluster. Tout
problème doit être résolu avant de procéder au remplacement.

• Si vous avez un cluster avec plus de deux nœuds, il doit être dans le quorum. Si le cluster n’est pas
au quorum ou si un contrôleur en bonne santé affiche la valeur false pour l’éligibilité et la santé, vous
devez corriger le problème avant de désactiver le contrôleur défaillant ; voir "Synchroniser un nœud
avec le cluster".

Étapes

1. Si AutoSupport est activé, supprimez la création automatique de dossier en invoquant un message
AutoSupport :

system node autosupport invoke -node * -type all -message MAINT=<# of

hours>h

Le message AutoSupport suivant supprime la création automatique de dossiers pendant deux heures
:

cluster1:> system node autosupport invoke -node * -type all -message

MAINT=2h

2. Désactiver le retour automatique :

a. Entrez la commande suivante depuis la console du contrôleur sain :

storage failover modify -node impaired_node_name -auto-giveback false

b. Entrer y lorsque vous voyez l’invite Voulez-vous désactiver le retour automatique ?

3. Faites passer le contrôleur douteux à l’invite DU CHARGEUR :

Si le contrôleur en état de
fonctionnement s’affiche…

Alors…

Invite DU CHARGEUR Passez à l’étape suivante.

Attente du retour… Appuyez sur Ctrl-C, puis répondez y lorsque vous y êtes invité.
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Si le contrôleur en état de
fonctionnement s’affiche…

Alors…

Invite système ou invite de mot
de passe

Prendre le contrôle défectueux ou l’arrêter à partir du contrôleur
en bon état :

storage failover takeover -ofnode

impaired_node_name -halt true

Le paramètre -halt true vous amène à l’invite Loader.

Option 2 : le contrôleur est dans un MetroCluster

Pour arrêter le contrôleur défaillant, vous devez déterminer l’état du contrôleur et, si nécessaire, prendre
le contrôle de façon à ce que le contrôleur en bonne santé continue de transmettre des données
provenant du stockage défaillant du contrôleur.

• Si vous avez un cluster avec plus de deux nœuds, il doit être dans le quorum. Si le cluster n’est pas
au quorum ou si un contrôleur en bonne santé affiche la valeur false pour l’éligibilité et la santé, vous
devez corriger le problème avant de désactiver le contrôleur défaillant ; voir "Synchroniser un nœud
avec le cluster".

• Vous devez avoir confirmé que l’état de configuration MetroCluster est configuré et que les nœuds
sont dans un état activé et normal :

metrocluster node show

Étapes

1. Si AutoSupport est activé, supprimez la création automatique de dossier en invoquant un message
AutoSupport :

system node autosupport invoke -node * -type all -message

MAINT=number_of_hours_downh

Le message AutoSupport suivant supprime la création automatique de dossiers pendant deux heures
:

cluster1:*> system node autosupport invoke -node * -type all -message

MAINT=2h

2. Désactiver le retour automatique :

a. Entrez la commande suivante depuis la console du contrôleur sain :

storage failover modify -node local -auto-giveback false

b. Entrer y lorsque vous voyez l’invite Voulez-vous désactiver le retour automatique ?

3. Faites passer le contrôleur douteux à l’invite DU CHARGEUR :

4

https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum


Si le contrôleur en état de
fonctionnement s’affiche…

Alors…

Invite DU CHARGEUR Passez à la section suivante.

Attente du retour… Appuyez sur Ctrl-C, puis répondez y lorsque vous y êtes invité.

Invite système ou invite de mot
de passe (entrer le mot de
passe système)

Prendre le contrôle défectueux ou l’arrêter à partir du contrôleur
en bon état :

storage failover takeover -ofnode

impaired_node_name -halt true

Le paramètre -halt true vous amène à l’invite Loader.

Et la suite ?

Après avoir arrêté le contrôleur, vous devez "remplacer le contrôleur".

Remplacer le contrôleur - FAS70 et FAS90

Remplacez le contrôleur de votre système FAS70 ou FAS90 en cas de défaillance
matérielle. Le processus de remplacement implique le retrait du contrôleur défectueux, le
déplacement des composants vers le contrôleur de remplacement, l’installation du
contrôleur de remplacement et son redémarrage.

Étape 1 : retirer le module de contrôleur

Vous devez retirer le module de contrôleur du boîtier lorsque vous remplacez le module de contrôleur ou un
composant à l’intérieur du module de contrôleur.

Étapes

1. Vérifiez le voyant d’état de la mémoire NVRAM situé dans le logement 4/5 du système. Une LED NVRAM
est également présente sur le panneau avant du module contrôleur. Recherchez l’icône NV :
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LED d’état NVRAM

LED d’avertissement NVRAM

◦ Si le voyant NV est éteint, passez à l’étape suivante.

◦ Si le voyant NV clignote, attendez l’arrêt du clignotement. Si le clignotement continue pendant plus de
5 minutes, contactez le support technique pour obtenir de l’aide.

2. Si vous n’êtes pas déjà mis à la terre, mettez-vous à la terre correctement.

3. À l’avant de l’unité, accrochez vos doigts dans les trous des cames de verrouillage, appuyez sur les
languettes des leviers de came et faites doucement, mais fermement pivoter les deux loquets vers vous en
même temps.

Le module de contrôleur se déplace légèrement hors du boîtier.

Verrouillage des verrous de came

4. Faites glisser le module de contrôleur hors du boîtier et placez-le sur une surface plane et stable.

Assurez-vous de soutenir le bas du module de contrôleur lorsque vous le faites glisser hors du boîtier.

Étape 2 : déplacer les ventilateurs

Vous devez retirer les cinq modules de ventilation du module de contrôleur défectueux au module de
contrôleur de remplacement.

Étapes

1. Si vous n’êtes pas déjà mis à la terre, mettez-vous à la terre correctement.

2. Retirez le cadre (si nécessaire) à deux mains, en saisissant les ouvertures de chaque côté du cadre, puis
en le tirant vers vous jusqu’à ce que le cadre se dégage des goujons à rotule du châssis.

3. Appuyez sur le bouton de verrouillage gris du module de ventilation et tirez le module de ventilation hors
du châssis, en vous assurant de le soutenir avec votre main libre.

Les modules de ventilation sont courts. Soutenez toujours la partie inférieure du module de
ventilation avec votre main libre pour qu’il ne tombe pas brusquement du châssis et vous
blesse.
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Bouton de verrouillage noir

4. Installez le ventilateur dans le module de contrôleur de remplacement :

a. Alignez les bords du boîtier du ventilateur avec l’ouverture située à l’avant du module de contrôleur de
remplacement.

b. Faites glisser doucement le module de ventilation à fond dans le module de contrôleur de
remplacement jusqu’à ce qu’il s’enclenche.

5. Répétez les étapes précédentes pour les autres modules de ventilation.

Étape 3 : déplacez la batterie NV

Déplacez la batterie NV vers le contrôleur de remplacement.

Étapes

1. Ouvrez le couvercle du conduit d’air de la batterie NV et localisez la batterie NV.

Couvercle du conduit d’air de la batterie NV

Fiche mâle batterie NV

Batterie NV
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2. Soulevez la batterie pour accéder à la prise mâle batterie.

3. Appuyez sur le clip situé à l’avant de la fiche mâle batterie pour la débrancher de la prise, puis débranchez
le câble de batterie de la prise.

4. Soulever la batterie hors du conduit d’air et du module de contrôleur.

5. Déplacez la batterie vers le module de contrôleur de remplacement, puis installez-la dans le conduit d’air
de la batterie NV :

a. Ouvrez le conduit d’air de la batterie NV dans le module de contrôleur de remplacement.

b. Branchez la fiche de la batterie dans la prise et assurez-vous que la fiche se verrouille en place.

c. Insérez la batterie dans son logement et appuyez fermement sur la batterie pour vous assurer qu’elle
est bien verrouillée.

d. Fermer le couvercle du conduit d’air.

Étape 4 : déplacement des DIMM système

Déplacez les modules DIMM vers le module de contrôleur de remplacement.

Étapes

1. Ouvrez le conduit d’air de la carte mère et localisez les modules DIMM.

DIMM système

2. Notez l’orientation du module DIMM dans le support afin que vous puissiez insérer le module DIMM dans
le module de remplacement dans le bon sens.

3. Éjectez le module DIMM de son logement en écartant lentement les deux languettes de l’éjecteur de DIMM
de chaque côté du module DIMM, puis en faisant glisser le module DIMM hors de son logement.
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Tenez soigneusement le module DIMM par les bords pour éviter toute pression sur les
composants de la carte de circuit DIMM.

4. Repérez le logement dans lequel vous installez le module DIMM dans le module de contrôleur de
remplacement.

5. Insérez le module DIMM directement dans le logement.

Le module DIMM s’insère bien dans le logement, mais devrait être facilement installé. Si ce n’est pas le
cas, réalignez le module DIMM avec le logement et réinsérez-le.

Inspectez visuellement le module DIMM pour vérifier qu’il est bien aligné et complètement
inséré dans le logement.

6. Poussez délicatement, mais fermement, sur le bord supérieur du module DIMM jusqu’à ce que les
languettes de l’éjecteur s’enclenchent sur les encoches situées aux extrémités du module DIMM.

7. Répétez ces étapes pour les autres modules DIMM. Fermez le conduit d’air de la carte mère.

Étape 5 : installer le module de contrôleur

Réinstallez le module de contrôleur et démarrez-le.

1. Assurez-vous que le conduit d’air est complètement fermé en le faisant tourner jusqu’en butée.

Il doit être aligné sur la tôle du module de contrôleur.

2. Alignez l’extrémité du module de contrôleur avec l’ouverture du boîtier, puis faites glisser le module de
contrôleur dans le châssis, les leviers tournés vers l’avant du système.

3. Une fois que le module de contrôleur vous empêche de le faire glisser plus loin, faites pivoter les poignées
de came vers l’intérieur jusqu’à ce qu’elles se reverrouillent sous les ventilateurs

N’appliquez pas une force excessive lorsque vous faites glisser le module de contrôleur
dans le boîtier pour éviter d’endommager les connecteurs.

Le contrôleur démarre à l’invite DU Loader dès qu’il est complètement installé.

4. Dans l’invite Loader, entrez show date pour afficher la date et l’heure sur le contrôleur de remplacement.
La date et l’heure sont en GMT.

L’heure affichée est l’heure locale, pas toujours GMT, et est affichée en mode 24 heures.

5. Réglez l’heure actuelle en GMT avec le set time hh:mm:ss commande. Vous pouvez obtenir le GMT
actuel à partir du nœud partenaire avec la commande date -u.

6. Recâblage du système de stockage, selon les besoins.

Si vous avez retiré les émetteurs-récepteurs (QSFP ou SFP), n’oubliez pas de les réinstaller si vous
utilisez des câbles à fibre optique.

Et la suite ?

Après le remplacement du contrôleur FAS70 ou FAS90 défectueux, vous devez "restaurez la configuration du
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système".

Restaurez et vérifiez la configuration du système - FAS70 et
FAS90

Vérifiez que la configuration haute disponibilité du contrôleur est active et qu’elle
fonctionne correctement dans votre système de stockage FAS70 ou FAS90, et vérifiez
que les adaptateurs du système répertorient tous les chemins d’accès aux disques.

Étape 1 : vérifiez les paramètres de configuration haute disponibilité

Vous devez vérifier le HA état du module de contrôleur et, si nécessaire, mettez à jour l’état pour qu’il
corresponde à la configuration de votre système.

Étapes

1. Démarrage en mode maintenance : boot_ontap maint

a. Entrez y lorsque vous voyez Continuer avec boot?.

Si le message d’avertissement ID système incorrect s’affiche, entrez y.

2. Saisir sysconfig -v et capturer le contenu de l’affichage.

Si vous voyez INADÉQUATION DE PERSONNALITÉ, contactez le service clientèle.

3. A partir du sysconfig -v résultat, comparez les informations de la carte adaptateur avec les cartes et
les emplacements dans le contrôleur de remplacement.

4. Vérifier que tous les composants affichent le même HA état : ha-config show

L’état de la HA doit être le même pour tous les composants.

5. Si l’état système affiché du module de contrôleur ne correspond pas à la configuration de votre système,
définissez l' HA`état du module de contrôleur : `ha-config modify controller ha

La valeur de l’état HA peut être l’une des suivantes :

◦ ha

◦ mcc (non pris en charge)

◦ mccip (Non pris en charge par les systèmes ASA)

◦ non-ha (non pris en charge)

6. Vérifiez que le paramètre a changé : ha-config show

Étape 2 : vérifiez la liste des disques

Étapes

1. Vérifiez que la carte répertorie les chemins d’accès à tous les disques à l’aide de storage show disk
-p .
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En cas de problème, vérifiez le câblage et réinstallez les câbles.

2. Quitter le mode Maintenance : halt.

Et la suite ?

Après avoir restauré et vérifié la configuration système de votre système FAS70 ou FAS90, vous devez
"remettez le contrôleur en place".

Remettre le contrôleur - FAS70 et FAS90

Renvoyer le contrôle des ressources de stockage sur le contrôleur de remplacement afin
que votre système FAS70 ou FAS90 puisse reprendre son fonctionnement normal. La
procédure de restitution varie en fonction du type de cryptage utilisé par votre système :
aucun cryptage ou cryptage Onboard Key Manager (OKM).
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Pas de cryptage

Remettez le contrôleur défectueux en mode de fonctionnement normal en laissant son espace de
stockage.

Étapes

1. Dans l’invite Loader, entrez boot_ontap.

2. Appuyez sur <enter> lorsque les messages de la console s’arrêtent.

◦ Si vous voyez l’invite login, passez à l’étape suivante à la fin de cette section.

◦ Si vous voyez waiting for giveback, appuyez sur la clé <enter>, connectez-vous au nœud
partenaire, puis passez à l’étape suivante à la fin de cette section.

3. Remettre le contrôleur défectueux en fonctionnement normal en réutilisant son espace de stockage :
storage failover giveback -ofnode impaired_node_name

4. Si le rétablissement automatique a été désactivé, le réactiver : storage failover modify
-node local -auto-giveback true

5. Si AutoSupport est activé, restaurer/annuler la suppression de la création automatique de cas :
system node autosupport invoke -node * -type all -message MAINT=END

Chiffrement intégré (OKM)

Réinitialise le chiffrement intégré et rétablit le fonctionnement normal du contrôleur.

Étapes

1. Dans l’invite Loader, entrez boot_ontap maint.

2. Démarrez à partir du menu ONTAP à partir de l’invite Loader boot_ontap menu et sélectionnez
l’option 10.

3. Saisissez la phrase de passe OKM.

Vous êtes invité à saisir deux fois la phrase de passe.

4. Entrez les données de la clé de sauvegarde lorsque vous y êtes invité.

5. Dans le menu de démarrage, entrez option 1 pour le démarrage normal.

6. Appuyez sur <enter> lorsque waiting for giveback s’affiche.

7. Déplacez le câble de la console vers le nœud partenaire et connectez-vous en tant que admin.

8. Ne donner que les agrégats CFO (l’agrégat racine) : storage failover giveback -fromnode
local -only-cfo-aggregates true

◦ Si vous rencontrez des erreurs, contactez "Support NetApp".

9. Attendez 5 minutes après la fin du rapport de rétablissement et vérifiez l’état du basculement et du
rétablissement : storage failover show et storage failover show-giveback.

10. Synchroniser et vérifier l’état des clés :

a. Replacer le câble de la console sur le contrôleur de remplacement.

b. Synchroniser les clés manquantes : security key-manager onboard sync

Vous êtes invité à saisir la phrase de passe OKM au niveau du cluster.
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c. Vérifier l’état des clés : security key-manager key query -restored false

La sortie ne doit pas afficher de résultats lorsqu’elle est correctement synchronisée.

Si le résultat affiche des résultats (les ID de clé des clés qui ne sont pas présents dans la table de
clés internes du système), contactez "Support NetApp".

11. Remettre le contrôleur défectueux en fonctionnement normal en réutilisant son espace de stockage :
storage failover giveback -ofnode impaired_node_name

12. Si le rétablissement automatique a été désactivé, le réactiver : storage failover modify
-node local -auto-giveback true

13. Si AutoSupport est activé, restaurer/annuler la suppression de la création automatique de cas :
system node autosupport invoke -node * -type all -message MAINT=END

Et la suite ?

Après le transfert de la propriété des ressources de stockage vers le contrôleur de remplacement, vous devez
"terminez le remplacement du contrôleur"procéder comme suit.

Remplacement complet du contrôleur - FAS70 et FAS90

Pour terminer le remplacement du contrôleur de votre système AFF A1K, restaurez
d’abord la configuration du chiffrement du stockage NetApp (si nécessaire). Ensuite,
vérifiez que les interfaces logiques (LIF) signalent leurs ports de repos et effectuez une
vérification de l’état du cluster. Enfin, retournez la pièce défectueuse à NetApp.

Étape 1 : vérifier la LIF et la santé du cluster

Avant de renvoyer le nœud de remplacement à la maintenance, vérifiez que les interfaces logiques se trouvent
sur leurs ports home, vérifiez l’état du cluster et réinitialisez le rétablissement automatique.

Étapes

1. Vérifiez que les interfaces logiques communiquent avec leur serveur d’origine et leurs ports :

network interface show -is-home false

Si des interfaces logiques sont indiquées comme étant fausses, rétablissez-les à leurs ports d’origine :

network interface revert -vserver * -lif *

2. Vérifiez l’état de santé de votre cluster. Voir le "Procédure de vérification de l’état du cluster à l’aide d’un
script dans ONTAP" Article de la base de connaissances.

3. Si le retour automatique a été désactivé, réactivez-le :

storage failover modify -node local -auto-giveback true

Étape 2 : renvoyer la pièce défectueuse à NetApp

Retournez la pièce défectueuse à NetApp, tel que décrit dans les instructions RMA (retour de matériel)
fournies avec le kit. Voir la "Retour de pièces et remplacements" page pour plus d’informations.
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