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Architecture du réseau

Présentation de l’architecture réseau

L’architecture réseau d’une implémentation de data Center ONTAP se compose
généralement d’une interconnexion de cluster, d’un réseau de gestion pour
l’administration de clusters et d’un réseau de données. Les cartes réseau (cartes
d’interface réseau) fournissent des ports physiques pour les connexions Ethernet. Les
HBA (adaptateurs de bus hôte) fournissent des ports physiques pour les connexions FC.

Ports logiques

Outre les ports physiques fournis sur chaque nœud, vous pouvez utiliser Logical ports

pour gérer le trafic réseau. Les ports logiques sont des groupes d’interfaces ou des
VLAN.

Groupes d’interface

Interface Groups combine plusieurs ports physiques en un seul « port de jonction » logique. Vous pourriez
vouloir créer un groupe d’interface composé de ports de cartes réseau dans différents emplacements PCI pour
vous assurer qu’en cas de défaillance d’un slot, le trafic stratégique est réduit.

Un groupe d’interface peut être multimode ou dynamique en mode unique. Chaque mode offre différents
niveaux de tolérance aux pannes. Vous pouvez utiliser l’un ou l’autre type de groupe d’interface multimode
pour équilibrer la charge du trafic réseau.
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VLAN

VLAN séparer le trafic d’un port réseau (qui peut être un groupe d’interfaces) en segments logiques définis sur
une base de port de commutateur, plutôt que sur des limites physiques. Les end-stations appartenant à un
VLAN sont liés par fonction ou application.

Vous pouvez regrouper les postes finaux par service, comme Ingénierie et Marketing, ou par projet, comme
release1 et release2. Étant donné que la proximité physique des terminaux radio n’est pas pertinente dans un
VLAN, les terminaux radio peuvent être géographiquement éloignés.

Prise en charge des technologies réseau standard

ONTAP prend en charge l’ensemble des principales technologies réseau standard de
l’industrie. Les technologies clés sont les IPspaces, l’équilibrage de la charge DNS et les
interruptions SNMP.

Les domaines de diffusion, les groupes de basculement et les sous-réseaux sont décrits dans le Basculement
de chemin NAS.
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Les IPspaces

Vous pouvez utiliser un IPspace pour créer un espace d’adresse IP distinct pour chaque serveur de données
virtuel dans un cluster. Ainsi, les clients se trouvant dans des domaines réseau distincts d’un point de vue
administratif peuvent accéder aux données du cluster tout en utilisant des adresses IP redondantes à partir de
la même plage de sous-réseaux.

Par exemple, un fournisseur de services peut configurer des IPspaces différents pour les locataires à l’aide
des mêmes adresses IP pour accéder à un cluster.

Équilibrage de charge DNS

Vous pouvez utiliser DNS load balancing pour distribuer le trafic réseau des utilisateurs à travers les ports
disponibles. Un serveur DNS sélectionne dynamiquement une interface réseau pour le trafic en fonction du
nombre de clients montés sur l’interface.

Interruptions SNMP

Vous pouvez utiliser SNMP traps pour vérifier périodiquement la présence de seuils ou d’échecs
opérationnels. Les interruptions SNMP capturent les informations de surveillance système envoyées de façon
asynchrone d’un agent SNMP à un gestionnaire SNMP.

Conformité FIPS

ONTAP est conforme à la norme FIPS (Federal information Processing Standards) 140-2 pour toutes les
connexions SSL. Vous pouvez activer et désactiver le mode SSL FIPS, définir globalement les protocoles SSL
et désactiver tout chiffrement faible tel que RC4.

Présentation de RDMA

Les offres RDMA (Remote Direct Memory Access) d’ONTAP prennent en charge les
charges de travail à large bande passante et sensibles à la latence. RDMA permet de
copier directement les données entre la mémoire du système de stockage et la mémoire
du système hôte, ce qui évite les interruptions du processeur et la surcharge.

NFS sur RDMA

Vous pouvez le configurer avec ONTAP 9.10.1 "NFS sur RDMA" Pour permettre l’utilisation du stockage
NVIDIA GPUDirect pour les workloads avec accélération par processeur graphique sur des hôtes équipés de
processeurs graphiques NVIDIA pris en charge.

RDMA n’est pas pris en charge avec le protocole SMB.

Interconnexion de cluster RDMA

Le protocole RDMA d’interconnexion de cluster réduit la latence, réduit les temps de basculement et accélère
la communication entre les nœuds d’un cluster.

À partir de ONTAP 9.10.1, le protocole RDMA d’interconnexion de cluster est pris en charge pour certains
systèmes matériels lorsqu’il est utilisé avec des cartes réseau de cluster X1151A. À partir de ONTAP 9.13.1,
les cartes réseau X91153A prennent également en charge le protocole RDMA d’interconnexion de cluster.

3

https://docs.netapp.com/fr-fr/ontap/nfs-rdma/index.html


Consultez le tableau pour connaître les systèmes pris en charge dans les différentes versions de ONTAP.

Systèmes Versions de ONTAP prises en charge

• AFF A50

• AFF A30

• AFF A20

• AFF C80

• AFF C60

• AFF C30

• ASA A50

• ASA A30

• ASA A20

ONTAP 9.16.1 et versions ultérieures

• AFF A1K

• AFF A90

• AFF A70

• ASA A1K

• ASA A90

• ASA A70

• FAS90

• FAS70

ONTAP 9.15.1 et versions ultérieures

• AFF A900

• ASA A900

• FAS9500

ONTAP 9.13.1 et versions ultérieures

• AFF A400

• ASA A400

ONTAP 9.10.1 et versions ultérieures

Étant donné la configuration appropriée du système de stockage, aucune configuration supplémentaire n’est
nécessaire pour utiliser le protocole RDMA d’interconnexion de cluster.
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