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Configuration du réseau SP/BMC

Isolez le trafic de gestion ONTAP sur le réseau

Il est recommandé de configurer le processeur de service/BMC et l’interface de gestion
e0M sur un sous-réseau dédié au trafic de gestion. L’exécution du trafic de données sur
le réseau de gestion peut entraîner des problèmes de dégradation des performances et
de routage.

Le port Ethernet de gestion de la plupart des contrôleurs de stockage (indiqué par une icône de clé anglaise à
l’arrière du châssis) est connecté à un commutateur Ethernet interne. Le commutateur interne fournit la
connectivité au SP/BMC et à l’interface de gestion e0M, que vous pouvez utiliser pour accéder au système de
stockage via les protocoles TCP/IP tels que Telnet, SSH et SNMP.

Si vous prévoyez d’utiliser à la fois le périphérique de gestion à distance et le e0M, vous devez les configurer
sur le même sous-réseau IP. Étant donné qu’il s’agit d’interfaces à faible bande passante, il est recommandé
de configurer le processeur de service/BMC et e0M sur un sous-réseau dédié au trafic de gestion.

Si vous ne pouvez pas isoler le trafic de gestion ou si votre réseau de gestion dédié est exceptionnellement
grand, vous devez essayer de maintenir le volume de trafic réseau le plus bas possible. Un trafic de diffusion
ou de multidiffusion excessif peut dégrader les performances du SP/BMC.

Certains contrôleurs de stockage, comme le AFF A800, disposent de deux ports externes, l’un
pour BMC et l’autre pour e0M. Pour ces contrôleurs, il n’est pas nécessaire de configurer BMC
et e0M sur le même sous-réseau IP.

En savoir plus sur la configuration réseau ONTAP SP/BMC

Vous pouvez activer une configuration réseau automatique au niveau du cluster pour le
processeur de service (recommandé). Vous pouvez également désactiver la
configuration réseau automatique du processeur de service (par défaut) et gérer
manuellement la configuration réseau du processeur de service au niveau du nœud. Il
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existe quelques considérations pour chaque cas.

Cette rubrique s’applique à la fois au processeur de service et au contrôleur BMC.

La configuration réseau automatique du processeur de service permet au processeur de service d’utiliser les
ressources d’adresse (y compris l’adresse IP, le masque de sous-réseau et l’adresse de passerelle) du sous-
réseau spécifié pour configurer automatiquement son réseau. Grâce à la configuration réseau automatique du
processeur de service, vous n’avez pas besoin d’attribuer manuellement des adresses IP au processeur de
service de chaque nœud. Par défaut, la configuration réseau automatique du processeur de service est
désactivée, car l’activation de la configuration nécessite que le sous-réseau soit d’abord défini dans le cluster.

Si vous activez la configuration réseau automatique du processeur de service, les scénarios et considérations
suivants s’appliquent :

• Si le processeur de service n’a jamais été configuré, le réseau du processeur de service est configuré
automatiquement en fonction du sous-réseau spécifié pour la configuration réseau automatique du
processeur de service.

• Si le processeur de service a déjà été configuré manuellement, ou si la configuration réseau du processeur
de service existante est basée sur un autre sous-réseau, le réseau SP de tous les nœuds du cluster est
reconfiguré en fonction du sous-réseau que vous spécifiez dans la configuration réseau automatique du
processeur de service.

La reconfiguration peut affecter une autre adresse au processeur de service, ce qui peut avoir un impact
sur votre configuration DNS et sa capacité à résoudre les noms d’hôtes du processeur de service. Par
conséquent, vous devrez peut-être mettre à jour votre configuration DNS.

• Un nœud qui rejoint le cluster utilise le sous-réseau spécifié pour configurer automatiquement son réseau
SP.

• Le system service-processor network modify La commande ne vous permet pas de modifier
l’adresse IP du processeur de service.

Lorsque la configuration réseau automatique du processeur de service est activée, la commande ne vous
permet que d’activer ou de désactiver l’interface réseau du processeur de service.

◦ Si la configuration réseau automatique du processeur de service était auparavant activée, la
désactivation de l’interface réseau du processeur de service entraîne la libération de la ressource
d’adresse attribuée et son renvoi au sous-réseau.

◦ Si vous désactivez l’interface réseau du processeur de service, puis le réactivez, il est possible que le
processeur de service soit reconfiguré à une adresse différente.

Si la configuration réseau automatique du processeur de service est désactivée (par défaut), les scénarios et
considérations suivants s’appliquent :

• Si le processeur de service n’a jamais été configuré, la configuration réseau IPv4 du processeur de service
utilise par défaut DHCP IPv4 et IPv6 est désactivé.

Un nœud qui rejoint le cluster utilise également le DHCP IPv4 pour sa configuration réseau du processeur
de service par défaut.

• Le system service-processor network modify Commande vous permet de configurer l’adresse
IP du processeur de service d’un nœud.

Un message d’avertissement apparaît lorsque vous tentez de configurer manuellement le réseau du
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processeur de service avec des adresses allouées à un sous-réseau. Si vous ignorez l’avertissement et
que vous procédez à l’attribution manuelle d’adresse, vous risquez d’entraîner un scénario avec des
adresses en double.

Si la configuration réseau automatique du processeur de service est désactivée après avoir été activée
précédemment, les scénarios et considérations suivants s’appliquent :

• Si la configuration réseau automatique du processeur de service possède la famille d’adresses IPv4
désactivée, le réseau IPv4 du processeur de service utilise par défaut DHCP, et le system service-
processor network modify La commande vous permet de modifier la configuration IPv4 du
processeur de service pour les nœuds individuels.

• Si la famille d’adresses IPv6 est désactivée dans la configuration réseau automatique du processeur de
service, le réseau IPv6 du processeur de service est également désactivé et le system service-
processor network modify Vous permet d’activer et de modifier la configuration IPv6 du processeur
de service pour les nœuds individuels.

Activez la configuration réseau automatique ONTAP
SP/BMC

Pour permettre au processeur de service d’utiliser la configuration réseau automatique, il
est préférable de ne pas configurer le réseau du processeur de service manuellement.
Étant donné que la configuration réseau automatique du processeur de service est à
l’échelle du cluster, vous n’avez pas besoin de gérer manuellement le réseau du
processeur de service pour les nœuds individuels.

Cette tâche s’applique à la fois au processeur de service et au contrôleur BMC.

• Le sous-réseau que vous souhaitez utiliser pour la configuration réseau automatique du processeur de
service doit déjà être défini dans le cluster et ne doit pas avoir de conflit de ressources avec l’interface
réseau du processeur de service.

Le network subnet show la commande affiche les informations de sous-réseau du cluster.

Pour en savoir plus, network subnet show consultez le "Référence de commande ONTAP".

Le paramètre qui force l’association de sous-réseau (le -force-update-lif-associations
paramètre du network subnet Commandes) est pris en charge uniquement sur les LIFs réseau et non
sur l’interface réseau du processeur de service.

• Si vous souhaitez utiliser des connexions IPv6 pour le processeur de service, IPv6 doit déjà être configuré
et activé pour ONTAP.

`network options ipv6 show`La commande affiche l'état actuel des

paramètres IPv6 pour ONTAP. Pour en savoir plus, `network options ipv6

show` consultez le link:https://docs.netapp.com/us-en/ontap-cli/network-

options-ipv6-show.html["Référence de commande ONTAP"^].

Étapes
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1. Spécifiez la famille d’adresses IPv4 ou IPv6 et le nom du sous-réseau que vous souhaitez que le
processeur de service utilise system service-processor network auto-configuration
enable commande.

2. Affiche la configuration réseau automatique du processeur de service à l’aide de system service-
processor network auto-configuration show commande.

3. Si vous souhaitez par la suite désactiver ou réactiver l’interface réseau IPv4 ou IPv6 du processeur de
service pour tous les nœuds qui se trouvent dans le quorum, utilisez le system service-processor
network modify commande avec -address-family [IPv4|IPv6] et -enable [true|false]
paramètres.

Lorsque la configuration réseau automatique du processeur de service est activée, vous ne pouvez pas
modifier l’adresse IP du processeur de service pour un nœud qui se trouve au quorum. Vous pouvez
activer ou désactiver uniquement l’interface réseau IPv4 ou IPv6 du processeur de service.

Si un nœud est hors quorum, vous pouvez modifier la configuration réseau du processeur de service du
nœud, y compris l’adresse IP du processeur de service, en exécutant system service-processor
network modify Depuis le nœud et confirmer que vous souhaitez remplacer la configuration réseau
automatique du processeur de service pour le nœud. Cependant, lorsque le nœud rejoint le quorum, la
reconfiguration automatique du processeur de service est effectuée pour le nœud en fonction du sous-
réseau spécifié.

Configurez manuellement le réseau ONTAP SP/BMC

Si vous ne disposez pas d’une configuration réseau automatique définie pour le
processeur de service, vous devez configurer manuellement le réseau SP d’un nœud
pour que ce dernier soit accessible via une adresse IP.

Avant de commencer

Si vous souhaitez utiliser des connexions IPv6 pour le processeur de service, IPv6 doit déjà être configuré et
activé pour ONTAP. Les network options ipv6 commandes gèrent les paramètres IPv6 pour ONTAP.
Pour en savoir plus, network options ipv6 consultez le "Référence de commande ONTAP".

Cette tâche s’applique à la fois au processeur de service et au contrôleur BMC.

Vous pouvez configurer le processeur de service pour qu’il utilise IPv4, IPv6 ou les deux. La configuration IPv4
du processeur de service prend en charge l’adressage statique et DHCP, et la configuration IPv6 du
processeur de service prend uniquement en charge l’adressage statique.

Si la configuration réseau automatique du processeur de service a été configurée, vous n’avez pas besoin de
configurer manuellement le réseau SP pour des nœuds individuels, et le system service-processor
network modify La commande vous permet d’activer ou de désactiver uniquement l’interface réseau du
processeur de service.

Étapes

1. Configurez le réseau du processeur de service d’un nœud en utilisant le system service-processor
network modify commande.

◦ Le -address-family Le paramètre spécifie si la configuration IPv4 ou IPv6 du processeur de
service doit être modifiée.

◦ Le -enable Paramètre active l’interface réseau de la famille d’adresses IP spécifiée.
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◦ Le -dhcp Paramètre indique si la configuration réseau doit être utilisée depuis le serveur DHCP ou
l’adresse réseau que vous fournissez.

Vous pouvez activer DHCP (par paramètre) -dhcp à v4) Uniquement si vous utilisez IPv4. Vous ne
pouvez pas activer DHCP pour les configurations IPv6.

◦ Le -ip-address Le paramètre spécifie l’adresse IP publique pour le processeur de service.

Un message d’avertissement apparaît lorsque vous tentez de configurer manuellement le réseau du
processeur de service avec des adresses allouées à un sous-réseau. L’omission de l’avertissement et
la poursuite de l’attribution manuelle d’adresse peuvent entraîner une affectation d’adresse en double.

◦ Le -netmask Le paramètre spécifie le masque de réseau du processeur de service (si vous utilisez
IPv4).

◦ Le -prefix-length Paramètre spécifie la longueur du préfixe réseau du masque de sous-réseau
pour le processeur de service (si vous utilisez IPv6).

◦ Le -gateway Le paramètre spécifie l’adresse IP de passerelle pour le processeur de service.

2. Configurez le réseau SP pour les nœuds restants du cluster en répétant l’étape 1.

3. Affiche la configuration réseau du processeur de service et vérifie le statut de configuration du processeur
de service à l’aide de system service-processor network show commande avec –instance ou
–field setup-status paramètres.

Le statut de configuration du processeur de service d’un nœud peut être l’un des suivants :

◦ not-setup — non configuré

◦ succeeded — Configuration réussie

◦ in-progress — Configuration en cours

◦ failed — Echec de la configuration

Exemple de configuration du réseau du processeur de service

L’exemple suivant configure le processeur de service d’un nœud pour utiliser IPv4, active le processeur de
service et affiche la configuration réseau du processeur de service pour vérifier les paramètres :
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cluster1::> system service-processor network modify -node local

-address-family IPv4 -enable true -ip-address 192.168.123.98

-netmask 255.255.255.0 -gateway 192.168.123.1

cluster1::> system service-processor network show -instance -node local

                               Node: node1

                       Address Type: IPv4

                  Interface Enabled: true

                     Type of Device: SP

                             Status: online

                        Link Status: up

                        DHCP Status: none

                         IP Address: 192.168.123.98

                        MAC Address: ab:cd:ef:fe:ed:02

                            Netmask: 255.255.255.0

       Prefix Length of Subnet Mask: -

         Router Assigned IP Address: -

              Link Local IP Address: -

                 Gateway IP Address: 192.168.123.1

                  Time Last Updated: Thu Apr 10 17:02:13 UTC 2014

                        Subnet Name: -

Enable IPv6 Router Assigned Address: -

            SP Network Setup Status: succeeded

    SP Network Setup Failure Reason: -

1 entries were displayed.

cluster1::>

Modifiez la configuration de l’API du processeur de service
ONTAP

L’API du processeur de service est une API réseau sécurisée qui permet à ONTAP de
communiquer avec le processeur de service sur le réseau. Vous pouvez modifier le port
utilisé par le service API SP, renouveler les certificats que le service utilise pour les
communications internes ou désactiver entièrement le service. Vous ne devez modifier la
configuration que dans de rares cas.

Description de la tâche

• Le service d’API du processeur de service utilise le port 50000 par défaut.

Vous pouvez modifier la valeur du port si, par exemple, vous êtes dans un paramètre réseau où port
50000 Est utilisé pour la communication par une autre application réseau ou pour différencier le trafic des
autres applications et le trafic généré par le service API SP.
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• Les certificats SSL et SSH utilisés par le service API du processeur de service sont internes au cluster et
ne sont pas distribués en externe.

Dans le cas peu probable où les certificats sont compromis, vous pouvez les renouveler.

• Le service API du processeur de service est activé par défaut.

Il vous suffit de désactiver le service API du processeur de service dans de rares cas, par exemple dans
un LAN privé où le processeur de service n’est pas configuré ou utilisé et que vous souhaitez désactiver ce
service.

Si le service d’API du processeur de service est désactivé, l’API n’accepte aucune connexion entrante. En
outre, des fonctionnalités telles que les mises à jour de micrologiciel SP basées sur le réseau et la collecte
de journaux de SP « `down system' » basée sur le réseau deviennent indisponibles. Le système passe à
l’aide de l’interface série.

Étapes

1. Passez au niveau de privilège avancé à l’aide du set -privilege advanced commande.

2. Modifiez la configuration du service d’API du processeur de service :

Les fonctions que vous recherchez… Utiliser la commande suivante…

Modifiez le port utilisé par le service d’API du
processeur de service

system service-processor api-service

modify avec le -port {49152..`65535`paramètre }

Renouvelez les certificats SSL et SSH utilisés par le
service API SP pour les communications internes

• Pour ONTAP 9.5 ou une utilisation ultérieure
system service-processor api-

service renew-internal-certificate

• Pour ONTAP 9.4 et une utilisation antérieure

• system service-processor api-
service renew-certificates

Si aucun paramètre n’est spécifié, seuls les
certificats d’hôte (y compris les certificats client
et serveur) sont renouvelés.

Si le -renew-all true Le paramètre est
spécifié, les certificats d’hôte et le certificat
d’autorité de certification racine sont
renouvelés.

comm

Désactivez ou réactivez le service API du
processeur de service

system service-processor api-service

modify avec le -is-enabled {true

3. Affichez la configuration du service API du processeur de service à l’aide de system service-
processor api-service show commande.
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