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Configurer les LIFs intercluster

Configurer les LIFs ONTAP intercluster sur les ports data

partagés

Vous pouvez configurer les LIFs intercluster sur des ports partagés avec le réseau de
données. Cela réduit le nombre de ports nécessaires pour la mise en réseau intercluster.

Etapes

1. Lister les ports dans le cluster :

network port show

Pour en savoir plus, network port show consultez le "Réféerence de commande ONTAP".

L'exemple suivant montre les ports réseau dans cluster01:

cluster0l::> network port show

(Mbps)
Node Port

cluster01-01
ela
eOb
elc
eld

cluster01-02
ela
eOb
elc
e0d

Cluster
Cluster
Default
Default

Cluster
Cluster
Default
Default

Speed
Broadcast Domain Link MTU Admin/Oper
Cluster up 1500 auto/1000
Cluster up 1500 auto/1000
Default up 1500 auto/1000
Default up 1500 auto/1000
Cluster up 1500 auto/1000
Cluster up 1500 auto/1000
Default up 1500 auto/1000
Default up 1500 auto/1000

2. Créer des LIF intercluster sur un SVM admin (IPspace par défaut) ou un SVM systeme (IPspace

personnalisé) :

Option

Dans ONTAP 9.6 et plus tard:

Description

network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
—-node node -home-port port -address
port IP -netmask netmask


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

Option Description

Dans ONTAP 9.5 et versions antérieures: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask

Pour en savoir plus, network interface create consultez le "Référence de commande ONTAP".

L'exemple suivant illustre la création de LIFs intercluster cluster0l ic101 et cluster0l icl02:

cluster0l::> network interface create -vserver cluster0l -1if
cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port eOc
—address 192.168.1.201

-netmask 255.255.255.0

cluster0l::> network interface create -vserver cluster0l -1if
cluster0l icl02 -service-

policy default-intercluster -home-node cluster(01-02 -home-port eOc
—address 192.168.1.202

-netmask 255.255.255.0

3. Vérifier que les LIFs intercluster ont été créés :

Option Description

Dans ONTAP 9.6 et plus tard: network interface show -service-policy
default-intercluster

Dans ONTAP 9.5 et versions antérieures: network interface show -role
intercluster

Pour en savoir plus, network interface show consultez le "Référence de commande ONTAP".


https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
clusterO1
cluster0l icl01
up/up 192.168.1.201/24 cluster01-01 eOc
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOc
true

4. Veérifier que les LIFs intercluster sont redondants :

Option
Dans ONTAP 9.6 et plus tard:

Dans ONTAP 9.5 et versions antérieures:

Description

network interface show —-service-policy
default-intercluster -failover

network interface show -role
intercluster -failover

Pour en savoir plus, network interface show consultez le "Référence de commande ONTAP".

L'exemple suivant indique que les LIFs intercluster cluster01 icl101 et cluster0l icl02 surle eOc

le port basculera vers le e0d port.

cluster0l::> network interface show -service-policy default-intercluster

—-failover
Logical

Vserver Interface

cluster0l
cluster0l icl01
192.168.1.201/24

cluster0l icl02
192.168.1.201/24

Home Failover Failover

Node:Port Policy Group

cluster01-01:e0c local-only

cluster01-01:e0c,
cluster01-01:e0d
local-only

Failover Targets:

cluster01-02:e0c

cluster01-02:e0c,
cluster01-02:e0d

Failover Targets:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

Configurer les LIFs ONTAP intercluster sur des ports dédiés

Vous pouvez configurer les LIFs intercluster sur des ports dédiés. Cela augmente
généralement la bande passante disponible pour le trafic de réplication.

Etapes
1. Lister les ports dans le cluster :

network port show
Pour en savoir plus, network port show consultez le "Réféerence de commande ONTAP".

L'exemple suivant montre les ports réseau dans cluster01:

cluster0l::> network port show

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
cluster01-01
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default Default up 1500 auto/1000
e0f Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default Default up 1500 auto/1000
e0f Default Default up 1500 auto/1000

2. Déterminer les ports disponibles pour dédier aux communications intercluster :
network interface show -fields home-port,curr-port
Pour en savoir plus, network interface show consultez le "Référence de commande ONTAP".

L’exemple suivant indique ces ports eOe et e0f Ne se sont pas affectés de LIFs :


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

cluster0l::> network interface show -fields home-port,curr-port

vserver 1if home-port curr-port
Cluster cluster01-01 clusl ela ela
Cluster cluster01-01 clus2 e0b e0b
Cluster cluster01-02 clusl ela ela
Cluster cluster01-02 clus2 eOb eOb
cluster0O1l

cluster mgmt elc elc
cluster(O1l

cluster01-01 mgmtl elc elc
cluster(O1l

cluster01-02 mgmtl elc elc

3. Créer un failover group pour les ports dédiés :

network interface failover-groups create -vserver system SVM -failover-group
failover group -targets physical or logical ports

L’exemple suivant attribue des ports e0e et e0f vers le groupe de basculement intercluster01 Surle

SVM systéme cluster01:

cluster0l::> network interface failover-groups create -vserver cluster(Ol
-failover-group

intercluster0l -targets
cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

4. Veérifier que le groupe de basculement a été créé :
network interface failover-groups show

Pour en savoir plus, network interface failover-groups show consultez le "Référence de
commande ONTAP".


https://docs.netapp.com/us-en/ontap-cli/network-interface-failover-groups-show.html
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cluster0l::> network interface failover-groups show
Failover

Vserver Group Targets

Cluster
Cluster
cluster01-01:e0a, cluster01-01:e0b,
cluster01-02:e0a, cluster01-02:e0b
cluster(O1l
Default
cluster01-01:e0c, cluster01-01:e0d,
cluster01-02:e0c, cluster01-02:e0d,
cluster01-01:e0e, cluster01-01:e0f
cluster01-02:e0e, cluster01-02:e0f
intercluster01

cluster01-01:e0e, cluster01-01:e0f
cluster01-02:e0e, cluster01-02:e0f

5. Créer les LIF intercluster sur le SVM systéme et les assigner au failover group.

Option Description

Dans ONTAP 9.6 et plus tard: network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
-node node -home- port port -address
port IP -netmask netmask -failover
-group failover group

Dans ONTAP 9.5 et versions antérieures: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask -failover-group failover group

Pour en savoir plus, network interface create consultez le "Réeférence de commande ONTAP".

L'exemple suivant illustre la création de LIFs intercluster cluster01 icl01 et cluster0l icl02 dans
le groupe de basculement intercluster01:


https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html

cluster0l::> network interface create -vserver cluster0l -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port eOe

—address 192.168.1.201

-netmask 255.255.255.0 -failover—-group intercluster0l

cluster0l::> network interface create -vserver cluster(0l -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port ele

—address 192.168.1.202

-netmask 255.255.255.0 -failover-group intercluster0l

6. Vérifier que les LIFs intercluster ont été créés :

Option
Dans ONTAP 9.6 et plus tard:

Dans ONTAP 9.5 et versions antérieures:

Description

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Pour en savoir plus, network interface show consultez le "Réféerence de commande ONTAP".

cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
clusterO1
cluster0l icl01
up/up 192.168.1.201/24 cluster01-01 eOQe
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOf
true

7. Vérifier que les LIFs intercluster sont redondants :


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

Option Description

Dans ONTAP 9.6 et plus tard: network interface show -service-policy
default-intercluster -failover

Dans ONTAP 9.5 et versions antérieures: network interface show -role
intercluster -failover

Pour en savoir plus, network interface show consultez le "Référence de commande ONTAP".

L'exemple suivant indique que les LIFs intercluster cluster01 icl01 et cluster0l icl02 Surle
SVMeOe le port basculera vers le e0 £ port.

cluster(0l::> network interface show -service-policy default-intercluster

—failover

Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
cluster0l

cluster0l icl0l cluster01-01:e0e local-only
intercluster01

Failover Targets: cluster01-01:e0e,
cluster01-01:e0f
cluster0l icl02 cluster01-02:e0e local-only
intercluster01l
Failover Targets: cluster01-02:e0e,
cluster01-02:e0f

Configurer les LIFs ONTAP intercluster dans des IPspaces
personnalisés

Vous pouvez configurer les LIF intercluster dans des IPspaces personnalisés. Il est ainsi
possible d’isoler le trafic de réplication dans des environnements mutualisés.

Lorsque vous créez un IPspace personnalisé, le systéme crée une machine virtuelle de stockage systeme
(SVM) afin de servir de conteneur pour les objets systéme dans cet IPspace. Vous pouvez utiliser le nouveau

SVM en tant que conteneur pour toutes les LIF intercluster dans le nouvel IPspace. Le nouveau SVM porte le
méme nom que I'lPspace personnalisé.

Etapes
1. Lister les ports dans le cluster :

network port show

Pour en savoir plus, network port show consultez le "Réféerence de commande ONTAP".


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
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L’exemple suivant montre les ports réseau dans cluster01:

cluster0l::> network port show

(Mbps)
Node Port

cluster01-01
ela
elb
elc
e0d
ele
e0f

cluster01-02
ela
eOb
elc
e0d
ele
e0f

IPspace

Cluster
Cluster
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default

Broadcast Domain Link

Cluster
Cluster
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default

2. Créez des IPspaces personnalisés sur le cluster :

network ipspace create -ipspace ipspace

L’exemple suivant crée I'lPspace personnalisé ipspace-IC1:

up
up
up
up
up
up

up
up
up
up
up
up

1500
1500
1500
1500
1500
1500

1500
1500
1500
1500
1500
1500

cluster0l::> network ipspace create -ipspace ipspace-IC1l

Speed

Admin/Oper

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

Pour en savoir plus, network ipspace create consultez le "Réference de commande ONTAP".

3. Déterminer les ports disponibles pour dédier aux communications intercluster :

network interface show -fields home-port, curr-port

Pour en savoir plus, network interface show consultez le "Référence de commande ONTAP".

L’exemple suivant indique ces ports e0Oe et e0f Ne se sont pas affectés de LIFs :


https://docs.netapp.com/us-en/ontap-cli/network-ipspace-create.html
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cluster0l::> network interface show -fields home-port,curr-port

vserver 1if home-port curr-port
Cluster cluster0l clusl ela ela
Cluster cluster0l clus?2 e0b e0b
Cluster cluster02 clusl ela ela
Cluster cluster02 clus?2 e0b e0b
clusterO1

cluster mgmt elc elc
cluster(O1l

cluster01-01 mgmtl elc elc
cluster(O1l

cluster01-02 mgmtl elc elc

4. Supprimer les ports disponibles du broadcast domain par défaut :

network port broadcast-domain remove-ports -broadcast-domain Default -ports
ports

Un port ne peut pas se trouver dans plusieurs domaines de diffusion a la fois. Pour en savoir plus,
network port broadcast-domain remove-ports consultez le "Référence de commande ONTAP".

L'exemple suivant supprime les ports eOe et e0f depuis le broadcast domain par défaut :
cluster0l::> network port broadcast-domain remove-ports -broadcast

-domain Default -ports
cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

5. Vérifiez que les ports ont été supprimés du broadcast domain par défaut :

10

network port show
Pour en savoir plus, network port show consultez le "Réference de commande ONTAP".

L'exemple suivant indique ces ports e0e et e0f ont été supprimés du broadcast domain par défaut :


https://docs.netapp.com/us-en/ontap-cli/network-port-broadcast-domain-remove-ports.html
https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

cluster0l::> network port show

Node

cluster01-01

cluster01-02

6. Créer un domaine de diffusion dans I'lPspace personnalisé :

network port broadcast-domain create -ipspace ipspace -broadcast-domain
broadcast domain -mtu MTU -ports ports

L’exemple suivant crée le domaine de diffusion ipspace-IC1-bd Dans 'lPspace ipspace-IC1:

cluster(0l::> network port broadcast-domain create -ipspace ipspace-IC1l

Port

ela
eOb
elc
e0d
ele
e0f
elg

ela
eOb
elc
e0d
ele
e0f
elg

IPspace

Cluster
Cluster
Default
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default
Default

-broadcast-domain

ipspace-ICl-bd -mtu 1500 -ports cluster01-0l:e0e,cluster01-01:e0f,

Cluster
Cluster
Default
Default

Default

Cluster
Cluster
Default
Default

Default

cluster01-02:e0e,cluster01-02:e0f

7. Vérifiez que le domaine de diffusion a été créé :

network port broadcast-domain show

Broadcast Domain Link

up
up
up
up
up
up
up

up
up
up
up
up
up
up

9000
9000
1500
1500
1500
1500
1500

9000
9000
1500
1500
1500
1500
1500

Speed (Mbps)
Admin/Oper

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

Pour en savoir plus, network port broadcast-domain show consultez le "Référence de commande

ONTAP".
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cluster0l::> network port broadcast-domain show

IPspace Broadcast

Name Domain Name MTU Port List

Update
Status Details

Cluster Cluster 9000
cluster01-01:e0a complete
cluster01-01:e0b complete
cluster01-02:e0a complete
cluster01-02:e0b complete
Default Default 1500
cluster01-01:e0c complete
cluster01-01:e0d complete
cluster01-01:e0f complete
cluster01-01:e0g complete
cluster01-02:e0c complete
cluster01-02:e0d complete
cluster01-02:e0f complete
cluster01-02:e0g complete
ipspace-IC1l
ipspace-ICl-bd
1500
cluster01-01:e0e complete
cluster01-01:e0f complete
cluster01-02:e0e complete
cluster01-02:e0f complete

8. Créer les LIFs intercluster sur le SVM systeéme et les assigner au broadcast domain :

Option
Dans ONTAP 9.6 et plus tard:

Dans ONTAP 9.5 et versions antérieures:

Description

network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
—-node node -home-port port -address
port IP -netmask netmask

network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask

Le LIF est créé dans le broadcast domain auquel le home port est attribué. Le broadcast domain a un
failover group par défaut avec le méme nom que le broadcast domain. Pour en savoir plus, network
interface create consultez le "Référence de commande ONTAP".
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L'exemple suivant illustre la création de LIFs intercluster cluster01 icl01 et cluster0l icl02 dans

le domaine de broadcast ipspace-ICl-bd:

cluster0l::> network interface create -vserver ipspace-ICl -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port ele

—address 192.168.1.201
-netmask 255.255.255.0

cluster0l::> network interface create -vserver ipspace-ICl -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port eOe

—-address 192.168.1.202
-netmask 255.255.255.0

9. Vérifier que les LIFs intercluster ont été créeés :

Option
Dans ONTAP 9.6 et plus tard:

Dans ONTAP 9.5 et versions antérieures:

Description

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Pour en savoir plus, network interface show consultez le "Référence de commande ONTAP".

cluster(0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

ipspace-ICl
cluster0l iclO1

up/up
true
cluster0l icl02
up/up
true

10. Vérifier que les LIFs intercluster sont redondants :

192.168.1.201/24

192.168.1.202/24

cluster01-01 eOe

cluster01-02 eOf
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Option
Dans ONTAP 9.6 et plus tard:

Dans ONTAP 9.5 et versions antérieures:

Description

network interface show -service-policy
default-intercluster -failover

network interface show -role
intercluster -failover

Pour en savoir plus, network interface show consultez le "Référence de commande ONTAP".

L'exemple suivant indique que les LIFs intercluster cluster0l1 icl01 et cluster0l icl102 Surle SVM

eOe le port passe au port « eOf’port :

cluster(0l::> network interface show -service-policy default-intercluster

—-failover
Logical Home

Vserver Interface

ipspace-IC1l

cluster0l icl0l cluster01-01:e0e

intercluster01l

Failover Targets:

cluster0l icl02 cluster01-02:e0e

intercluster0l

Failover Targets:

Node:Port

Failover Failover
Policy Group
local-only

cluster01-01:e0e,
cluster01-01:e0f
local-only

cluster01-02:e0e,
cluster01-02:e0f
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