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Configurer node-scoped NDMP

Activer NDMP à l’échelle du nœud sur le cluster ONTAP

Vous pouvez sauvegarder des volumes hébergés sur un seul nœud en activant NDMP
node-scoped, en activant le service NDMP et en configurant une LIF pour la connexion
data et contrôle. Cela peut être effectué pour tous les nœuds du cluster.

Le protocole NDMP avec étendue du nœud est obsolète dans ONTAP 9.

Description de la tâche

Si vous utilisez NDMP en mode node-scope, l’authentification doit être configurée sur la base de chaque
nœud. Pour plus d’informations, voir "L’article de la base de connaissances "Comment configurer
l’authentification NDMP en mode 'node-scope'"".

Étapes

1. Activer le mode NDMP node-scoped :

cluster1::> system services ndmp node-scope-mode on

NDMP node-scope-mode est activé.

2. Activer le service NDMP sur tous les nœuds du cluster :

L’utilisation du caractère générique “*” permet le service NDMP sur tous les nœuds en même temps.

Vous devez spécifier un mot de passe pour l’authentification de la connexion NDMP par l’application de
backup.

cluster1::> system services ndmp on -node *

Please enter password:

Confirm password:

2 entries were modified.

3. Désactivez le -clear-text Option pour la communication sécurisée du mot de passe NDMP :

Utilisation du caractère générique “*” disables the -clear-text option sur tous les nœuds
simultanément.

cluster1::> system services ndmp modify -node * -clear-text false

4. Vérifiez que le service NDMP est activé et que -clear-text l’option est désactivée :
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cluster1::> system services ndmp show

Node                  Enabled   Clear text  User Id

--------------------- --------- ----------- ---------

cluster1-1            true      false        root

cluster1-2            true      false        root

2 entries were displayed.

Configurer les LIF ONTAP pour NDMP à portée de nœud

Vous devez identifier une LIF qui sera utilisée pour établir une connexion de données et
une connexion de contrôle entre le nœud et l’application de sauvegarde. Après avoir
identifié le LIF, vous devez vérifier que les politiques de pare-feu et de basculement sont
définies pour le LIF.

Depuis ONTAP 9.10.1, les politiques de pare-feu sont obsolètes et intégralement remplacées
par les politiques de service de LIF. Pour plus d’informations, voir "Gérez le trafic pris en
charge".

2

https://docs.netapp.com/fr-fr/ontap/networking/manage_supported_traffic.html
https://docs.netapp.com/fr-fr/ontap/networking/manage_supported_traffic.html


ONTAP 9.10.1 ou version ultérieure

Étapes

1. Identifier le LIF intercluster hébergé sur les nœuds en utilisant network interface show la
commande avec le -service-policy paramètre.

network interface show -service-policy default-intercluster

2. S’assurer que le LIF intercluster inclut le backup-ndmp-control service :

network interface service-policy show

3. S’assurer que la politique de basculement est correctement définie pour les LIFs intercluster :

a. Vérifier que la policy de basculement pour les LIFs intercluster est définie sur local-only à
l’aide du network interface show -failover commande.

cluster1::> network interface show -failover

            Logical          Home              Failover

Failover

Vserver     Interface        Node:Port         Policy       Group

--------    ---------------  ----------------- ------------

--------

cluster1    IC1               cluster1-1:e0a    local-only

Default

                                                    Failover

Targets:

                                                    .......

            IC2               cluster1-2:e0b    local-only

Default

                                                    Failover

Targets:

                                                    .......

cluster1-1  cluster1-1_mgmt1 cluster1-1:e0m    local-only

Default

                                                    Failover

Targets:

                                                    .......

b. Si la stratégie de basculement n’est pas définie de manière appropriée, modifiez la stratégie de
basculement en utilisant le network interface modify commande avec -failover
-policy paramètre.

cluster1::> network interface modify -vserver cluster1 -lif IC1

-failover-policy local-only
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Pour en savoir plus sur network interface show, network interface service-policy
show et network interface modify dans le "Référence de commande ONTAP".

ONTAP 9.9 ou version antérieure

Étapes

1. Identifier le LIF intercluster hébergé sur les nœuds en utilisant le network interface show
commande avec -role paramètre.

cluster1::> network interface show -role intercluster

            Logical    Status     Network            Current

Current Is

Vserver     Interface  Admin/Oper Address/Mask       Node

Port    Home

----------- ---------- ---------- ------------------ -------------

------- ----

cluster1    IC1        up/up      192.0.2.65/24      cluster1-1

e0a     true

cluster1    IC2        up/up      192.0.2.68/24      cluster1-2

e0b     true

2. S’assurer que la politique de pare-feu est activée pour NDMP sur les LIFs intercluster :

a. Vérifiez que la politique de pare-feu est activée pour NDMP à l’aide de system services
firewall policy show commande.

La commande suivante affiche la politique de pare-feu pour le LIF intercluster :

cluster1::> system services firewall policy show -policy

intercluster

Vserver     Policy       Service    Allowed

-------     ------------ ---------- -------------------

cluster1    intercluster dns        -

                         http       -

                         https      -

                         ndmp       0.0.0.0/0, ::/0

                         ndmps      -

                         ntp        -

                         rsh        -

                         ssh        -

                         telnet     -

9 entries were displayed.

b. Si la politique de pare-feu n’est pas activée, activez la politique de pare-feu à l’aide du system
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services firewall policy modify commande avec -service paramètre.

La commande suivante active la politique de pare-feu pour le LIF intercluster :

cluster1::> system services firewall policy modify -vserver cluster1

-policy intercluster -service ndmp 0.0.0.0/0

3. S’assurer que la politique de basculement est correctement définie pour les LIFs intercluster :

a. Vérifier que la policy de basculement pour les LIFs intercluster est définie sur local-only à
l’aide du network interface show -failover commande.

cluster1::> network interface show -failover

            Logical          Home              Failover

Failover

Vserver     Interface        Node:Port         Policy       Group

--------    ---------------  ----------------- ------------

--------

cluster1    IC1               cluster1-1:e0a    local-only

Default

                                                    Failover

Targets:

                                                    .......

            IC2               cluster1-2:e0b    local-only

Default

                                                    Failover

Targets:

                                                    .......

cluster1-1  cluster1-1_mgmt1 cluster1-1:e0m    local-only

Default

                                                    Failover

Targets:

                                                    .......

b. Si la stratégie de basculement n’est pas définie de manière appropriée, modifiez la stratégie de
basculement en utilisant le network interface modify commande avec -failover
-policy paramètre.

cluster1::> network interface modify -vserver cluster1 -lif IC1

-failover-policy local-only

Pour en savoir plus sur network interface show et network interface modify dans le
"Référence de commande ONTAP".
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