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Continuité de l’activité pour Hyper-V et SQL
Server over SMB

En termes de continuité de l’activité pour Hyper-V et SQL
Server over SMB

La continuité de l’activité pour Hyper-V et SQL Server over SMB se réfère à la
combinaison de fonctionnalités permettant aux serveurs d’application et aux machines
virtuelles ou bases de données contenues de rester en ligne et d’assurer une disponibilité
continue au cours de nombreuses tâches administratives. Cela inclut les temps
d’indisponibilité planifiés et non planifiés de l’infrastructure de stockage.

La continuité de l’activité pour les serveurs applicatifs via SMB est prise en charge :

• Takeover et Giveback planifiées

• Basculement non planifié

• Mise à niveau

• Transfert d’agrégats planifié (ARL)

• Migration et basculement de LIF

• Déplacement de volume planifié

Protocoles qui garantissent la continuité de l’activité sur
SMB

Outre la commercialisation de SMB 3.0, Microsoft a lancé de nouveaux protocoles qui
fournissent les fonctionnalités nécessaires à la continuité de l’activité pour Hyper-V et
SQL Server over SMB.

ONTAP utilise ces protocoles pour assurer la continuité de l’activité des serveurs applicatifs sur SMB :

• SMB 3.0

• Témoin

Concepts clés de la continuité de l’activité pour Hyper-V et
SQL Server sur SMB

Avant de configurer la solution Hyper-V ou SQL Server sur SMB, certains concepts
relatifs à la continuité de l’activité doivent être abordés.

• Partage disponible en continu

Partage SMB 3.0 avec la propriété de partage disponible en continu. Les clients qui se connectent via des
partages disponibles en permanence peuvent survivre aux événements perturbateur tels que le
basculement, le rétablissement et le transfert d’agrégats.
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• Nœud

Un contrôleur unique membre d’un cluster. Pour faire la distinction entre les deux nœuds d’une paire SFO,
un nœud est parfois appelé local node et l’autre nœud est parfois appelé Partner node ou remote node. Le
propriétaire principal du stockage est le nœud local. Le propriétaire secondaire, qui prend le contrôle du
stockage en cas de défaillance du propriétaire principal, est le nœud partenaire. Chaque nœud est le
principal propriétaire de son stockage et du secondaire pour le stockage de son partenaire.

• Transfert d’agrégats sans interruption

Capacité à déplacer un agrégat entre les nœuds partenaires au sein d’une paire SFO dans un cluster sans
interrompre les applications client.

• Basculement sans interruption

Voir Takeover.

• Migration de LIF sans interruption

La possibilité d’effectuer une migration de LIF sans interrompre les applications client qui sont connectées
au cluster via cette LIF. Pour les connexions SMB, cette opération est uniquement possible pour les clients
qui se connectent via SMB 2.0 ou version ultérieure.

• * Continuité de l’activité*

La possibilité d’effectuer les principales opérations de gestion et de mise à niveau ONTAP, et de résister
aux défaillances de nœud sans interrompre les applications client. Ce terme fait référence à la collecte de
fonctionnalités de basculement sans interruption, de mise à niveau sans interruption et de migration dans
son ensemble.

• * Mise à niveau sans interruption*

Capacité à mettre à niveau le matériel ou les logiciels des nœuds sans perturber les applications.

• Déplacement de volume sans interruption

La capacité de déplacer librement un volume au sein du cluster sans interrompre les applications qui
utilisent ce volume. Pour les connexions SMB, toutes les versions de SMB prennent en charge le
déplacement de volumes sans interruption.

• Poignées permanentes

Propriété de SMB 3.0 qui permet aux connexions disponibles en continu de se reconnecter de façon
transparente au serveur CIFS en cas de déconnexion. Tout comme les poignées durables, les poignées
permanentes sont conservées par le serveur CIFS pendant un certain temps après la perte de la
communication avec le client connecté. Toutefois, les pointeurs permanents bénéficient d’une résilience
supérieure à celle des poignées durables. En plus de donner au client la possibilité de récupérer la
poignée dans une fenêtre de 60 secondes après reconnexion, le serveur CIFS refuse l’accès à tout autre
client demandant l’accès au fichier pendant cette fenêtre de 60 secondes.

Des informations relatives aux pointeurs permanents sont mises en miroir sur le stockage persistant du
partenaire SFO, qui permet aux clients disposant de pointeurs permanents déconnectés de récupérer les
pointeurs durables après un événement où le partenaire SFO est propriétaire du stockage du nœud. En
plus d’assurer la continuité de l’activité en cas de déplacement de LIF (dont la prise en charge est
durable), des pointeurs permanents assurent la continuité de l’activité pendant le basculement, le
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rétablissement et le transfert d’agrégats.

• OFS-retour

Retour d’agrégats à leurs locaux lors d’une récupération après un événement de basculement.

• Paire SFO

Si l’un des deux nœuds cesse de fonctionner, une paire de nœuds dont les contrôleurs sont configurés
pour transmettre des données les uns aux autres. Selon le modèle du système, les deux contrôleurs
peuvent se trouver dans un seul châssis ou les contrôleurs peuvent se trouver dans un châssis distinct.
Appelé paire HA dans un cluster à deux nœuds.

• * Prise de contrôle*

Processus par lequel le partenaire prend le contrôle du stockage en cas de défaillance du propriétaire
principal de ce stockage. Dans le cadre du SFO, le basculement et le basculement sont synonymes.

La fonctionnalité SMB 3.0 prend en charge la continuité de
l’activité sur les partages SMB

SMB 3.0 apporte une fonctionnalité essentielle qui permet la continuité de l’activité pour
les partages Hyper-V et SQL Server sur SMB. Cela inclut le continuously-
available Partagez la propriété et un type de descripteur de fichier appelé persistent

handle qui permettent aux clients SMB de récupérer l’état ouvert du fichier et de rétablir
de façon transparente les connexions SMB.

Des pointeurs permanents peuvent être accordés aux clients compatibles SMB 3.0 qui se connectent à un
partage avec l’ensemble de propriétés de partage disponible en continu. Si la session SMB est déconnectée,
le serveur CIFS conserve les informations relatives à l’état de descripteur permanent. Le serveur CIFS bloque
les autres requêtes client pendant la période de 60 secondes pendant laquelle le client est autorisé à se
reconnecter, ce qui permet au client avec le descripteur permanent de récupérer le descripteur après une
déconnexion du réseau. Les clients avec pointeurs permanents peuvent se reconnecter en utilisant l’une des
LIF de données sur la machine virtuelle de stockage (SVM), en reconnectant via la même LIF ou via une autre
LIF.

Le transfert, le basculement et le rétablissement d’agrégats s’effectuent tous entre les paires SFO. Pour gérer
de manière transparente la déconnexion et la reconnexion des sessions avec des fichiers dotés de pointeurs
permanents, le nœud partenaire conserve une copie de toutes les informations de verrouillage de descripteur
permanent. Que l’événement soit planifié ou non, le partenaire SFO peut gérer les reconnexions de la poignée
persistante sans interruption. Grâce à cette nouvelle fonctionnalité, les connexions SMB 3.0 au serveur CIFS
peuvent basculer en toute transparence vers une autre LIF de données affectée à la SVM, selon les temps
d’événements perturbateurs.

Bien que l’utilisation de pointeurs permanents permette au serveur CIFS de basculer en toute transparence sur
des connexions SMB 3.0, en cas de défaillance, l’application Hyper-V bascule vers un autre nœud du cluster
Windows Server, le client n’a aucun moyen de récupérer les descripteurs de fichiers de ces pointeurs
déconnectés. Dans ce scénario, les descripteurs de fichier à l’état déconnecté peuvent potentiellement bloquer
l’accès à l’application Hyper-V s’il est redémarré sur un autre nœud. « Failover Clustering » fait partie de SMB
3.0 qui répond à ce scénario en fournissant un mécanisme permettant d’invalider des pointeurs obsolètes en
conflit. Grâce à ce mécanisme, un cluster Hyper-V peut restaurer rapidement les données en cas de panne
des nœuds de cluster Hyper-V.
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Comment le protocole Witness traite l’amélioration du
basculement transparent

Le protocole Witness propose des fonctionnalités de basculement client améliorées pour
les partages SMB 3.0 disponibles en continu (partages CA). Témoin facilite le
basculement plus rapide car il évite toute période de restauration de basculement LIF.
Cette notification avertit les serveurs d’applications lorsqu’un nœud est indisponible sans
nécessiter l’attente de la connexion SMB 3.0.

Le basculement est transparent, car les applications s’exécutant sur le client ne savent pas qu’un basculement
a eu lieu. Si Witness n’est pas disponible, le basculement s’effectue toujours avec succès, mais le
basculement sans Witness s’avère moins efficace.

Le basculement amélioré par témoin est possible lorsque les conditions suivantes sont respectées :

• Il ne peut être utilisé qu’avec des serveurs CIFS compatibles SMB 3.0 sur lesquels SMB 3.0 est activé.

• Les partages doivent utiliser SMB 3.0 avec l’ensemble de propriétés de partage de disponibilité continue.

• Le partenaire SFO du nœud sur lequel les serveurs d’applications sont connectés doit disposer d’au moins
une LIF de données opérationnelles attribuée au SVM (Storage Virtual machine) qui héberge les données
des serveurs applicatifs.

Le protocole Witness fonctionne entre les paires SFO. Étant donné que les LIF peuvent
migrer vers n’importe quel nœud du cluster, n’importe quel nœud peut avoir besoin d’être le
témoin de son partenaire SFO. Le protocole Witness ne peut pas permettre le basculement
rapide des connexions SMB sur un nœud donné si le SVM hébergeant les données des
serveurs d’applications ne dispose pas d’une LIF de données active sur le nœud partenaire.
Par conséquent, chaque nœud du cluster doit disposer d’au moins une LIF de données pour
chaque SVM hébergeant l’une de ces configurations.

• Les serveurs d’applications doivent se connecter au serveur CIFS en utilisant le nom du serveur CIFS
stocké dans DNS au lieu d’utiliser des adresses IP LIF individuelles.

Fonctionnement du protocole Witness

ONTAP implémente le protocole Witness en utilisant le partenaire SFO d’un nœud
comme témoin. En cas de défaillance, le partenaire détecte rapidement la panne et en
informe le client SMB.

Le protocole Witness fournit un basculement amélioré à l’aide du processus suivant :

1. Lorsque le serveur d’applications établit une connexion SMB disponible en continu pour Node1, le serveur
CIFS informe le serveur d’applications que Witness est disponible.

2. Le serveur d’application demande les adresses IP du serveur Witness à partir du nœud 1 et reçoit une liste
des adresses IP LIF de données Node2 (le partenaire SFO) attribuées à la machine virtuelle de stockage
(SVM).

3. Le serveur d’application choisit l’une des adresses IP, crée une connexion témoin à Node2 et s’enregistre
pour être averti si la connexion disponible en continu sur Node1 doit être déplacé.

4. Si un événement de basculement se produit sur le nœud 1, Witness simplifie les événements de
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basculement, mais n’est pas impliqué dans le rétablissement.

5. Témoin détecte l’événement de basculement et informe le serveur d’application via la connexion Witness
que la connexion SMB doit passer à Node2.

6. Le serveur d’application déplace la session SMB sur Node2 et restaure la connexion sans interruption de
l’accès client.
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