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Gestion de NFS sur RDMA

Découvrez NFS over RDMA dans ONTAP

NFS over RDMA utilise des adaptateurs réseau compatibles RDMA. Il est ainsi possible
de copier les données directement entre la mémoire du système de stockage et la
mémoire du système hôte, évitant ainsi les interruptions et la surcharge du processeur.

Les configurations NFS sur RDMA sont conçues pour les clients qui possèdent des charges de travail
sensibles à la latence ou à large bande passante, telles que l’apprentissage machine et l’analytique. ONTAP
NFS over RDMA peut être utilisé pour toutes les charges de travail basées sur NFS. De plus, NVIDIA a étendu
NFS sur RDMA pour activer le stockage direct des GPU (GDS). Le GDS accélère encore plus les charges de
travail grâce aux GPU en contournant complètement le processeur et la mémoire principale, et en utilisant
RDMA pour transférer directement les données entre le système de stockage et la mémoire GPU.

À partir de ONTAP 9.10.1, les configurations NFS sur RDMA sont prises en charge pour le protocole NFSv4.0.
Les versions suivantes de ONTAP prennent en charge d’autres versions de NFS.

De formation

• Vérifiez que vous exécutez la version correcte de ONTAP pour la version NFS que vous souhaitez utiliser.

Version NFS Prise en charge de ONTAP

NFSv4.0 ONTAP 9.10.1 et versions ultérieures

NFSv4.1 ONTAP 9.14.1 et versions ultérieures

NFSv3 ONTAP 9.15.1 et versions ultérieures

◦ Il est possible de configurer NFS sur RDMA avec System Manager, à partir de ONTAP 9.12.1. Dans
ONTAP 9.10.1 et 9.11.1, vous devez utiliser l’interface de ligne de commande pour configurer NFS sur
RDMA.

• Les deux nœuds de la paire haute disponibilité (HA) doivent être de la même version.

• Les contrôleurs du système de stockage doivent prendre en charge RDMA :

Depuis ONTAP… Les contrôleurs suivants prennent en charge
RDMA…

9.10.1 et versions ultérieures • AFF A400

• AFF A700

• AFF A800

ONTAP 9.14.1 et versions ultérieures • AFF série C.

• AFF A900

ONTAP 9.15.1 et versions ultérieures • AFF A1K

• AFF A90

• AFF A70
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Depuis ONTAP… Les contrôleurs suivants prennent en charge
RDMA…

ONTAP 9.16.1 et versions ultérieures • AFF A50

• AFF A30

• AFF A20

• Les LIF de données doivent être configurées pour prendre en charge RDMA.

• Pour plus d’informations sur la prise en charge de RNIC cible, reportez-vous au "NetApp Hardware
Universe".

• Pour plus d’informations sur les systèmes d’exploitation clients pris en charge pour NFS sur RDMA,
reportez-vous au "Matrice d’interopérabilité NetApp (IMT)" . Pour les RNIC RoCE v2 pris en charge,
reportez-vous à la documentation du fournisseur RNIC correspondant.

Les groupes d’interface ne sont pas pris en charge avec NFS sur RDMA.

Étapes suivantes

• Configurer les cartes réseau pour NFS sur RDMA

• Configuration des LIF pour NFS sur RDMA

• Paramètres NFS pour NFS sur RDMA

Informations associées

• "RDMA"

• Présentation de l’agrégation NFS

• "RFC 7530 : protocole NFS version 4"

• "RFC 8166 : transport d’accès direct à la mémoire à distance pour l’appel de procédure à distance version
1"

• "RFC 8167 : appel de procédure bidirectionnelle à distance sur les transports RPC-over-RDMA"

• "RFC 8267 : liaison de couche supérieure NFS à RPC-over-RDMA version 1"

Configurer les cartes réseau pour NFS sur RDMA

NFS sur RDMA requiert une configuration de carte réseau pour le système client et la
plateforme de stockage.

Configuration de la plateforme de stockage

Pour plus d’informations sur la prise en charge de RNIC cible, reportez-vous au "NetApp Hardware Universe".

Si vous utilisez une configuration haute disponibilité, les deux nœuds doivent utiliser le même RNIC pour
prendre en charge le basculement RDMA. La carte réseau doit être compatible RoCE.

• Depuis ONTAP 9.10.1, vous pouvez afficher la liste des protocoles de déchargement RDMA avec la
commande :
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network port show -rdma-protocols roce

Pour en savoir plus, network port show consultez le "Référence de commande ONTAP".

• A partir de ONTAP 9.16.1, il est recommandé d’utiliser le contrôle de débit prioritaire (PFC). Configurer le
PFC à l’aide de la network port modify commande :

network port modify -node <nodename> -port <portname> -flowcontrol-admin

pfc -pfc-queues-admin 3

• Avant ONTAP 9.16.1, il est recommandé d’utiliser le contrôle de flux global par défaut (GFC). Si le
paramètre de contrôle de flux a été modifié, configurez GFC à l’aide de la network port modify
commande :

network port modify -node <nodename> -port <portname> -flowcontrol-admin

full

Pour en savoir plus, network port modify consultez le "Référence de commande ONTAP".

Configuration du système client

Pour plus d’informations sur les systèmes d’exploitation clients pris en charge pour NFS sur RDMA, reportez-
vous au "Matrice d’interopérabilité NetApp (IMT)" . Pour les RNIC RoCE v2 pris en charge, reportez-vous à la
documentation du fournisseur RNIC correspondant.

Bien que le client et le serveur puissent être directement connectés, l’utilisation de commutateurs est
recommandée pour améliorer les performances de basculement.

Le client, le serveur, tous les commutateurs et tous les ports des commutateurs doivent être configurés à l’aide
de trames Jumbo. La configuration de contrôle de flux sur les clients et les commutateurs doit correspondre à
la configuration de contrôle de flux de ONTAP. À partir de ONTAP 9.16.1, il est recommandé d’activer et de
configurer le contrôle de flux par priorité sur ONTAP, les commutateurs et les clients. Avant ONTAP 9.16.1, il
est recommandé d’utiliser le contrôle de flux global.

Une fois cette configuration confirmée, vous pouvez monter l’exportation NFS à l’aide de RDMA.
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System Manager

Vous devez utiliser ONTAP 9.12.1 ou version ultérieure pour configurer les interfaces réseau avec NFS
sur RDMA à l’aide de System Manager.

Étapes

1. Vérifier si le protocole RDMA est pris en charge. Accédez à réseau > ports Ethernet et sélectionnez
le nœud approprié dans la vue de groupe. Lorsque vous développez le nœud, examinez le champ
protocoles RDMA pour un port donné : la valeur RoCE indique que RDMA est pris en charge ; un
tiret (-) indique qu’il n’est pas pris en charge.

2. Pour ajouter un VLAN, sélectionnez + VLAN. Sélectionnez le nœud approprié. Dans le menu
déroulant Port, les ports disponibles affichent le texte RoCE Enabled s’ils prennent en charge
RDMA. Aucun texte ne s’affiche s’ils ne prennent pas en charge RDMA.

3. Suivez le flux de travail dans Activez le stockage NAS pour les serveurs Linux à l’aide de NFS Pour
configurer un nouveau serveur NFS.

Lorsque vous ajoutez des interfaces réseau, vous avez la possibilité de sélectionner utiliser les
ports RoCE. Sélectionnez cette option pour les interfaces réseau que vous souhaitez utiliser NFS sur
RDMA.

CLI

1. Vérifier si l’accès RDMA est activé sur le serveur NFS avec la commande :

vserver nfs show-vserver <SVM_name>

Par défaut, -rdma doit être activé. Si ce n’est pas le cas, activer l’accès RDMA sur le serveur NFS :

vserver nfs modify -vserver <SVM_name> -rdma enabled

2. Monter le client via NFSv4.0 sur RDMA :

a. L’entrée du paramètre proto dépend de la version du protocole IP du serveur. S’il s’agit d’IPv4,
utilisez proto=rdma. S’il s’agit du protocole IPv6, utilisez-le proto=rdma6.

b. Spécifiez le port cible NFS en tant que port=20049 au lieu du port standard 2049 :

mount -o vers=4,minorversion=0,proto=rdma,port=20049

<Server_IP_address>:/<volume_path> <mount_point>

3. FACULTATIF : si vous devez démonter le client, exécutez la commande unmount <mount_path>

Plus d’informations

• Créer des serveurs ONTAP NFS

• Activez le stockage NAS pour les serveurs Linux à l’aide de NFS

Configuration des LIF pour NFS sur RDMA

Pour utiliser NFS sur RDMA, vous devez configurer vos LIF (interface réseau) pour
qu’elles soient compatibles. La LIF et sa paire de basculement doivent pouvoir prendre
en charge RDMA.
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Créer une nouvelle LIF

System Manager

Vous devez exécuter ONTAP 9.12.1 ou une version ultérieure pour créer une interface réseau pour NFS
sur RDMA avec System Manager.

Étapes

1. Sélectionnez réseau > Présentation > interfaces réseau.

2. Sélectionnez .

3. Lorsque vous sélectionnez NFS,SMB/CIFS,S3, vous pouvez utiliser les ports RoCE. Cochez la
case utiliser les ports RoCE*.

4. Sélectionnez le VM de stockage et le nœud de rattachement. Attribuez un Nom, une adresse IP et
un masque de sous-réseau.

5. Une fois que vous avez saisi l’adresse IP et le masque de sous-réseau, System Manager filtre la liste
des domaines de diffusion à ceux qui disposent de ports compatibles RoCE. Sélectionnez un
domaine de diffusion. Vous pouvez éventuellement ajouter une passerelle.

6. Sélectionnez Enregistrer.

CLI

Étapes

1. Créer une LIF :

network interface create -vserver SVM_name -lif lif_name -service-policy

service_policy_name -home-node node_name -home-port port_name {-address

IP_address -netmask netmask_value | -subnet-name subnet_name} -firewall

-policy policy_name -auto-revert {true|false} -rdma-protocols roce

◦ La politique de service doit être des fichiers de données par défaut ou une règle personnalisée
qui inclut le service d’interface réseau Data-nfs.

◦ Le -rdma-protocols paramètre accepte une liste, qui est par défaut vide. Quand roce Est une
valeur ajoutée, le LIF ne peut être configuré que sur des ports prenant en charge RoCE Offload,
affectant la migration et le basculement des LIF bot.

Modifier une LIF
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System Manager

Vous devez exécuter ONTAP 9.12.1 ou une version ultérieure pour créer une interface réseau pour NFS
sur RDMA avec System Manager.

Étapes

1. Sélectionnez réseau > Présentation > interfaces réseau.

2. Sélectionnez  > Modifier en regard de l’interface réseau que vous souhaitez modifier.

3. Cochez utiliser les ports RoCE pour activer NFS sur RDMA ou décochez la case pour la désactiver.
Si l’interface réseau se trouve sur un port compatible RoCE, la case à cocher située en regard de
Use RoCE ports s’affiche.

4. Modifiez les autres paramètres si nécessaire.

5. Sélectionnez Enregistrer pour confirmer vos modifications.

CLI

1. Vous pouvez vérifier le statut de vos LIFs à l’aide de network interface show commande. La
politique de service doit inclure le service de l’interface réseau Data-nfs. Le -rdma-protocols la
liste doit inclure roce. Si l’une de ces conditions est fausse, modifiez la LIF.

Pour en savoir plus, network interface show consultez le "Référence de commande ONTAP".

2. Pour modifier le LIF, lancer :

network interface modify vserver SVM_name -lif lif_name -service-policy

service_policy_name -home-node node_name -home-port port_name {-address

IP_address -netmask netmask_value | -subnet-name subnet_name} -firewall

-policy policy_name -auto-revert {true|false} -rdma-protocols roce

Pour en savoir plus, network interface modify consultez le "Référence de commande
ONTAP".

La modification d’une LIF afin de nécessiter un protocole de déchargement particulier
lorsque la LIF n’est pas actuellement attribuée à un port qui prend en charge ce protocole
entraînera une erreur.

Migrer un LIF

ONTAP vous permet également de migrer les interfaces réseau (LIF) pour utiliser NFS sur RDMA. Lors de
cette migration, vous devez vous assurer que le port de destination est compatible RoCE. Depuis ONTAP
9.12.1, vous pouvez effectuer cette procédure dans System Manager. Lors de la sélection d’un port de
destination pour l’interface réseau, System Manager désignera si les ports sont compatibles RoCE.

Vous pouvez migrer un LIF vers une configuration NFS sur RDMA uniquement si :

• Il s’agit d’une interface réseau NFS RDMA (LIF) hébergée sur un port compatible RoCE.

• Il s’agit d’une interface réseau TCP NFS (LIF) hébergée sur un port compatible RoCE.

• Il s’agit d’une interface réseau TCP NFS (LIF) hébergée sur un port non compatible RoCE.

Pour plus d’informations sur la migration d’une interface réseau, reportez-vous à la section Migrer un LIF.
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Informations associées

• Créer une LIF

• Créer une LIF

• Modifier une LIF

• Migrer un LIF

Modifier la configuration NFS

Dans la plupart des cas, il n’est pas nécessaire de modifier la configuration du serveur
virtuel de stockage NFS pour NFS sur RDMA.

Si vous êtes toutefois chargé de résoudre les problèmes liés aux puces Mellanox et à la migration de LIF, il est
recommandé d’augmenter la période de grâce au verrouillage NFSv4. Par défaut, le délai de grâce est défini
sur 45 secondes. Depuis ONTAP 9.10.1, la valeur maximale du délai de grâce est de 180 (secondes).

Étapes

1. Définissez le niveau de privilège sur avancé :

set -privilege advanced

2. Saisissez la commande suivante :

vserver nfs modify -vserver SVM_name -v4-grace-seconds number_of_seconds

Pour plus d’informations sur cette tâche, reportez-vous à Spécifier la période de grâce de verrouillage NFSv4
pour les SVM ONTAPla section .
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