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Les IPspaces

En savoir plus sur la configuration ONTAP IPspace

Les IPspaces permettent de configurer un cluster ONTAP unique afin d’y accéder aux
clients à partir de plusieurs domaines réseau distincts d’un point de vue administratif,
même si ces clients utilisent la même plage de sous-réseau d’adresses IP. Cela permet
de séparer le trafic client pour des raisons de confidentialité et de sécurité.

Un IPspace définit un espace d’adresse IP distinct dans lequel les SVM (Storage Virtual machines) résident.
Les ports et les adresses IP définis pour un IPspace ne sont applicables qu’au sein de cet IPspace. Une table
de routage distincte est conservée pour chaque SVM au sein d’un IPspace. Par conséquent, aucun routage de
trafic cross-SVM ou cross-IPspace n’a lieu.

Les IPspaces prennent en charge les adresses IPv4 et IPv6 sur leurs domaines de routage.

Si vous gérez le stockage pour une seule organisation, vous n’avez pas besoin de configurer les IPspaces. Si
vous gérez le stockage de plusieurs entreprises sur un même cluster ONTAP, et qu’aucun de vos clients n’a de
configurations réseau contradictoires, vous n’avez également besoin d’utiliser les IPspaces. Dans de
nombreux cas, l’utilisation de machines virtuelles de stockage (SVM), avec leurs propres tables de routage IP
distinctes, peut être utilisée pour isoler les configurations réseau uniques au lieu d’utiliser les IPspaces.

Exemple d’utilisation des IPspaces

Une application commune pour l’utilisation des IPspaces est le besoin d’un fournisseur de services de
stockage (SSP) pour connecter les clients des entreprises A et B à un cluster ONTAP sur site du SSP. Dans
les deux cas, les deux entreprises utilisent les mêmes plages d’adresse IP privées.

Le SSP crée des SVM sur le cluster pour chaque client et fournit un chemin réseau dédié entre deux SVM et le
réseau de l’entreprise A, et entre les deux autres SVM et le réseau de l’entreprise B.

Ce type de déploiement est présenté dans l’illustration suivante et fonctionne si les deux sociétés utilisent des
plages d’adresses IP non privées. Cependant, l’illustration montre que les deux sociétés utilisent les mêmes
plages d’adresses IP privées, ce qui cause des problèmes.
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Les deux entreprises utilisent le sous-réseau de l’adresse IP privée 10.0.0.0, ce qui entraîne les problèmes
suivants :

• Les SVM du cluster sur le site SSP ont des adresses IP contradictoires si les deux entreprises décident
d’utiliser la même adresse IP pour leurs SVM respectifs.

• Même si les deux entreprises conviennent d’utiliser différentes adresses IP pour leurs SVM, des problèmes
peuvent survenir.

• Par exemple, si un client du réseau A possède la même adresse IP qu’un client du réseau B, les paquets
destinés à un client de l’espace d’adresse A peuvent être routés vers un client dans l’espace d’adresse B,
et vice versa.

• Si les deux sociétés décident d’utiliser des espaces d’adresse mutuellement exclusifs (par exemple, A
utilise 10.0.0.0 avec un masque de réseau 255.128.0.0 et B utilise 10.128.0.0 avec un masque de réseau
255.128.0.0), Le SSP doit configurer des routes statiques sur le cluster pour acheminer le trafic de manière
appropriée vers les réseaux A et B.
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• Cette solution n’est ni évolutive (en raison des routes statiques), ni sécurisée (le trafic de diffusion est
envoyé à toutes les interfaces du cluster).pour résoudre ces problèmes, le SSP définit deux IPspaces sur
le cluster : un pour chaque entreprise. Étant donné qu’aucun trafic cross-IPspace n’est routé, les données
de chaque entreprise sont acheminées de manière sécurisée vers son réseau respectif même si tous les
SVM sont configurés dans l’espace d’adresse 10.0.0.0, comme illustré ci-dessous :

De plus, les adresses IP mentionnées par les différents fichiers de configuration, tels que /etc/ hosts
fichier, le /etc/hosts.equiv fichier, et the /etc/rc Fichier, sont relatifs à cet IPspace. Les IPspaces
permettent au SSP de configurer la même adresse IP pour plusieurs SVM, sans conflit.

Propriétés standard des IPspaces

Les IPspaces spéciaux sont créés par défaut lors de la première création du cluster. De plus, des machines
virtuelles de stockage spéciales sont créées pour chaque IPspace.
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Deux IPspaces sont créés automatiquement lors de l’initialisation du cluster :

• IPspace par défaut

Cet IPspace est un conteneur pour les ports, les sous-réseaux et les SVM qui servent de données. Si votre
configuration n’a pas besoin d’IPspaces distinctes pour les clients, tous les SVM peuvent être créés dans
cet IPspace. Cet IPspace contient également les ports de gestion du cluster et des nœuds.

• IPspace « cluster »

Cet IPspace contient tous les ports de cluster de tous les nœuds du cluster. Il est créé automatiquement
lors de la création du cluster. Il assure la connectivité au réseau interne privé du cluster. À mesure que les
nœuds supplémentaires rejoint le cluster, les ports de cluster à partir de ces nœuds sont ajoutés à
l’IPspace « Cluster ».

Un SVM « système » existe pour chaque IPspace. Lorsque vous créez un IPspace, un SVM système par
défaut du même nom est créé :

• Le SVM système pour le « Cluster » IPspace transmet le trafic du cluster entre les nœuds d’un cluster sur
le réseau interne de cluster privé.

Il est géré par l’administrateur du cluster, et il porte le nom « Cluster ».

• Le SVM système pour l’IPspace « par défaut » transmet le trafic de gestion du cluster et des nœuds, y
compris le trafic intercluster entre les clusters.

Il est géré par l’administrateur du cluster, et il utilise le même nom que le cluster.

• Le SVM système pour un IPspace personnalisé que vous créez implique le trafic de gestion pour ce SVM.

Il est géré par l’administrateur du cluster, et il utilise le même nom que l’IPspace.

Un ou plusieurs SVM pour les clients peuvent exister dans un IPspace. Chaque SVM client dispose de ses
propres volumes et configurations de données, et il est administré indépendamment des autres SVM.

Créez des IPspaces pour le réseau ONTAP

Les IPspaces sont des espaces d’adresse IP distincts dans lesquels les serveurs de
stockage virtuels (SVM) résident. Vous pouvez créer des IPspaces lorsque vos SVM ont
besoin de leur propre stockage, administration et routage sécurisés. Les IPspaces
permettent de créer un espace d’adresse IP distinct pour chaque SVM dans un cluster.
Ainsi, les clients se trouvant dans des domaines réseau distincts d’un point de vue
administratif peuvent accéder aux données du cluster tout en utilisant des adresses IP
redondantes à partir de la même plage de sous-réseaux.

Description de la tâche

Il existe une limite de 512 IPspaces au niveau du cluster. La limite à l’échelle du cluster est réduite à 256
IPspaces pour les clusters contenant des nœuds de 6 Go de RAM. Reportez-vous au Hardware Universe pour
déterminer si des limites supplémentaires s’appliquent à votre plateforme.

"NetApp Hardware Universe"
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Un nom IPspace ne peut pas être « tous », car « tous » est un nom réservé au système.

Avant de commencer

Vous devez être un administrateur de cluster pour effectuer cette tâche.

Étape

1. Création d’un IPspace :

network ipspace create -ipspace ipspace_name

ipspace_name Est le nom de l’IPspace que vous souhaitez créer. La commande suivante crée l’IPspace
ipspace1 sur un cluster :

network ipspace create -ipspace ipspace1

Pour en savoir plus, network ipspace create consultez le "Référence de commande ONTAP".

2. Afficher les IPspaces :

network ipspace show

IPspace             Vserver List          Broadcast Domains

------------------- --------------------- ----------------------------

Cluster             Cluster               Cluster

Default             Cluster1              Default

ipspace1            ipspace1              -

L’IPspace est créé, ainsi que le système SVM pour l’IPspace. Le SVM système transmet le trafic de
gestion.

Une fois que vous avez terminé

Si vous créez un IPspace dans un cluster avec une configuration MetroCluster, les objets IPspace doivent être
répliqués manuellement sur les clusters partenaires. Tout SVM créé et affecté à un IPspace avant la réplication
de l’IPspace ne sera pas répliqué sur les clusters partenaires.

Les domaines de diffusion sont créés automatiquement dans l’IPspace par défaut et peuvent être déplacés
entre les IPspaces à l’aide de la commande suivante :

network port broadcast-domain move

Par exemple, si vous souhaitez déplacer un domaine de diffusion de « default » à « ips1 », à l’aide de la
commande suivante :
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network port broadcast-domain move -ipspace Default -broadcast-domain

Default -to-ipspace ips1

Afficher les IPspaces sur le réseau ONTAP

Vous pouvez afficher la liste des IPspaces qui existent dans un cluster et afficher les
serveurs de stockage virtuels (SVM), les domaines de diffusion et les ports affectés à
chaque IPspace.

Étape

Affichage des IPspaces et des SVM dans un cluster :

network ipspace show [-ipspace ipspace_name]

La commande suivante affiche tous les IPspaces, le SVM et les domaines de diffusion dans le cluster :

network ipspace show

IPspace        Vserver List             Broadcast Domains

-------------  -----------------------  -------------------

Cluster

               Cluster                  Cluster

Default

               vs1, cluster-1            Default

ipspace1

               vs3, vs4, ipspace1       bcast1

La commande suivante affiche les nœuds et les ports faisant partie de l’IPspace ipspace1 :

network ipspace show -ipspace ipspace1

IPspace name: ipspace1

Ports: cluster-1-01:e0c, cluster-1-01:e0d, cluster-1-01:e0e, cluster-1-

02:e0c, cluster-1-02:e0d, cluster-1-02:e0e

Broadcast Domains: Default-1

Vservers: vs3, vs4, ipspace1

Pour en savoir plus, network ipspace show consultez le "Référence de commande ONTAP".

Supprimez les IPspaces du réseau ONTAP

Si vous n’avez plus besoin d’un IPspace, vous pouvez le supprimer.

Avant de commencer
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Il ne doit y avoir aucun domaine de diffusion, aucune interface réseau ou SVM associé à l’IPspace que vous
souhaitez supprimer.

Les IPspaces « Default » (Cluster-defined) et « Cluster » (Cluster-defined IPspaces) ne peuvent pas être
supprimés.

Étape

Suppression d’un IPspace :

network ipspace delete -ipspace ipspace_name

La commande suivante supprime IPspace ipspace1 du cluster :

network ipspace delete -ipspace ipspace1

Pour en savoir plus, network ipspace delete consultez le "Référence de commande ONTAP".
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