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Toute version de ONTAP 9

Arrétez certaines sessions SMB avant de rétablir ONTAP

Avant de restaurer un cluster ONTAP a partir d’'une version de ONTAP 9, vous devez
identifier et terminer sans probléme toutes les sessions SMB qui ne sont pas disponibles
en continu.

Les partages SMB disponibles en permanence, auxquels les clients Hyper-V ou Microsoft SQL Server
accédent via le protocole SMB 3.0, n'ont pas a étre résiliés avant de procéder a une mise a niveau ou a une
rétrogradation.

Etapes
1. ldentifiez toutes les sessions SMB établies qui ne sont pas disponibles en continu :

vserver cifs session show -continuously-available No -instance

Cette commande affiche des informations détaillées sur les sessions SMB qui ne sont pas disponibles en
continu. Vous devez les mettre fin avant de procéder a la mise a niveau vers une version antérieure de
ONTAP.

clusterl::> vserver cifs session show -continuously-available No
-instance

Node: nodel
Vserver: vsl
Session ID: 1
Connection ID: 4160072788
Incoming Data LIF IP Address: 198.51.100.5
Workstation IP address: 203.0.113.20
Authentication Mechanism: NTLMv2
Windows User: CIFSLAB\userl
UNIX User: nobody
Open Shares: 1
Open Files: 2
Open Other: 0
Connected Time: 8m 39s
Idle Time: 7m 45s
Protocol Version: SMB2 1
Continuously Available: No
1 entry was displayed.

2. Si nécessaire, identifier les fichiers ouverts pour chaque session SMB identifiée :



vserver cifs session file show -session-id session ID

clusterl::> vserver cifs session file show -session-id 1

Node: nodel

Vserver: vsl

Connection: 4160072788

Session: 1

File File Open Hosting

Continuously

ID Type Mode Volume Share Available
1 Regular rw voll0 homedirshare No

Path: \TestDocument.docx

2 Regular rw voll0 homedirshare No

Path: \filel.txt
2 entries were displayed.

Conditions de restauration de ONTAP pour les relations
SnapMirror et SnapVault

La system node revert-to commande vous informe de toute relation SnapMirror et
SnapVault qui doit étre supprimée ou reconfigurée pour que le processus de restauration
soit terminé. Cependant, vous devez connaitre ces exigences avant de commencer la
nouvelle version.

 Toutes les relations de SnapVault et de miroir de protection des données doivent étre suspendues, puis
casseées.

Une fois la restauration terminée, vous pouvez resynchroniser et reprendre ces relations si un snapshot
commun existe.

* Les relations SnapVault ne doivent pas contenir les types de regles SnapMirror suivants :

° mise en miroir asynchrone
Vous devez supprimer toute relation utilisant ce type de stratégie.
o MirrorAndVault
Si 'une de ces relations existe, vous devez modifier la regle SnapMirror en miroir-vault.

 Tous les clones de charge et volumes de destination doivent étre supprimés.

* Les relations SnapMirror avec des volumes de destination FlexClone doivent étre supprimées.



* La compression réseau doit étre désactivée pour chaque régle SnapMirror.

» La régle All_source_snapshot doit étre supprimée de toute regle SnapMirror de type async-mirror.

@ Les opérations SFSR (Single File Snapshot Restore) et PFSR (Partial File Snapshot
Restore) sont obsolétes au niveau du volume racine.

 Toutes les opérations de restauration de fichiers et de snapshots uniques en cours d’exécution doivent étre
terminées avant que la restauration ne puisse continuer.

Vous pouvez soit attendre la fin de 'opération de restauration, soit 'abandonner.

» Toute opération de restauration incompléte de fichier unique et d’instantané doit étre supprimée a l'aide de
la snapmirror restore commande.

Pour en savoir plus, snapmirror restore consultez le "Référence de commande ONTAP".

Vérifiez I’espace libre des volumes dédupliqués avant de
restaurer ONTAP

Avant de restaurer un cluster ONTAP a partir d’'une version de ONTAP 9, vous devez
vous assurer que les volumes contiennent suffisamment d’espace libre pour I'opération
de restauration.

Le volume doit avoir suffisamment d’espace pour accueillir les économies réalisées grace a la détection en
ligne de blocs de zéros. Voir le"Base de connaissances NetApp : Comment économiser de I'espace grace a la
déduplication, a la compression et au compactage dans ONTAP 9" .

Si vous avez activé a la fois la déduplication et la compression des données sur un volume que vous souhaitez
restaurer, vous devez revenir a la compression des données avant de restaurer la déduplication.

Etapes
1. Afficher la progression des opérations d’efficacité exécutées sur les volumes :

volume efficiency show -fields vserver,volume,progress
2. Arréter toutes les opérations de déduplication actives et mises en file d’attente :

volume efficiency stop -vserver <svm name> -volume <volume name> -all
3. Définissez le niveau de priviléege sur avanceé :

set -privilege advanced

4. Rétrograder les métadonnées d’efficacité d’'un volume vers la version cible de ONTAP :


https://docs.netapp.com/us-en/ontap-cli/snapmirror-restore.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_see_space_savings_from_deduplication%2C_compression%2C_and_compaction_in_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_see_space_savings_from_deduplication%2C_compression%2C_and_compaction_in_ONTAP_9

volume efficiency revert-to -vserver <svm name> -volume <volume name>

-version <version>
Dans I'exemple suivant, les métadonnées d’efficacité sur le volume Vola sont rétablies sur ONTAP 9.x.

volume efficiency revert-to -vserver vsl -volume VolA -version 9.x

La commande de restauration de l'efficacité du volume restaure les volumes présents sur le
(D nceud sur lequel cette commande est exécutée. Cette commande ne rétablit pas les
volumes répartis sur les nceuds.

5. Surveiller la progression de la rétrogradation :
volume efficiency show -vserver <svm name> -op-status Downgrading
6. Sila restauration échoue, affichez I'instance pour voir pourquoi la restauration a échoué.

volume efficiency show -vserver <svm name> -volume <volume name> -
instance

7. Une fois 'opération de restauration terminée, revenez au niveau de privilege admin :

set -privilege admin

En savoir plus sur "Gestion du stockage logique".

Préparez les snapshots avant de restaurer un cluster
ONTAP

Avant de restaurer un cluster ONTAP a partir d’'une version de ONTAP 9, vous devez
désactiver toutes les régles de snapshot et supprimer tous les snapshots créés apres la
mise a niveau vers la version actuelle.

Si vous procédez a une restauration dans un environnement SnapMirror, vous devez d’abord avoir supprimé
les relations de miroir suivantes :

 Toutes les relations miroir de partage de charge
 Toutes les relations de miroir de protection des données créées dans ONTAP 8.3.x

 Toutes les relations de miroir de protection des données si le cluster a été recréré dans ONTAP 8.3.x.

Etapes


https://docs.netapp.com/fr-fr/ontap/volumes/index.html

1. Désactiver les régles Snapshot pour tous les SVM de données :

volume snapshot policy modify -vserver * -enabled false

2. Désactiver les régles de snapshot pour les agrégats de chaque nceud :

a. Identifier les agrégats du nceud :

run -node <nodename> -command aggr status

b. Désactiver la snapshot policy pour chaque agrégat :

run -node <nodename> -command aggr options aggr name nosnap on

c. Répétez cette étape pour chaque nceud restant.

3. Désactiver les politiques de snapshot pour le volume racine de chaque nceud :

a. Identifiez le volume racine du noeud :

run -node <node name> -command vol status

Vous identifiez le volume root par le mot root dans la colonne Options de la sortie de la vol status
commande.

vsl::> run -node nodel vol status

Volume State Status Options
vol0 online raid dp, flex root, nvfail=on
64-bit

a. Désactiver la snapshot policy sur le volume root :

run -node <node name> vol options root volume name nosnap on

b. Répétez cette étape pour chaque noeud restant.

4. Supprimez tous les snapshots créés aprés la mise a niveau vers la version actuelle :

a. Définissez le niveau de privilege sur avancé :

set -privilege advanced



b. Désactiver les instantanés :
snapshot policy modify -vserver * -enabled false
¢. Supprimez les snapshots de la version la plus récente du nceud :
volume snapshot prepare-for-revert -node <node name>
Cette commande supprime les snapshots de la derniére version sur chaque volume de données,

agrégat racine et volume racine.

Si aucun snapshot ne peut étre supprimé, la commande échoue et vous informe de toute action
requise avant de supprimer les snapshots. Vous devez effectuer les actions requises, puis exécuter a
nouveau la volume snapshot prepare-for-revert commande avant de passer a |'étape
suivante.

clusterl::*> volume snapshot prepare-for-revert -node nodel

Warning: This command will delete all snapshots that have the format
used by the current version of ONTAP. It will fail if any snapshot
policies are enabled, or

if any snapshots have an owner. Continue? {yl|n}: vy

a. Veérifier que les snapshots ont été supprimés :
volume snapshot show -node nodename
b. Si des snapshots de version plus récente sont conservés, les forcer a étre supprimés :

volume snapshot delete {-fs-version 9.0 -node nodename -is

-constituent true} -ignore-owners -force

c. Répétez ces étapes pour chaque nceud restant.

d. Retour au niveau de privilege admin :

set -privilege admin

(D Ces étapes doivent étre réalisées sur les deux clusters en configuration MetroCluster.



Définissez des périodes de validation automatique pour les
volumes SnapLock avant le rétablissement de ONTAP

Avant de restaurer un cluster ONTAP a partir d’'une version de ONTAP 9, la valeur de la
période d’autovalidation des volumes SnaplLock doit étre définie en heures, et non en
jours. Vous devez vérifier la valeur d’autovalidation de vos volumes SnaplLock et la
modifier de plusieurs jours a quelques heures, si nécessaire.

Etapes
1. Vérifiez que le cluster contient des volumes SnaplLock dont les périodes de validation automatique ne sont
pas prises en charge :

volume snaplock show -autocommit-period *days
2. Modifiez les périodes de validation automatique non prises en charge en heures

volume snaplock modify -vserver <vserver name> -volume <volume name>

—autocommit-period value hours

Désactiver le basculement automatique non planifié avant
de rétablir les configurations MetroCluster

Avant de rétablir une configuration MetroCluster exécutant n’importe quelle version d’
ONTAP 9, vous devez désactiver le basculement automatique non planifie (AUSO).

Etape

1. Sur les deux clusters dans MetroCluster, désactiver le basculement automatique non planifié :

metrocluster modify -auto-switchover-failure-domain auso-disabled

Informations associées
"Gestion et reprise aprés incident MetroCluster"

Résolvez les alertes d’activité dans la protection autonome
contre les ransomwares (ARP) avant une restauration
ONTAP.

Avant de revenir a ONTAP 9.17.1 ou a une version antérieure, vous devez répondre a
tous les avertissements d’activité anormale signalés par la protection autonome contre
les ransomwares (ARP) et supprimer toutes les captures d’écran ARP associées.

Avant de commencer


https://docs.netapp.com/us-en/ontap-metrocluster/disaster-recovery/concept_dr_workflow.html

Vous devez disposer de privileges « avancés » pour supprimer les instantanés ARP.
Etapes
1. Répondez aux avertissements d’activité anormale signalés par "ARP" et résolvez tout probléme potentiel.

2. Veuillez confirmer la résolution de ces problemes avant de revenir en arriere en sélectionnant Mettre a
jour et effacer les types de fichiers suspects pour enregistrer votre décision et reprendre la surveillance
ARP normale.

3. Répertoriez les captures d’écran ARP associées aux avertissements en exécutant la commande suivante :
volume snapshot snapshot show -fs-version 9.18

4. Supprimez toutes les captures d’écran ARP associées aux avertissements :

Cette commande supprime tous les instantanés ayant le format utilisé par la version actuelle

@ d' ONTAP, potentiellement pas seulement les instantanés ARP. Assurez-vous d’avoir pris
toutes les mesures nécessaires pour tous les instantanés qui seront supprimés avant
d’exécuter cette commande.

volume snapshot prepare-for-revert -node <node name>


https://docs.netapp.com/fr-fr/ontap/anti-ransomware/respond-abnormal-task.html
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