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Guide des opérations du plug-in SAP HANA

Vous pouvez configurer et utiliser le plug-in SAP HANA pour Snap Creator 4.3.3 pour sauvegarder et restaurer
les bases de données SAP HANA.

Présentation de la solution de sauvegarde et de
restauration SAP HANA

Aujourd’hui, les entreprises exigent que leurs applications SAP soient disponibles 24
heures sur 24 et 7 jours sur 7. Et pour des niveaux de performance prévisibles,
indépendamment de I'augmentation des volumes de données et des taches de
maintenance courantes telles que les sauvegardes systeme.

L'exécution de sauvegardes de bases de données SAP peut avoir un impact significatif sur les performances
d’un systéme SAP de production. Etant donné que les fenétres de sauvegarde diminuent et que la quantité de
données a sauvegarder augmente, il est difficile de définir un point dans le temps lorsque les sauvegardes
peuvent étre effectuées avec une incidence minimale sur les processus de I'entreprise. Le temps nécessaire a
la restauration et a la récupération des systémes SAP pose un probléme particulier, car le temps
d’indisponibilité doit &tre réduit au minimum.

Considérations relatives a la sauvegarde des systemes SAP HANA

Les administrateurs SAP HANA doivent assurer un niveau de service fiable, réduisant
ainsi les temps d’indisponibilité et la dégradation des performances du fait des
sauvegardes.

Pour assurer ce niveau de service, les administrateurs SAP HANA sont confrontés aux défis dans les
domaines suivants :

* Impact sur les performances des systéemes SAP de production

Les sauvegardes ont généralement un impact significatif sur les performances du systéme SAP de
production, car la charge du serveur de base de données, du systéme de stockage et du réseau de
stockage est lourde pendant les sauvegardes.

« Diminution des fenétres de sauvegarde

Les sauvegardes ne peuvent étre créées que lorsque le systeme SAP présente un faible nombre d’E/S ou
des activités par lots. Il est trés difficile de définir une fenétre de sauvegarde lorsque le systéme SAP est
actif en permanence.

* La explosion du volume des données

La croissance rapide des données associée a la réduction des fenétres de sauvegarde entraine des
investissements constants dans l'infrastructure de sauvegarde : plus de lecteurs de bandes, nouvelle
technologie de lecteurs de bandes, réseaux de stockage plus rapides. Le développement des bases de
données entraine également une augmentation du nombre de supports sur bande ou de I'espace disque
pour les sauvegardes. Les sauvegardes incrémentielles peuvent résoudre ces problemes, mais elles
entrainent une durée de restauration trés lente, qui est généralement inacceptable.

* Augmentation des co(ts liés aux temps d’indisponibilité



Les temps d’indisponibilité non planifiés d’'un systeme SAP ont toujours un impact financier sur votre
activité. Une grande partie des temps d’indisponibilité non planifiés correspond au temps nécessaire a la
restauration et a la restauration du systeme SAP en cas de défaillance. L'architecture de sauvegarde et de
restauration doit étre congue en fonction d’un objectif de délai de restauration (RTO) acceptable.

* Durée de sauvegarde et de restauration

La durée de sauvegarde et de restauration est incluse dans les projets de mise a niveau SAP. Le plan de
projet de mise a niveau SAP inclut toujours au moins trois sauvegardes de la base de données SAP. Le
temps requis pour ces sauvegardes diminue la durée totale disponible du processus de mise a niveau. La
décision en matiére de sauvegarde et de restauration dépend généralement du temps nécessaire a la
restauration et a la restauration de la base de données a partir de la sauvegarde créée précédemment. La
restauration trés rapide donne plus de temps a résoudre les problémes susceptibles de se produire lors de
la mise a niveau, au lieu de restaurer simplement le systéme a son état précédent.

La solution NetApp

La technologie Snapshot de NetApp permet de créer une sauvegarde de la base de
données en quelques minutes. Le temps nécessaire a la création d’une copie Snapshot
ne dépend pas de la taille de la base de données, car cette copie ne déplace aucun bloc
de données.

L'utilisation de la technologie Snapshot n’a pas d’'impact sur les performances du systéme SAP de production.
Ainsi, la création de copies Snapshot peut étre planifiée sans avoir a prendre en compte les périodes de pointe
d’activité. Les clients de SAP et de NetApp programmons généralement plusieurs sauvegardes Snapshot en
ligne pendant la journée. Par exemple, les sauvegardes peuvent se produire toutes les quatre heures. Ces
sauvegardes Snapshot sont généralement conservées pendant trois a cing jours sur le systéeme de stockage
principal.

Les copies Snapshot offrent également des avantages clés pour les opérations de restauration et de reprise.
La fonctionnalité NetApp SnapRestore permet de restaurer 'ensemble de la base de données ou des parties
de la base de données a un point dans le temps ou une copie Snapshot disponible a été créée. Ce processus
de restauration s’effectue en quelques minutes, quelle que soit la taille de la base de données. Le temps
nécessaire au processus de restauration est également considérablement réduit, car plusieurs copies
Snapshot ont été créées pendant la journée, et moins de journaux doivent étre appliqués.

Les sauvegardes Snapshot sont stockées sur le méme systeme de disque que les données en ligne actives.
Par conséquent, NetApp recommande d’utiliser les sauvegardes Snapshot comme supplément, sans
remplacer les sauvegardes vers un emplacement secondaire, comme les disques ou les bandes. Méme si les
sauvegardes vers un emplacement secondaire sont toujours nécessaires, il est peu probable qu’elles soient
nécessaires pour la restauration et la restauration. La plupart des actions de restauration et de restauration
sont gérées a l'aide d’'SnapRestore sur le systéeme de stockage primaire. Les restaurations depuis un
emplacement secondaire ne sont nécessaires que si le systéeme de stockage principal contenant les copies
Snapshot est endommageé ou s'il est nécessaire de restaurer une sauvegarde qui n’est plus disponible a partir
d’'une copie Snapshot. Par exemple, vous devrez peut-étre restaurer une sauvegarde a partir d’il y a deux
semaines.

Une sauvegarde vers un emplacement secondaire repose toujours sur des copies Snapshot créées sur le
stockage primaire. Par conséquent, les données sont lues directement depuis le systeme de stockage primaire
sans générer de charge sur le serveur de base de données SAP. Le stockage primaire communique
directement avec le stockage secondaire et envoie les données de sauvegarde a la destination a I'aide de la
sauvegarde disque a disque SnapVault. La fonctionnalité NetApp SnapVault offre des avantages significatifs
par rapport aux sauvegardes traditionnelles. Apres le transfert initial des données, dans lequel toutes les



données doivent étre transférées de la source vers la destination, toutes les sauvegardes suivantes copient
uniguement les blocs modifiés vers le systeme de stockage secondaire. La charge sur le systéeme de stockage
primaire est ainsi considérablement réduite et le temps nécessaire a une sauvegarde compléte est requis. Une
sauvegarde compléte de la base de données requiert moins d’espace disque car SnapVault ne stocke que les
blocs modifiés sur la destination.

Il se peut que la sauvegarde sur bande des données soit encore nécessaire pour une sauvegarde a long
terme. Cela peut étre, par exemple, une sauvegarde hebdomadaire qui est conservée pour un an. Dans ce
cas, l'infrastructure de bande peut étre directement connectée au stockage secondaire et les données peuvent
étre écrites sur bande a I'aide du protocole NDMP (Network Data Management Protocol).

SAP HANA
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Composants de la solution de sauvegarde

La solution de sauvegarde Snap Creator pour SAP HANA se compose d’'une sauvegarde
de fichiers de données SAP HANA, via des copies Snapshot basées sur le stockage, de
la réplication des sauvegardes de fichiers de données vers un emplacement de
sauvegarde secondaire hors site, de la sauvegarde de fichiers journaux SAP HANA a
I'aide de la fonctionnalité de sauvegarde des journaux de base de données HANA, du
contrdle de l'intégrité des blocs de base de données via une sauvegarde basée sur Et
I'organisation des fichiers de données, des sauvegardes de fichiers journaux et du
catalogue de sauvegardes SAP HANA.

Snap Creator exécute également des sauvegardes de bases de données en association avec un plug-in pour
SAP HANA. Le plug-in assure la cohérence de la base de données afin que les copies Snapshot créées sur le
systeme de stockage primaire soient basées sur une image cohérente de la base de données SAP HANA.

Snap Creator permet ainsi de répliquer les images cohérentes de bases de données sur un stockage
secondaire a I'aide de SnapVault. Généralement, différentes regles de conservation sont définies pour les
sauvegardes sur le stockage primaire et sur le stockage secondaire. Snap Creator gére la conservation a la
fois au niveau du stockage primaire et du stockage secondaire,

La sauvegarde des journaux est exécutée automatiquement par les outils de base de données SAP HANA. La
destination de la sauvegarde des journaux ne doit pas se trouver sur le méme systéme de stockage ou se
trouve le volume des journaux de la base de données. Il est recommandé de configurer la destination de
sauvegarde des journaux sur le méme stockage secondaire ou les sauvegardes des bases de données sont



répliquées avec SnapVault. Avec cette configuration, le stockage secondaire a des besoins de disponibilité
similaires a ceux du stockage primaire de sorte qu’il s’assure que les sauvegardes des journaux peuvent
toujours étre écrites sur le stockage secondaire.

Snap Creator Framework
with SAP HANA Plug-in

Backup log volume mounted
with NF5 at SAP HANA node
Backup executed by SAP
HAMNA dalabase

S

L

-

Backup executed by
NetApp® Snap Creator® [SHE _m] e EEE
and SAP HANA plug-in Data

NetApp Snap\Vault®

Les programmes de sauvegarde et stratégies de conservation doivent étre définis en fonction des besoins du
client. Le tableau suivant présente un exemple de configuration des différentes régles de rétention et de
planification.

Exécuté par Snap Le stockage primaire Le stockage secondaire
Creator
Sauvegardes de bases de Annexe 1 : toutes les 4 Conservation : 6 (=> 6 Conservation : 6 (=> 6
données heures copies Snapshot toutes copies Snapshot toutes
les heures) les heures)
Annexe 2 : une fois par Conservation : 3 (=> 3 Conservation : 28 (4 Sauvegardes des
jour copies Snapshot semaines) (=> 28 copies  journaux
quotidiennes) Snapshot quotidiennes)
Calendrier des outils de NA Conservation : 28 jours (4 Vérification de l'intégrité
base de données SAP semaines) des blocs
HANA : toutes les 15
minutes

Dans cet exemple, six sauvegardes quotidiennes et trois heures sont conservées sur le stockage primaire. Sur
le systéme de stockage secondaire, les sauvegardes des bases de données sont conservées pendant quatre
semaines. Pour pouvoir restaurer une sauvegarde de données, vous devez définir la méme rétention pour les
sauvegardes de journaux.

Présentation du plug-in SAP HANA

Le plug-in SAP HANA fonctionne conjointement avec Snap Creator Framework pour



fournir une solution de sauvegarde pour les bases de données SAP HANA qui s’appuient
sur un systeme de stockage back-end NetApp Les sauvegardes Snapshot créées par
Snap Creator sont enregistrées dans le catalogue HANA et visibles dans HANA Studio.

Snap Creator Framework prend en charge deux types de bases de données SAP HANA : des conteneurs
unigues et une base de données mutualisée (MDC) a un seul locataire.

Snap Creator et le plug-in SAP HANA sont pris en charge avec Data ONTAP en 7-mode et clustered Data
ONTAP, avec les nceuds de base de données SAP HANA connectés aux contrbleurs de stockage via des
protocoles NFS ou Fibre Channel. Les interfaces requises pour la base de données SAP HANA sont
disponibles pour Service Pack Stack (SPS) 7 et versions ultérieures.

Snap Creator Framework communique avec les systémes de stockage pour créer des copies Snapshot et
répliquer les données sur un stockage secondaire a I'aide de SnapVault. Snap Creator permet également de
restaurer les données avec SnapRestore sur le stockage primaire ou avec une restauration SnapVault a partir
du stockage secondaire.

Le plug-in Snap Creator pour SAP HANA utilise le client SAP HANA hdbsql pour exécuter des commandes
SQL afin d’assurer la cohérence de la base de données et de gérer le catalogue de sauvegardes SAP HANA.
Le plug-in SAP HANA est pris en charge pour les appliances matérielles certifi€es SAP et les programmes
Tailored Datacenter Integration (TDI).

Le plug-in Snap Creator pour SAP HANA utilise le client SAP HANA hdbsql pour exécuter des commandes
SQL pour les taches suivantes :

» Assurer la cohérence de la base de données pour préparer une sauvegarde Snapshot basée sur le
stockage
» Gérez la conservation des sauvegardes de fichiers journaux au niveau du systeme de fichiers

* Gérez le catalogue de sauvegardes SAP HANA pour les sauvegardes de fichiers de données et de fichiers
journaux

» Exécutez une sauvegarde basée sur des fichiers pour vérifier l'intégrité des blocs

Lillustration suivante présente les chemins de communication de Snap Creator avec le stockage et la base de
données SAP HANA.

Snap Creptor Fromework
with SAFP HANA Plug-in
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Snap Creator effectue les étapes suivantes pour sauvegarder la base de données :

1. Crée une copie Snapshot de la base de données SAP HANA pour obtenir une image cohérente sur la
couche de persistance.



Crée une copie Snapshot de stockage du ou des volumes de données.
Enregistre la sauvegarde Snapshot de stockage dans le catalogue des sauvegardes SAP HANA.
Supprime la copie Snapshot SAP HANA.

Exécute une mise a jour SnapVault pour le volume de données.

© o kc w0 DN

Les copies Snapshot de stockage sont supprimées du stockage primaire et/ou secondaire, en fonction de
regles de conservation définies pour les sauvegardes sur les systéemes de stockage primaire et
secondaire.

7. Supprime les entrées du catalogue de sauvegardes SAP HANA si les sauvegardes n’existent plus sur le
stockage primaire et secondaire.

8. Supprime toutes les sauvegardes de journaux antérieures a la sauvegarde de données la plus ancienne
sur le systéme de fichiers et dans le catalogue de sauvegardes SAP HANA.

De formation

Le plug-in SAP HANA vous permet de créer des sauvegardes et d’effectuer une
restauration instantanée des bases de données HANA.

La prise en charge du plug-in SAP HANA est la suivante :

» Systéme d’exploitation hote : SUSE Linux Enterprise Server (SLES), 32 bits et 64 bits
» Clustered Data ONTAP ou Data ONTAP 7-mode
* Au moins un nceud de base de données SAP HANA connecté via NFS

+ SAP HANA exécutant Service Pack Stack (SPS) 7 ou une version ultérieure

@ Pour obtenir les informations les plus récentes sur le support technique ou pour afficher les
matrices de compatibilité, reportez-vous au "Matrice d’interopérabilité NetApp".

Licences requises

Une licence SnapRestore et SnapVault doit étre installée sur les contrdleurs de stockage principaux. Une
licence SnapVault doit étre installée sur le systéme de stockage secondaire.

Aucune licence n’est requise pour Snap Creator et le plug-in Snap Creator SAP HANA.
Capacité requise pour les sauvegardes Snapshot

On doit tenir compte d’un taux de modification des blocs supérieur sur la couche de stockage par rapport aux
bases de données classiques. En raison du processus de fusion de table du stockage de colonnes, beaucoup
plus de données que les modifications de bloc uniquement sont écrites sur le disque. Jusqu’a ce que
davantage de données clients soient disponibles, I'estimation actuelle du taux de changement est de 20 % a
50 % par jour.

Installation et configuration des composants logiciels
requis
Pour bénéficier de la solution de sauvegarde et de restauration SAP HANA avec Snap

Creator Framework et le plug-in SAP HANA, vous devez installer les composants
logiciels Snap Creator et le logiciel client SAP HANA hdbsq|.


http://mysupport.netapp.com/matrix

Il n’est pas nécessaire d’installer le plug-in séparément. Il est installé avec I'agent.

1. Installez Snap Creator Server sur un hbte qui partage la connectivité réseau avec I'héte sur lequel vous
installez 'agent.

2. Installez 'agent Snap Creator sur un héte qui partage la connectivité réseau avec le serveur Snap Creator.

o Dans un environnement de noeud SAP HANA unique, installez 'agent sur I'h6te de base de données.
Vous pouvez également installer 'agent sur un autre hote connecté au réseau de I'héte de base de
données et de I'héte Snap Creator Server.

o Dans un environnement SAP HANA multinceud, vous ne devez pas installer 'agent sur I'hn6te de base
de données ; 'agent doit étre installé sur un héte distinct disposant d’'une connectivité réseau avec
I'héte de base de données et 'h6te Snap Creator Server.

3. Installez le logiciel client SAP HANA hdbsql sur I'héte sur lequel vous avez installé Snap Creator Agent.

Configurez les clés de magasin utilisateur pour les nceuds SAP HANA que vous gérez via cet hote.

mgmtsrvOl:/Sapcd/HANA_SP5/DATA_UNITS/HDB_CLIENT_LINUXINTEL # ./hdbinst
SAP HANA Database Client installation kit detected.

SAP HANA Database Installation Manager - Client Installation
1.00.46.371989

RR b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b 4

* Kk *

Enter Installation Path [/usr/sap/hdbclient32]:

Checking installation...

Installing and configuring required software components | 13
Preparing package "Product Manifest"...

Preparing package "SQLDBC"...

Preparing package "ODBC"...

Preparing package "JDBC"...

Preparing package "Client Installer"...

Installing SAP HANA Database Client to /usr/sap/hdbclient32...
Installing package 'Product Manifest'

Installing package 'SQLDBC'

Installing package 'ODBC'

Installing package 'JDBC'

Installing package 'Client Installer'

Installation done

Log file written to '/var/tmp/hdb client 2013-07-

05 11.38.17/hdbinst client.log'
mgmtsrvOl:/SapCd/HANA_SP5/DATA_UNITS/HDB_CLIENT_LINUXINTEL #

Informations connexes

"Guide d’installation de Snap Creator Framework"


https://library.netapp.com/ecm/ecm_download_file/ECMLP2854419

Configurer les hypothéses dans ce guide

Bien qu’une installation Snap Creator type suppose que le serveur est installé sur un héte
et que I'agent est installé sur un héte différent, la configuration utilisée dans ce guide est
basée sur une appliance SAP HANA multi-nceuds.

Dans cette configuration, la base de données SAP HANA s’exécute sur une configuration de nceud de base de
données 3+1 et tous les composants logiciels Snap Creator (serveur, agent et plug-in) sont installés sur le
méme hote.

Les systemes de stockage NetApp utilisés dans cette configuration exécutent Data ONTAP sous 7-mode. Une
paire de contrbleurs haute disponibilité est utilisée sur la couche de stockage. Les volumes de données et de
journaux des trois nceuds de base de données SAP HANA sont répartis sur les deux contréleurs de stockage.
Dans I'exemple de configuration, un contréleur de stockage d’'une autre paire de contréleurs haute disponibilité
est utilisé comme stockage secondaire. Chaque volume de données est répliqué sur un volume de
sauvegarde dédié sur le systéme de stockage secondaire. La taille des volumes de sauvegarde dépend du
nombre de sauvegardes qui seront conservées sur le stockage secondaire.

Toutes les opérations Snap Creator et SAP HANA Studio décrites ici sont les mémes pour les systémes de
stockage qui exécutent clustered Data ONTAP. Cependant, la configuration SnapVault initiale sur les systemes
de stockage et toutes les commandes SnapVault qui doivent étre exécutées directement sur le stockage sont
différentes avec clustered Data ONTAP. Les différences sont mises en évidence et décrites dans ce guide.

La figure suivante montre les volumes de données dans le stockage primaire et le chemin de réplication vers
le stockage secondaire :

SAP HANA 3+1 multi node setup Management host

running
E ! E g Snap Creator server
hanaia hanaib hana2b

data_00001 . mnm —pr— - 7] backup_data_00001
data_00002 . mnm —F— - ([ backup_data_00002
data_00003 ' m —F— - (7] backup_data_00003

Snapshot SnapVaull Snapshot
Copies Copies

Tous les volumes a sauvegarder doivent étre créés sur le controleur de stockage secondaire.
Dans cet exemple, les volumes backup_data_00001, backup_Data_00002 et
backup_Data_00003 sont créés sur le contréleur de stockage secondaire.



Configuration utilisée avec clustered Data ONTAP

La figure suivante présente la configuration utilisée avec clustered Data ONTAP. La configuration repose sur
une configuration SAP HANA a un seul nceud avec les serveurs virtuels de stockage et les noms de volume
indiqués dans l'illustration suivante.

SAP HANA, Management host
single node running
5 Snap Creator server
Primary Storage : Secondary Storage
SWM: hanaia SVM: hana2b

hana_data . [[D —!_-JF_D]—‘- - [[l:] backup_hana_data

Snapshot SnapVault Snapshot
Copies Coples

La fagon dont vous préparez, démarrez, reprenez et restaurez les opérations SnapVault est différente dans
clustered Data ONTAP et Data ONTAP 7-mode. Ces différences sont appelées dans les sections
correspondantes de ce guide.

Configuration des sauvegardes de données
Aprées avoir installé les composants logiciels requis, procédez comme suit pour terminer la configuration :

1. Configurez un utilisateur de base de données dédié et le magasin d’utilisateurs SAP HANA.
2. Préparez la réplication SnapVault sur tous les contréleurs de stockage.

3. Créez des volumes au niveau du contréleur de stockage secondaire.

4. Initialiser les relations SnapVault pour les volumes de base de données

5

. Configurer Snap Creator

Configuration de I'utilisateur de sauvegarde et de ’hdbuserstore

Vous devez configurer un utilisateur de base de données dédiée au sein de la base de
données HANA pour exécuter les opérations de sauvegarde avec Snap Creator. Dans
une deuxiéme étape, vous devez configurer une clé de magasin d’utilisateurs SAP HANA
pour cet utilisateur de sauvegarde. Cette clé userstore est utilisée dans la configuration
du plug-in Snap Creator SAP HANA.

L'utilisateur de la sauvegarde doit disposer des priviléges suivants :

+ ADMINISTRATEUR DES SAUVEGARDES



+ LECTURE DU CATALOGUE
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1. Sur I'’h6te d’administration, I'héte sur lequel Snap Creator a été installé, une clé userstore est configurée
pour tous les hotes de base de données qui appartiennent a la base de données SAP HANA. La clé
userstore est configurée avec I'utilisateur root du systéeme d’exploitation : hdbuserstore set keyhost
3[instance]15 userpassword

2. Configurez une clé pour les quatre nceuds de base de données.
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mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINOS
cishanar08:34215 SCADMIN Password
mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINO9
cishanar09:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN1O
cishanarl10:34215 SCADMIN password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMINI1
cishanarl1:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore LIST

DATA FILE : /root/.hdb/mgmtsrv0l/SSFS HDB.DAT

KEY SCADMINOS
ENV : cishanar08:34215
USER: SCADMIN
KEY SCADMINO9
ENV : cishanar09:34215
USER: SCADMIN
KEY SCADMINI1O0
ENV : cishanarl10:34215
USER: SCADMIN
KEY SCADMINI1
ENV : cishanarl1:34215
USER: SCADMIN
mgmtsrv0l:/usr/sap/hdbclient32

Configuration des relations SnapVault

Lorsque vous configurez des relations SnapVault, une licence SnapRestore et SnapVault
valide doit étre installée sur les contrbleurs de stockage principaux. Une licence
SnapVault valide doit étre installée sur le stockage secondaire.

1. Activez SnapVault et NDMP sur les contréleurs de stockage principal et secondaire.

hanala> options snapvault.enable on
hanala> ndmp on

hanala>

hanalb> options snapvault.enable on
hanalb> ndmpd on

hanalb

hana2b> options snapvault.enable on
hana2b> ndmpd on

hana2b>

2. Sur tous les contrdleurs de stockage principaux, configurez I'acces au contréleur de stockage secondaire.
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hanala> options snapvault.access host=hana2b
hanala>
hanalb> options snapvault.access host=hana2b
hanalb>

Il est recommandé d’utiliser un réseau dédié pour le trafic de réplication. Dans ce cas, le
nom d’héte de cette interface sur le contrdleur de stockage secondaire doit étre configureé.
Au lieu de hana2b, le nom d’héte pourrait étre hana2b-rep.

3. Sur le controleur de stockage secondaire, configurez I'accés pour tous les controleurs de stockage
primaire.

hana2b> options snapvault.access host=hanala,hanalb
hana2b>

Il est recommandé d’utiliser un réseau dédié pour le trafic de réplication. Dans ce cas, le
nom d’héte de cette interface sur les contrbleurs de stockage primaire doit étre configure.
Au lieu de hana1b et hana1a, le nom d’héte pourrait étre hanala-rep et hana1b-rep.

Démarrage des relations SnapVault

Vous devez démarrer la relation SnapVault avec Data ONTAP sous 7-mode et clustered
Data ONTAP.

Démarrage des relations SnapVault avec Data ONTAP en 7-mode

Vous pouvez démarrer une relation SnapVault avec des commandes exécutées sur le
systéme de stockage secondaire.

1. Pour les systémes de stockage exécutant Data ONTAP 7-mode, vous devez démarrer les relations
SnapVault en exécutant la commande suivante :
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hana2b> snapvault start -S hanala:/vol/data 00001/mnt00001
/vol/backup data 00001/mnt00001

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanala:/vol/data 00003/mnt00003
/vol/backup data 00003/mnt00003

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanalb:/vol/data 00002/mnt00002
/vol/backup data 00002/mnt00002

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

Il est recommandeé d’utiliser un réseau dédié pour le trafic de réplication. Dans ce cas,
configurez le nom d’héte de cette interface sur les contrbleurs de stockage primaires. Au
lieu de hanalb et hanala, le nom d’héte pourrait étre hanala-rep et hana1b-rep.

Démarrage des relations SnapVault avec clustered Data ONTAP

Avant de démarrer une relation SnapVault, vous devez définir une régle SnapMirror.

1. Pour les systemes de stockage exécutant clustered Data ONTAP, vous démarrez les relations SnapVault
en exécutant la commande suivante.



hana::> snapmirror policy create -vserver hana2Z2b -policy SV _HANA
hana::> snapmirror policy add-rule -vserver hana2b -policy SV HANA
—-snapmirror-label daily -keep 20

hana::> snapmirror policy add-rule -vserver hana2b -policy SV_HANA
-snapmirror-label hourly -keep 10

hana::> snapmirror policy show -vserver hana2b -policy SV _HANA

Vserver: hana2b
SnapMirror Policy Name: SV _HANA
Policy Owner: vserver-admin
Tries Limit: 8
Transfer Priority: normal
Ignore accesstime Enabled: false
Transfer Restartability: always
Comment: -
Total Number of Rules: 2
Total Keep: 8
Rules: Snapmirror-label Keep Preserve Warn
daily 20 false
hourly 10 false 0

La regle doit contenir des regles pour toutes les classes de rétention (étiquettes) utilisées dans la
configuration Snap Creator. Les commandes ci-dessus montrent comment créer une regle SnapMirror
dédiée SV_HANA

2. Pour créer et démarrer la relation SnapVault sur la console du cluster de backup, exécutez les commandes
suivantes.

hana::> snapmirror create -source-path hanala:hana data -destination
-path

hana2b:backup hana data -type XDP —-policy SV_HANA

Operation succeeded: snapmirror create the relationship with destination
hana2b:backup hana data.

hana::> snapmirror initialize -destination-path hanaZb:backup hana data
-type XDP

Configuration de la sauvegarde des bases de données Snap Creator Framework et
SAP HANA

Vous devez configurer Snap Creator Framework et la sauvegarde de la base de données
SAP HANA.
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1. Connectez-vous a l'interface utilisateur graphique Snap Creator : https://host:8443/uil.

2. Connectez-vous a 'aide du nom d’utilisateur et du mot de passe qui ont été configurés lors de l'installation.
Cliquez sur connexion.

3. Entrez un nom de profil et cliquez sur OK.

Par exemple, « ANA » est le SID de la base de données.

4. Entrez le nom de la configuration et cliquez sur Suivant.
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https://host:8443/ui/

P Configuration b1

Configuration

Enter Configuration name and select required options.

Config. Mame: ANa,_database_baciup|

W Password Encryption

5. Sélectionnez application Plug-in comme type de plug-in, puis cliquez sur Suivant.

# Configuration

Plug-in Type

Please select plug-in type.

@ Application plug-in
) Virtualzation plug-in
©) Community plug-in

) None

6. Sélectionnez SAP HANA comme plug-in d’application, puis cliquez sur Suivant.
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# Configuration

Application Plug-ins

Please select the Application plug-in to be configured.

@ SAP HANA
Sybase ASE
SnapManager for Microsoft SQL
DB2
MaxDB
SnapManager for Microsoft Exchange
IBM Domino
MySQL

Oracle

7. Saisissez les détails de configuration suivants :

a.

Sélectionnez Oui dans le menu déroulant pour utiliser la configuration avec une base de données
multitenant. Pour une base de données de conteneur unique, sélectionnez non.

. Si le conteneur de base de données multitenant est défini sur non, vous devez fournir le SID de base

de données.

. Sile conteneur de base de données multitenant est défini sur Oui, vous devez ajouter les clés

hdbuserstore pour chaque nceud SAP HANA.

. Ajoutez le nom de la base de données des locataires.

. Ajoutez les nceuds HANA sur lesquels I'instruction hdbsql doit étre exécutée.
. Entrez le numéro d’instance du nceud HANA.

. Indiquez le chemin d’accés au fichier exécutable hdbsql.

. Ajoutez I'utilisateur OSDB.

. Sélectionnez Oui dans la liste déroulante pour activer le nettoyage DU JOURNAL.

REMARQUE :

* Parametre HANA SID est disponible uniquement si la valeur du parametre
HANA MULTITENANT DATABASE est défini sur N

= Pour les conteneurs de base de données mutualisés (MDC) avec un type de ressource « locataire
unigue », les copies Snapshot SAP HANA fonctionnent avec 'authentification basée sur la clé
UserStore. Sile HANA MULTITENANT DATABASE le paramétre est défini sur Y, puis le
HANA USERSTORE_KEYS le paramétre doit étre défini sur la valeur appropriée.

= A linstar des conteneurs de bases de données non mutualisés, la fonction de sauvegarde et de
vérification de I'intégrité basée sur des fichiers est prise en charge
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j- Cliquez sur Suivant.

Mulitenant Database Container (MDC) - Single Tenant: Mo w
Sb: Has
habusersiore Keys

Tenant Database MName:

Hodes: 1023522066

Uzernamse: SYSTEM

Password,; NP,
IBSTANC & Numer: &5

Path to hdbsgk fusrisapHEEHDBES exemdbsgl

QS0B User

Enable LOG Cleanup: Yag w

8. Activez I'opération de sauvegarde basée sur les fichiers :

18

a. Définissez 'emplacement de sauvegarde des fichiers.
b. Spécifiez le préfixe de sauvegarde des fichiers.
c. Cochez la case Activer la sauvegarde de fichiers.

d. Cliquez sur Suivant.



4 Configuration x I

File-Based Backup Configuration Detaile

Provide File-Based Backup Details

Fiie-Bac hup Location
Fie B hup prefis

Enabile Fie-Bashup

Back Mext Cancel

9. Activer 'opération de vérification de I'intégrité de la base de données :

a. Définissez I'emplacement temporaire de sauvegarde de fichiers.
b. Cochez la case Activer la vérification de I'intégrité de la base de données.

c. Cliquez sur Suivant.
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| # Configuration

integrity Check Configuration Detnils

Provide Integrity Check Details

Temporary Fie-Backuep Loc ation;

Enabls DB Integrity Check

10. Entrez les détails du parameétre de configuration de I'agent, puis cliquez sur Suivant.

Agent Configuration

Enter agent configuration details

PONS: localhost]
Port 9090
Teneout (secs) 300

Test sgend connection

11. Entrez les paramétres de connexion de stockage et cliquez sur Suivant.
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Storage Connection Setlings

Please Provide Stiorage Connection Settings

Use OnCommand Proxy. [

Transport HTTPS] v

Cortrofar NV earver Port 443

12. Entrez les informations d’identification de connexion au stockage, puis cliquez sur Suivant.

Controller Veerver Credentials

Add one or more Controller VWserver credentials to the configuration.

=) Controller /¥server Login Credentials
Qada | T e Soemte

Controlar vV seryer [P or Name Uizer namafassword Viokumes

i) New Controller/Vserver
Cortrolervserver IP or hanata
Marr:
Cordrofer/vserer Liser root
Controlisr A\ saryer ERsESEREED
Password
B Ned

13. Sélectionnez les volumes de données stockés sur ce controleur de stockage, puis cliquez sur Enregistrer.
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U Conteoler/Voorvervolmes.. N
1= cata_DOOOL
SLESASAP cata_ 00003
SLES4SAR K3074
crhanar(s_3080
chanar(s 30807
cehanard3 PTF
chhanw(8 SLES4SAP
crhans(9
crhanarDd 3080
cuhanx(09_PTF
cehanarD9_SLESASAP
cahanar 10
chanar 1013020
cishanar 10_PTF o
ciihanar 10_SLES4SAp -
cehana 1]
chana11_3080
cxhanw 1l _PTF
cehana 11_SLESASaP
log_00002
kg 00004
oEmaster
opmnaster 30807
cemaiter PTE_S745
oomaster PTF_S819
saped
titpboot
vodd

5w

14. Cliquez sur Ajouter pour ajouter un autre contréleur de stockage.

Controller Wserver Cradentials

Add one or more Controller/Vserver credentials (o the configuration.

E Controller /¥server Login Credentials

Daga | [ em &l Delete
Controller fVaerver IP or Nams Liser namePassvword Wolumes

data_000N
hanate roopfee data_00003

15. Entrez les informations d’identification de connexion au stockage, puis cliquez sur Suivant.
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Controller Wserver Credentials

Add one or more Controller/Veerver credentials to the configuration.

ﬁMﬂ | “j Ecit Boeets

Controlerivserver IF or Nams Liger name/Password Violumes

Cortrofler/v'server IP or haraib
e

Cortroler vV zerver Liter; root

Cortrolles/Vsarver sssmEREREw
Password

16. Sélectionnez les volumes de données stockés sur le deuxieme contréleur de stockage que vous avez
créeé, puis cliquez sur Enregistrer.

D I e e

data 00003 data 00002
log_00001
log_00003
| g

vl

-3

.

T
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17. La fenétre Controller/Vserver Credentials affiche les contréleurs et volumes de stockage que vous avez
ajoutés. Cliquez sur Suivant.

Controller Wserver Credentials

Add one or more Controller Weserver credentials to the configuration.

Controller/¥server Login Credentials

QDada | [iea & Deinta
Conlrober NV Lerver IP or MNams Liesr m.pd!-mﬂ Viohames
data_00001
henata FopbAess data_00003
hanallb rootre. data_ 00002

18. Entrez la configuration de la régle Snapshot et de la conservation.

La conservation de trois copies Snapshot par jour et de huit heures est un exemple et peut étre configurée
differemment en fonction des besoins du client.

Sélectionnez Timestamp comme convention de dénomination. L'utilisation de la convention

(D de nommage Recent n’est pas prise en charge avec le plug-in SAP HANA, car I'horodatage
de la copie Snapshot est également utilisé pour les entrées du catalogue de sauvegardes
SAP HANA.
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o, Conliguration o

Snapshot Detalls

Provide Snapshot copy related information.

Snapshol copy MName: Backup-ANA

Snapshol Copy Labet

Policy Type @ ke Polcy O Use Pobcy Object
Snapshot copy Policies -
Enable Pobcy Pasicy Mame Retertion
~ Prrty “12
= daiy -3
I weekly 0
r Frsanthdy 0
Prevent Snapshol copry Deletion Mo e
Policy Relention Age
Haming Convention " Recent & Timestamp

19. Aucune modification requise. Cliquez sur Suivant.

Snapshot Details Continued

Prowvide Snapshot copy related information.

Consistency Group: r

Congistency Timeout MEDILM »
SraapDrive Discovery: o w
Consistency Group WAFL Sync: No v
Snapshot copy Delste by age only. N ~
Snapshot copy Dependency ignore: No L
Reztore Auto Detect Mo -
Igreore Applcation Ermors: No ¥
Snapshot Copy Disable: Mo v

20. Sélectionnez SnapVault, puis configurez les stratégies de rétention SnapVault et le temps d’attente
SnapVault.



7 Configuration »

Data Prolection

Configure Snaphirror, SnapVault or both

Data Transter [T SnapMnor W SnapWVauit
SnapVault Policies A
Enable Policy Pobcy Name Retention
~ hourty 10
~ dlady '2‘3'
r weekly o
r manthly 0
SrapVaeul Retenton Age:
Snapaull wad time: 10

21. Cliquez sur Ajouter.

Data Protection Yolumes

Add SnapMirror and SnapYaull Volumes,

[J pata Protection Yolumes

Qasa | [ em @ Delate
Cortroler/Vaerver IP of Nam | Snaphlirror Volumes Snap'Valull Volumss
&

22. Sélectionnez un contréleur de stockage source dans la liste et cliquez sur Suivant.

26



Data Protection Volumes

Add SnapMirror and SnapVaull Volumes.

(J pata Protection Yolumes
Qada | [ Ea & Detete

Controfer/vserver IP or Nam | Snaphirmor Volumes SnapVaul Volumes
-]

Controder 'S l‘mn!al -
P or Name

23. Sélectionnez tous les volumes stockés sur le controleur de stockage source, puis cliquez sur Enregistrer.

{J Data Protection Volume Selection ]
Vialumies Srvaphliror
data_00001
clyta_00003
=
um
Snap\faull
data_00001
data_0O003
g
-

24. Cliquez sur Ajouter, puis sélectionnez le deuxieme contréleur de stockage source dans la liste, puis
cliquez sur Suivant.

27



Fa Configuration

Data Protection Volumes

Add SnapMirror and SnapVault Volumes,

(] pata Protection Volumes

Qaga | e & Dalete
Confrolerfvearver IP or Mam | Snspiinror Volumes Snapvalil Volumas
e
data_ 00001
m’TB Ak TR

E Select a Controller/Vserver

Cortrollar i/ sarver | hanatbi
F or Namsa:

B MNed

25. Sélectionnez tous les volumes stockés sur le second contréleur de stockage source, puis cliquez sur

Enregistrer.

[ Data Protection Vohsme Selection

Vaolurmies Snaphirror
data_DO002
e
-
SnapVaull
data_00002
=

26. La fenétre Data protection volumes (volumes de protection des données) affiche tous les volumes devant
étre protégés dans la configuration que vous avez créée. Cliquez sur Suivant.
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, Configuraticon

Data Protection Yolumes

Add SnapMirror and SnapVaull Volumes.

{J Data Protection Volumes

Qm - .":"':.‘ oy Delete
Controller/Vserver P or Mam  Snaphieror Volumes SnapVaul Volumes
[
data_00001
el dﬂa_ 3
haraib data_00002

27. Entrez les informations d’identification des contréleurs de stockage cibles, puis cliquez sur Suivant. Dans
cet exemple, les identifiants utilisateur « root » sont utilisés pour accéder au systeme de stockage. En
général, un utilisateur de sauvegarde dédié est configuré sur le systeme de stockage, puis utilisé avec

Snap Creator.

P Configuraticn

[Data protection relstionships

SnapMirror and SnapVault relationships

Verified all Snaphirror relationships
Verifed ol SnapVaull relationshins

= hanaZb

Controlier Vserver User. | root

Controllar N sarver -111#-11--1
Password

28. Cliquez sur Suivant.



DFMOnCommand Settings

Enter OnComemand credentials and other details and settings.

T Operations Manager console Alert

IF Netipp Management Console data protection capabt

Host

Lizar

Password

Tranzport w
Port

29. Cliquez sur Finish pour terminer la configuration.

# Configuration *

Summary

Configuration MName. ANA_databaces backup
Mumber of Controlers'servers added 2
Cortrolles WVeasnser Name: hanala
Cordroler /v server User; rool

Cordrollér 'esrver Password '
ControllerVserver Name: hanaib
Condrollar V' earver User; rool
Controllarveerver Password "

Data profection Destinmtion Controllers/Veervers added
Cordrolles M server Name: hanalb
Controller/v'server User: rool
Cordroller V' sarver Password "

Global Controler 'V oerver credentials: No
Password Profection: Yes

|»

W odume:s:
hanaladata 00001 deda_00003,
hona1b:data_00D02,

Snapshol Copy Name: Backup- ANA
Snapshol Copy Policy Name Convention: Timestamg

lgnore Applcation Error. No
Snap\Vaull Updale: Yes
Snapault Wakt Time 10
SnapVaull Volumes:
CortrollerVserver. hanala
Wil

cota_00001

data 00003
Controlier/vserver, hanalb

Volumes v
i : LI—I

30. Cliquez sur 'onglet Paramétres SnapVault.
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31. Sélectionnez Oui dans la liste déroulante de I'option SnapVault Restore Wait et cliquez sur Save.

# Moragemert »  sblserzandRiles = | D Dstar @ Polcy = [T Reporz e 4 Hep -

Configurations *= Bachgs * | Job Mordor Logs °

| Profiles and Configur ations @ | Configuration Content : HANA_ prolile_ANA > ANA_database backup
Bk Prosth 2 Retresh F
| Ao Fre el & actions ~ | & Rebosd | g Sewe
4 [IHANA profis ANA s z
Geheral | Confechion | Volmes | Shapthol teltings | ‘Shaphlros eltings Ll 5
& ANA_dalabase DR
+ ANA_dslalwze_backup
4 ANA_non_dalabase _fles DR SnapVault Policies
Enabsda Podey Pobcy Mty Rt
o hourly 10
- ey §
wreakly 1]
ety o
Prevvent Sraprehadl copyy Deletion [T L

SnapVault Reterbon Age

Snaphy'aul wad bine 10

bac Tranzier

Snnpymal Sneiahol cogn 2] W

Lhap'y sl Resloes Wink Wes .""'

Il est recommandeé d’utiliser un réseau dédié pour le trafic de réplication. Si vous décidez de le faire, vous
devez inclure cette interface dans le fichier de configuration Snap Creator en tant qu’interface secondaire.

Vous pouvez également configurer des interfaces de gestion dédiées de sorte que Snap Creator puisse
accéder au systeme de stockage source ou cible en utilisant une interface réseau qui n’est pas liée au

nom d’héte du contréleur de stockage.

mgmtsrvO0l:/opt/NetApp/Snap Creator Framework 411/scServerd4.l.lc/engine/c

onfigs/HANA profile ANA
# vi ANA database backup.conf

G

FHEH AR AR AR A AR AR
# Connection Options

igdddssaddsasdsaddsaaassasdasadiaasdaaadiadsiaaadaaddaaadiaan i RRR i

iggddssasiaas it aaaddi
PORT=443

SECONDARY INTERFACES=hanala:hanala-rep/hana2b;hanalb:hanalb-rep/hana2b

MANAGEMENT INTERFACES=hanaZb:hanazb-mgmt
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Configuration de SAP HANA pour les environnements SAN

Une fois les sauvegardes de données configurées, vous devez ajouter une nouvelle
commande au fichier de configuration Snap Creator dans les environnements dans
lesquels un systeme SAP HANA est connecté a I'aide d’'un réseau SAN Fibre Channel au
contréleur de stockage.

Lorsqu’un point de sauvegarde synchronisé et global est déclenché par Snap Creator dans SAP HANA, la
derniére étape se produit lorsque SAP HANA écrit le fichier
/hana/data/SID/mnt00001/hdb00001/snapshot_Databackup_0_1. Ce fichier fait partie du volume de données
sur le stockage et fait donc partie de la copie Snapshot de stockage. Ce fichier est obligatoire lors de
I'exécution d’une restauration au cas ou la sauvegarde serait restaurée. En raison de la mise en cache des
métadonnées avec le systéme de fichiers « X » (XFS) sur I'héte Linux, le fichier n’est pas immédiatement
visible au niveau de la couche de stockage. La configuration XFS standard pour la mise en cache des
métadonnées est de 30 secondes.

Dans Snap Creator, vous devez ajouter une commande de mise en veille post-application qui attend que le
cache de métadonnées XFS soit transféré vers la couche disque.

Vous pouvez veérifier la configuration du cache des métadonnées a I'aide de la commande suivante :

stlrx300s8-2:/ # sysctl -A | grep xfssyncd centisecs
fs.xfs.xfssyncd centisecs = 3000

1. Dans le fichier de configuration (chemin_installation/numéro_service/moteur/configurations), ajoutez la
commande /bin/Sleep a la section commandes post, comme indiqué dans I'exemple suivant :

FHAFH A AR H SRR F SRR

# Post Commands ifigdgzsasdsdasdEaAa AR EALEEEEEEEEEEEEEEEEEEEE
POST_NTAP_DATA TRANSFER CMDO1=

POST APP QUIESCE CMDOl=/bin/sleep 60

POST CLONE_CREATE CMD01=

Vous devez autoriser un temps d’attente qui est deux fois la valeur du parameétre
fs.xfs.xfssyncd_centisec. Par exemple, avec la valeur par défaut 30 secondes, la commande
Sleep doit étre configurée avec 60 secondes.

Configuration des sauvegardes des journaux

Les sauvegardes des journaux doivent étre stockées sur un systéme de stockage
différent de celui du stockage primaire. Le systéme de stockage utilisé pour la
sauvegarde des données peut également étre utilisé pour la sauvegarde des journaux.

Sur le stockage secondaire, un volume doit étre configuré pour conserver les sauvegardes des journaux.
Assurez-vous que les copies Snapshot automatiques sont désactivées pour ce volume.
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1. Montez le volume sur chaque noeud de la base de données, soit en exécutant la commande mount, soit
en modifiant le fichier fstab (file system table).

hana2b:/vol/backup log ANA /mnt/backup log ANA nfs
rw,bg,vers=3,hard, timeo=600, rsize=65536,wsize=65536,actimeo=0,noatime
0O O

Dans SAP HANA Studio, la destination de sauvegarde des journaux est configurée comme indiqué dans la
figure suivante.
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Nettoyage des sauvegardes des journaux

La gestion des sauvegardes de journaux dans SAP HANA repose sur une fonction de
HANA Studio ou sur une instruction SQL qui permet de supprimer toutes les
sauvegardes antérieures a une sauvegarde sélectionnée.

Snap Creator gére le nettoyage des sauvegardes de données (copies Snapshot) en supprimant les copies
Snapshot sur le stockage primaire ou secondaire et en supprimant les entrées correspondantes dans le
catalogue HANA, en fonction d’une régle de conservation définie.

Les sauvegardes de journaux antérieures a la derniére sauvegarde de données sont supprimées car elles ne
sont pas nécessaires.

Snap Creator gére la gestion des sauvegardes de fichiers de journaux au niveau du systéme de fichiers ainsi
que dans le catalogue de sauvegardes SAP HANA. Dans le cadre de chaque sauvegarde Snapshot avec
Snap Creator, les étapes suivantes sont exécutées :

» Consultez le catalogue de sauvegardes et obtenez I'ID de sauvegarde des données ou des sauvegardes
Snapshot les plus anciennes.

» Supprimez toutes les sauvegardes antérieures a la sauvegarde la plus ancienne.
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Snap Creator gére uniquement les sauvegardes qui s’appuient sur des copies Snapshot, Si des
sauvegardes supplémentaires basées sur des fichiers sont créées, vous devez vous assurer

@ que les sauvegardes basées sur des fichiers sont supprimées du catalogue de sauvegardes et
du systéeme de fichiers. Si une telle sauvegarde de données n’est pas supprimée manuellement
du catalogue de sauvegardes, elle peut devenir la sauvegarde de données la plus ancienne et
I'opération de nettoyage de la sauvegarde des journaux échouera.

Modification du nettoyage des sauvegardes des journaux

Vous pouvez modifier les parameétres configurés pour le nettoyage des sauvegardes des
journaux si vous souhaitez désactiver 'opération de nettoyage des journaux.

1. Sélectionnez le profil SAP HANA a modifier.
2. Sélectionnez la configuration a modifier et cliquez sur Parameétres SAP HANA.

3. Modifiez le paramétre Activer le nettoyage DU JOURNAL, puis cliquez sur Enregistrer.
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Exécution des sauvegardes de base de données

Vous pouvez sauvegarder votre base de données SAP HANA a l'aide de l'interface
graphique Snap Creator ou de la ligne de commandes. Pour planifier des sauvegardes,
vous pouvez utiliser le planificateur dans l'interface graphique, ou utiliser la ligne de
commande en combinaison avec un planificateur externe comme cron.

Présentation des sauvegardes de bases de données

Lorsque Snap Creator sauvegarde la base de données, les étapes suivantes sont
executées.

1. Créez un point de sauvegarde de sauvegarde synchronisée global (copie Snapshot SAP HANA) pour
obtenir une image cohérente sur la couche de persistance.

2. Créez des copies Snapshot de stockage pour tous volumes de données.

Dans I'exemple, trois volumes de données sont distribués sur les deux contréleurs de stockage, hanala et
hana1b.

3. Enregistrez la sauvegarde Snapshot de stockage dans le catalogue des sauvegardes SAP HANA.
4. Supprimez la copie Snapshot SAP HANA.
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5. Démarrez la mise a jour SnapVault pour tous les volumes de données.
6. Vérifiez I'état de la SnapVault et attendez que le délai soit terminé ou que le délai ne soit pas configuré.

7. Supprimez les copies Snapshot de stockage et supprimez les sauvegardes dans le catalogue des
sauvegardes SAP HANA en fonction de la régle de conservation définie pour les sauvegardes sur les
systemes de stockage primaire et secondaire.

8. Supprimez toutes les sauvegardes de journaux, qui sont plus anciennes que la sauvegarde de données la
plus ancienne sur le systéme de fichiers et dans le catalogue de sauvegardes SAP HANA.

Sauvegarde de la base de données a I'aide de I'interface graphique Snap Creator

Vous pouvez sauvegarder une base de données a l'aide de l'interface graphique Snap
Creator.

1. Sélectionnez la configuration HANA_database_backup, puis sélectionnez actions > Backup.
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La sauvegarde démarre. Snap Creator déclenche la mise a jour « SnapVault update » et Snap Creator
attend jusqu’a ce que les données soient répliquées sur le stockage secondaire. Le temps d’attente a été
configuré pendant la configuration et peut étre adapté dans I'onglet SnapVault settings. Snap Creator
déclenche les mises a jour SnapVault en paralléle pour chaque volume du méme contréleur de stockage,
mais en séquence pour chaque contrdleur de stockage.
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Sauvegarder la base de données avec la ligne de commande Snap Creator

Vous pouvez également sauvegarder la base de données a l'aide de la ligne de
commande Snap Creator.

1. Pour sauvegarder la base de données, exécutez la commande suivante.
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mgmtsrv0l:~ #

/opt/NetApp/Snap Creator Framework 411/scServerd4.l.l/snapcreator
--server

localhost --port 8443 --user scadmin --passwd scadmin --profile
HANA profile ANA --config

ANA database backup --action backup --policy daily —--verbose

[Wed Mar 5 14:17:08 2014] INFO: Validating policy: daily finished
successfully

#######4## Detecting Data ONTAP mode for hanala #########4#

#H4####4### Detecting Data ONTAP mode for hanalb ##########

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanaZ2b]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hana2b] finished successfully.

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanala]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hanala] finished successfully.

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanalb]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hanalb] finished successfully.

Truncated

Examen des sauvegardes disponibles dans SAP HANA Studio

La liste des sauvegardes Snapshot de stockage est disponible dans SAP HANA Studio.
La sauvegarde mise en évidence dans la figure suivante montre une copie Snapshot nommée « Backup-
ANA_hourly_20140320103943 ». Cette sauvegarde inclut des copies Snapshot pour les trois volumes de

données du systeme SAP HANA. La sauvegarde est également disponible au niveau du systéme de stockage
secondaire.
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Le nom de la copie Snapshot est utilisé par Snap Creator comme ID de sauvegarde lorsque Snap Creator
enregistre la copie Snapshot de stockage dans le catalogue de sauvegardes SAP HANA. Dans SAP HANA
Studio, la sauvegarde Snapshot de stockage est visible dans le catalogue des sauvegardes. L'ID de
sauvegarde externe (EBID) a la méme valeur que le nom de la copie Snapshot, comme indiqué dans la figure
suivante.
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A chaque exécution de sauvegarde, Snap Creator supprime les sauvegardes Snapshot sur le stockage
principal et sur le stockage secondaire, en fonction des regles de conservation définies pour les différents
calendriers (horaire, quotidien, etc.).

Snap Creator supprime également les sauvegardes dans le catalogue de sauvegardes SAP HANA si la
sauvegarde n’existe pas sur le stockage primaire ou secondaire. Le catalogue des sauvegardes SAP HANA
affiche toujours la liste compléte des sauvegardes disponibles sur le stockage primaire et/ou secondaire.



Sauvegarde basée sur des fichiers SAP HANA et
vérifications de l'intégrité des bases de données

SAP recommande de combiner des sauvegardes Snapshot basées sur le stockage et
une sauvegarde hebdomadaire basée sur des fichiers pour exécuter une vérification de
l'intégrité des blocs. La vérification de l'intégrité des blocs peut étre exécutée depuis
l'interface utilisateur graphique Snap Creator ou I'interface de ligne de commande.
L'opération sauvegarde de données basée sur un fichier est utilisée lorsque les copies de sauvegarde des
fichiers doivent étre conservées. L’'opération Vérification de I'intégrité de la base de données est utilisée

lorsque les copies de sauvegarde doivent étre supprimées.

Vous pouvez configurer une ou les deux opérations. Pour la sauvegarde a la demande, vous pouvez choisir
'une des opérations.

Modification de la configuration de la sauvegarde basée sur les fichiers

Vous pouvez modifier les paramétres configurés pour la sauvegarde basée sur un fichier.

L'opération suivante de sauvegarde planifiée ou a la demande basée sur les fichiers
refléte les informations mises a jour.

1. Cliquez sur le profil SAP HANA.

2. Sélectionnez la configuration a modifier, puis cliquez sur Paramétres de sauvegarde basés sur un
fichier HANA.

Cmimguralioms
Proddes s Comlnjuratss i Canlguratams Condel | Wil AL = S0W HARE

P - B dumaew + ¢ F Remasl |l B M

aTl BAF BANA,

BON_Hana

3. Modifiez les informations, puis cliquez sur Enregistrer.

Modification de la configuration pour les vérifications d’intégrité de la base de
données

Vous pouvez modifier les paramétres configurés pour les vérifications d’intégrité de la
base de données. L'opération suivante de vérification de l'intégrité planifiée ou a la
demande refléte les informations mises a jour.

1. Cliquez sur le profil SAP HANA.

2. Sélectionnez la configuration a modifier et cliquez sur HANA Integrity Check Settings.
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3. Modifiez les informations, puis cliquez sur Enregistrer.

Planification de sauvegardes basées sur des fichiers

Pour les configurations SAP HANA, vous pouvez planifier des opérations
supplémentaires, telles que la sauvegarde basée sur des fichiers et les vérifications de
l'intégrité des bases de données. Vous pouvez planifier 'opération de sauvegarde basée
sur des fichiers afin d’effectuer a des intervalles spécifiques.

1. Dans le menu principal de I'interface graphique Snap Creator, sélectionnez Management > Schedules,
puis cliquez sur Create.

2. Dans la fenétre Nouveau travail, entrez les détails du travail.

La stratégie de sauvegarde basée sur les fichiers est définie par défaut sur « aucune ».
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11 New Job X

Job Name: SAPFBBackup

Start Date 2016-01-22 (3

Active: v

Profile SAP_HANA Y

Configuration. |SCN_HANA v

Action: fileBasedBackup X

Policy: v |

Frequency: sl v
A

Planification des contrdles d’intégrité de la base de données

Pour les configurations SAP HANA, vous pouvez planifier des opérations
supplémentaires, telles que la sauvegarde basée sur des fichiers et les vérifications de

l'intégrité des bases de données. Vous pouvez programmer I'opération de vérification de

I'intégrité de la base de données pour qu’elle se produise a des intervalles spécifiques.

1. Dans le menu principal de I'interface graphique Snap Creator, sélectionnez Management > Schedules,
puis cliquez sur Create.

2. Dans la fenétre Nouveau travail, entrez les détails du travail.

La régle de contréle d’'intégrité est définie sur « aucune » par défaut.
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11&) New Job X

Job Name: SAPFBBackup

Start Date: 2016-01-22 (9
Active: 7

Profile: SAP_HANA D
Configuration: | SCN_HANA v
Action: integrityCheck v
Policy: none .:""'
Frequency: v

4

Effectuer une sauvegarde basée sur des fichiers a partir de I'interface graphique
Snap Creator

Vous pouvez effectuer une sauvegarde en mode fichier a partir de I'interface utilisateur
graphique Snap Creator.

Vous devez avoir activé le parameétre sauvegarde basée sur les fichiers dans I'onglet Parameétres de
sauvegarde basés sur les fichiers HANA.

1. Sélectionnez la configuration HANA_database backup.

2. Sélectionnez actions > sauvegarde basée sur fichier.
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3. Définissez 'option Stratégie sur aucun, puis cliquez sur OK.

i i [ Cwrhervl @ BAP_ HAME = SO ILAMA

B e @ i | g K x

A
e L

AN P i RS B aS | M gl TR Sl e

S Imingnity (heckRAP GLRE > SO WUlRS

Aaldrind P seeren

Exécution d’une sauvegarde basée sur des fichiers a partir de la ligne de
commande Snap Creator

Vous pouvez effectuer une sauvegarde basée sur des fichiers a 'aide de la ligne de
commande Snap Creator.

1. Pour effectuer une sauvegarde basée sur un fichier, exécutez la commande suivante :
./snapcreator --server localhost —--port 8443 --user sc --passwd sc

-—profile hana testing --config HANA Test --action fileBasedBackup
--policy none --verbose

Exécution de vérifications de I’intégrité des bases de données a partir de I'interface
graphique Snap Creator

Vous pouvez effectuer des vérifications de I'intégrité de la base de données a partir de
I'interface utilisateur graphique Snap Creator.

Vous devez avoir activé le parametre de vérification de l'intégrité de la base de données dans I'onglet
Parametres de vérification de l'intégrité HANA.

43



1. Sélectionner la configuration HANA_database_Integrity check.

2. Sélectionnez actions > controle d’intégrité.
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3. Définissez 'option Stratégie sur aucun, puis cliquez sur OK.

wf o L Comrterrl  SAF_HANE TN LGNS
b T - N o aw x5
L]

St Tmingrity CheckSAP TARA = SOW_WARA

Aaldrind P seeren

Exécution de vérifications de I'intégrité de la base de données a partir de la ligne
de commande Snap Creator

Vous pouvez effectuer des vérifications de I'intégrité de la base de données a I'aide de la
ligne de commande Snap Creator.

1. Pour effectuer des vérifications d’intégrité de la base de données, exécutez la commande suivante :

./snapcreator --server localhost —--port 8443 --user sc --passwd sc
-—-profile hana testing --config HANA Test --action integrityCheck
--policy none --verbose

Restauration et restauration des bases de données SAP
HANA

Utilisez SAP HANA Studio et Snap Creator pour restaurer et restaurer des bases de
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données SAP HANA.

1. Dans SAP HANA Studio :

a.
b.

c
d.
e

f.

Sélectionnez Recover pour le systéme SAP HANA.
Le systeme SAP HANA est arrété.

. Sélectionnez le type de restauration.

Fournir les emplacements de sauvegarde des journaux.

. La liste des sauvegardes de données s’affiche

Sélectionnez backup pour afficher I'ID de sauvegarde externe.

2. Pour un systeme de stockage exécutant clustered Data ONTAP uniquement :

a.
b.

C.

Requis uniquement si une autre sauvegarde que la derniére a été utilisée pour la restauration.
Cette étape est uniguement nécessaire pour « SnapRestore de volume » a partir du stockage primaire.

Désactiver les relations SnapVault

3. Au sein de Snap Creator :

a.

Sélectionnez « Restaurer » pour le systéeme SAP HANA.

b. Sélectionnez restore sur le stockage primaire ou secondaire, selon la disponibilité de la sauvegarde sur

f.
g.

le stockage primaire.

Sélectionnez le nom du contrdleur de stockage, du volume et du nom de la copie Snapshot. Le nom de
la copie Snapshot est en corrélation avec I'ID de sauvegarde antérieur.

. Pour les systemes SAP HANA multinceuds, plusieurs volumes doivent étre restaurés :

i. Choisissez Ajouter d’autres éléments de restauration.
ii. Sélectionnez le nom du contréleur de stockage, du volume et du nom de la copie Snapshot.
iii. Répétez ce processus pour tous les volumes requis.

Pour les systémes de base de données & locataire unique (MDC), LES bases DE données SYSTEME
et LES BASES DE DONNEES DES LOCATAIRES sont restaurées.

Le processus de restauration démarre

Restauration terminée pour tous les volumes.

4. Sur les nceuds de la base de données, démontez et montez tous les volumes de données pour nettoyer
les « pointeurs NFS obsolétes ».

5. Dans SAP HANA Studio :

a.
b.
C.
d.

e.

Sélectionnez Refresh dans la liste de sauvegarde.
Sélectionnez sauvegarde disponible pour la récupération (élément vert).
Démarrer le processus de restauration.

Pour les systemes de base de données a locataire unique (MDC), commencez en premier le
processus de restauration de la base de données SYSTEME, puis pour la base de données DES
LOCATAIRES.

Le systeme SAP HANA démarre.

6. (Facultatif) Resume les relations SnapVault pour tous les volumes restaurés.
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Sur les systemes de stockage, cette étape n’est requise que si une sauvegarde autre que la
derniére a été utilisée pour la restauration.

®

Restauration et récupération des bases de données a partir du systéeme de
stockage primaire

Vous pouvez restaurer et récupérer la base de données a partir du stockage primaire.

®

1. Dans SAP HANA Studio, sélectionnez recover pour le systeme SAP HANA.

Vous ne pouvez pas restaurer des copies de sauvegarde basées sur des fichiers a partir de
Snap Creator.

Le systeme SAP HANA s’arréte.

2. Sélectionnez le type de récupération et cliquez sur Suivant.
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Specify Recovery Type
Select a recoven type

- I_Rhtmu the database to its most recent mﬂ

) Recover the database to the following point in ime -

) Recover Database to a Speciic Data Ha:kupq'

Advanced >> |

@ Next > Cancel

* 3"

3. Indiquez les emplacements de sauvegarde du journal et cliquez sur Suivant.
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Recovery of System ANA (an cizshanar0s) b
Locate Log Backups

Specity location(s) of log backup fles to be used to recover the database

(D Even if no log backups were created. a location is still needed to read data that will be used for recoveny
Recovery of Log Backups

if the log backups were wiitten to the file system and subsequently moved. you need to speciy their curment

location If you do not specify an alternative location for the log backups, the systemn uses the location where
the log backups were first saved. The directory specified will be searched recursively

Locations | ]

| Remove All

Rémove

@

| < Back Next > Cancel

La liste des sauvegardes disponibles s’appuie sur le contenu du catalogue de sauvegardes.

4. Sélectionnez la sauvegarde requise et enregistrez I'ID de sauvegarde externe.



Select Backup
D) To recover this smapshol & must be avadabis in the dats area

Selected Point in Tims
Datsbaaw will be necovered 1o #3 magh retent hatn
Baschups

The eventes shiws Backups that wiiy (e0onded in the Backup cabiis] oS sucorishil The Backup at the 150 i eLamated 1o Rive e SHoMest ICowny Birs

Giart Tirns Lot atan Bacvup Prafe Augnatie

o AL AN LA HOT
b

S0 40320 O 3D 4T Fanad ata A oA SHAPSHOT o
140318293047 | ManaidatalAa i swapshaT |0
20140319 2 0 4T Fana'data AlA SRAPSHOT o
V4SBT TAT | manaiataANA L sapsnot |0
o B Rar b e R Fanatdata Al SHAPSHOT o

Ramash | | Show hisde
Detsily of Selecied Nam
St Timss P 200400-20 02 10 4T Dentingtion Typt SHAPSHOT

Sze 478 GA Backup O THARENEE 0 Exteirad Backup 1D Backup- Al houtly_J0140330100943
Dachup Mame ¥ manaastaANASHAPSHOT
Algrnatve Location ™

ot

- E.:l Cancel

5. Désactivez la relation SnapVault.
CD Cette étape n’est requise qu’avec clustered Data ONTAP.

Si vous avez besoin de restaurer une copie Snapshot antérieure a la copie Snapshot actuellement utilisée
comme copie Snapshot de base pour SnapVault, vous devez d’abord désactiver la relation SnapVault dans
clustered Data ONTAP. Pour ce faire, exécutez les commandes suivantes sur la console backup cluster :

hana::> snapmirror quiesce -destination-path hana2b:backup hana data
Operation succeeded: snapmirror quiesce for destination
hana2b:backup hana data.

hana::> snapmirror delete -destination-path hana2b:backup hana data
Operation succeeded: snapmirror delete the relationship with destination

hana2b:backup hana data.

hana::> snapmirror release -destination-path hana2b:backup hana data
[Job 6551] Job succeeded: SnapMirror Release Succeeded

6. Dans l'interface graphique Snap Creator, sélectionnez le systeme SAP HANA, puis sélectionnez actions >
Restore.
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Bachups © Configurations ©

" Profiles and Configurations  « | Configuration Content : HANA_profile_ANA > ANA_database_backup
3 addprotie & Rufresh
4 [THANA profie ANA

» ANA_database DR

 ANA_datsbase_backup

% ANA_ron_dstsbase_fles_DR

(G Actons = | & Relosd | g Seve

ap LLIN Clone Volurnes | Snapshol saftings | SnapMiror saffings | Snap’
2 whea s : - : :
Bachyp

J4 Restors

2 sedump i

i Ciscower o b
|l Archive Log
D Quiesce
i Unquiesce
=5 Mount

sy Limount
2, ossv

L'écran Bienvenue dans I'assistant de restauration Snap Creator Framework s’affiche.

7. Cliquez sur Suivant.

F Maragiterl = =5 Unevi adPies 7 Date = i Poscy e [ Beports 0 o b - &

[ T —

-
ﬂjum y“lﬂm. £ Avoss | g S
o ] Maen, pretie_AMA,
Corrstion | Volmes bedt new x
L+ ANA_gelntne_baci st Bt o Welonime
Abih_pi_Snlataze
N -'-m i ] Wiehoies Do I Shig Cioadd st & Beslong WEedd
L P » Tha pomloe wissrd Belpes yis 10 porTom Vokumss Restone,
e L2y Tracr N Single Tl Resinre, or Snapsull Resione on (e seberied

eawligpe sl

8. Sélectionnez Primary et cliquez sur Next.
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9. Sélectionnez Restore from primaire Storage.

10. Sélectionnez le contréleur de stockage, le nom du volume et le nom de la copie Snapshot.

Le nom du snapshot est en corrélation avec I'ID de sauvegarde sélectionné dans SAP HANA Studio.
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o AL, iy sl it [ e i Coti oler W amrwer arter, Volurs Warre File'y, Bl pogy furres woul Bewlod e T
L Pl )
Erannt Liny Tracs b Caevle N Fiee Fanat v -
RS S i a0 -
P Iy -
® frup Crestor Snagehol Copes A Sragehor Copes
AR Srageatet Cofy ra USRS R R
Ll Wi Mactoee -
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11. Cliquez sur Terminer.
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12. Cliquez sur Oui pour ajouter d’autres éléments de restauration.
F Macagemert = g Unern e foen s Can e oy Poley =+ [ Benorts = @ Heig -
.. s
| I A Frodie - Rebmch | o @R = e
| @ T ABEA_peetie_ANA | { [ {
% . m:.m'mvmiwaw Sowghrtor tetings | Srapiut setingt | s tesings | CrCommand P |
o BMA_refabecs DaCkig Fazvword Frergglion.
A AMA_fon_detsbade il DR Lt GRo0al oty 3
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Erusbéor Lo Trasce: Her b
| Woarning

8 Wousd you like b a0 mens resiane demms
on g conBgurabon’ Sehect 70 e e
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rgne rogdore ems

13. Sélectionnez le contrdleur de stockage, le nom du volume supplémentaire et le nom de la copie Snapshot.

Le nom du snapshot est en corrélation avec I'ID de sauvegarde sélectionné dans SAP HANA Studio.
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14. Répétez les étapes 10 a 13 jusqu’a ce que tous les volumes requis soient ajoutés ; dans notre exemple,
Data_00001, Data_00002 et Data_00003 doivent étre sélectionnés pour le processus de restauration.

15. Lorsque tous les volumes sont sélectionnés, cliquez sur OK pour lancer le processus de restauration.
& Marapeeant = B9 Usevneod Foies = 3 Dalle = "Pdni l"hp-a-‘l'l:r ki Heip = G“

Backigs *  Condigurobions ©
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Le processus de restauration démarre.



A Management v g UsersandRoles ~ 7 Dsta~ @ Pokcy~ [* Reports» ) Hep -

Configurations
) profiles and Configurations  « || Configuration Content : HANA_profile_ANA > ANA_database_backup
@) Actions » | & Reoed | g Save

Connecton | Volumes | Snapshot setings | SaapMiror settngs | SnapVaul settngs | Clone setings | OnCommand/OF M

& Weicome. sc! ~

Archive Log Management | SAPHANA | Agent | Eventsetings | Commands

L ANA_dstsbese_backup Password Encrypton

alii o Use Giobal confiy
Log Fies w
Enabie Log Trace Yo v

Agent validation completed successfully for agent localhost:9090
treeeerees Plugin validation seeseesees

Plugin validation completed successfully for plugin hana
$888802088 Running Restore Record id Finder sesessssss

TITERNRNNR Restore ExtendedRepositoryRecord Id set: 113 sessasnass

sessssssee Pre tore commands $3ssEssese

are not defined

S e m o w e w

11 Fre for plugin: hans

12| (localhost:9090 (4.1.1.1)] Application specific restorePre operation is not yet implemented for this plugin

13 Pre Restore bandling for plugin: hana finished successfully

-

MM Application Pre Restors finished successfully SHRIIININE

Attendez que le processus de restauration soit terminé.

16. Sur chaque nceud de base de données, remontez tous les volumes de données sur les pointeurs NFS

17. Accédez a SAP HANA Studio et cliquez sur Refresh pour mettre a jour la liste des sauvegardes

54

obsolétes.

Dans I'exemple, les trois volumes doivent étre remontés sur chaque nceud de base de données.

mount -o remount /hana/data/ANA/mnt00001
mount -o remount /hana/data/ANA/mnt00002
mount -o remount /hana/data/ANA/mnt00003

disponibles.




18.

Salect Backup

Recevery of System ANA {on cishanard®)

&) To recowes this snapihol, # manit be availabie in the data area

Selectad Point in Time

Databasw will be iscomerad 18 &5 most recent state
Bachups

Tha e SNewE DaCFUDS Nat wels ecoded m the Dackup Catadeg a8 succestil The backup at the top is «itmated B0 have the Shomett neg ovdy ima

SRart Tima LEcuhen

20140020 04 AT
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Cancal Retails => | |Fun in Batkpraand |

.-: ﬁ.lrJl ¢.ln|:|F.

La sauvegarde restaurée avec Snap Creator est indiquée par une icone verte dans la liste des

sauvegardes.

Sélectionnez la sauvegarde et cliquez sur Suivant.

Select Backup
Sabecta bathup to tecov the AP MAMNA dPabaie

Salected Fointin Time
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Backups
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19. Sélectionnez d’autres paramétres comme requis et cliquez sur Suivant.

Aecovury of Systern ANA on cmahanakl)

Oihar Sethings

Ensure that ™ snapehct is awailable in the SAF HANA system

Check: Avadabilly of Log Batkups
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backups

Check the availabiity of log bsckups stored in the redevant lecationis)
W Fae Symm'

[ Thied-Party Backup Tool iBlacking

mitialze Log Ases
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If you rcaver thi databass fom B difeient System, the old Bcense Kiy wil no longer be vald
il can
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@ | <Back _E | concs

20. Cliquez sur Terminer.
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21. Une fois la restauration terminée, reprendre les relations SnapVault, si nécessaire.
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Restauration et récupération des bases de données a partir du systéeme de
stockage secondaire

Vous pouvez restaurer et récupérer la base de données a partir du stockage secondaire.

1. Dans SAP HANA Studio, sélectionnez recover pour le systeme SAP HANA.
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Le systeme SAP HANA va étre arrété.

2. Sélectionnez le type de récupération et cliquez sur Suivant.
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Recovery of System ANA (en cishanardl) b

Speciy Recovery Type
Select a recovery type

@ [Recover the database to fts most recent state’”

() Recover the database to the following point in time *

' Recover Database 1o a Specific Data Blchlp“

| Advanced >>

@ [_be> || conce

3. Indiquez les emplacements de sauvegarde des journaux et cliquez sur Suivant.
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Recovery of System ANA (on cishanar08)

Locate Log Backups

Specity location{s) of log backup files to be used to recover the database

(D) Even ifno log backups were created. a location is still needed to read data that will be used for recovery
Recovery of Log Backups

If the log backups ware written to the file system and subsequently moved. you need to speciy their current

locatien. if you do not speciy an altmative location for the fog backups. the system uses the location whire
the log backups were first saved The directory specified will be searched recursively

Locations [

fust/sap/ANAHDBA Backupilag

Remove All

@

< Back _' Cancel

La liste des sauvegardes disponibles s’affiche en fonction du contenu du catalogue de sauvegardes.

4. Sélectionnez la sauvegarde requise et notez I'ID de sauvegarde externe.
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Select Backup
@ To recover this snapshol. & must be available m the data arsa

Salected Poind ih Tima
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Bachups
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Alteimatie Location ®

@} ; < [Gack . Cancel

5. Accédez a l'interface graphique Snap Creator.

6. Sélectionnez le systeme SAP HANA, puis cliquez sur actions > Restaurer.
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L’écran Bienvenue s’affiche.
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9. Entrez les informations requises. Le nom du snapshot est en corrélation avec I'ID de sauvegarde



sélectionné dans SAP HANA Studio.
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11. Cliquez sur Oui pour ajouter d’autres éléments a restaurer.
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12. Fournissez les informations requises pour tous les volumes a restaurer. Dans le fichier setup Data_00001,
Data_00002 et Data_00003 doivent étre sélectionnés pour le processus de restauration.
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13. Lorsque tous les volumes sont sélectionnés, sélectionnez OK pour lancer le processus de restauration.

Attendez que le processus de restauration soit terminé.
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14. Sur chaque nceud de base de données, remontez tous les volumes de données pour nettoyer « les
pointeurs NFS du systéme ».

Dans I'exemple, les trois volumes doivent étre remontés sur chaque nceud de base de données.

mount -o remount /hana/data/ANA/mnt00001
mount -o remount /hana/data/ANA/mnt00002
mount -o remount /hana/data/ANA/mnt00003

15. Accédez a SAP HANA Studio et cliquez sur Refresh pour mettre a jour la liste de sauvegarde.

Recovery ol System AMA fon coshanardl

Select Backup
Swelect 3 backup to mcover tha SAP HANA databate

Selected Paint in Time
Databasé will be Pecovied b f5 mMost iecant slate
Backupa
t:hm;w shirs backups that weie reorded in the backup catalog as suctesshd The backup a2 the top s estmated To hive the shortest reCovery
Stant Tima Locatan Backup Prifs Ayadable =
FULE R B Y FREE MNBRE TR =l L U et L] iy
H140405 10004 | ManaidataANA | sapshor | @
200440004 11 0O O Mhanalaatalaia SHAPSHOT (O
40400 11 000l Tidiik AL e TR T =RHAGY |
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16. La sauvegarde restaurée avec Snap Creator est indiquée par une icone verte dans la liste des
sauvegardes. Sélectionnez la sauvegarde et cliquez sur Suivant.

17. Sélectionnez d’autres paramétres comme requis et cliquez sur Suivant.
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Le processus de récupération commence.

Recovery of Sisterm ANA [on ciahnnardd)

Recovery Progrem Information
(@ Prapare Racoviny - Stopping System

Host: cishanar1o
* Recovery of host ‘Cishanarld’ pending
Nams Server £ Process running but state unknown

Hest: cishanarll
¥ Rec vy of hast ‘crghanar] |'pahdlﬂg
Hame Server £ Process mEnning but state unknown

Hest: cishanards
¥ Recovery of host ‘cishanar(d’ pendng

Daemon Process natiaking
Hama Server B Running
index Sare Inmaiging
Stastics Senver IntiabTing
XSEngine nitakaing
Preprocessor B Running

19. Une fois le processus de restauration terminé, reprenez les relations SnapVault, le cas échéant.

-1 Recovery of Systern ANA jon cimbanandd) o
Recovary Execution Summary

| System AMA receversd,

12 volurme s were resoveied

Recoweted to Time Apt T_ 2014 10023 5T P GMT-07 00
Facomited o Log Posdson 3108000

Reprise d’une relation SnapVault aprés une restauration

Toute restauration non effectuée a I'aide de la derniére sauvegarde Snapshot supprime la
relation SnapVault sur les systémes de stockage primaire.
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Une fois le processus de restauration et de restauration terminé, la relation SnapVault doit étre reprise afin que
les sauvegardes puissent étre a nouveau exécutées avec Snap Creator. Sinon, Snap Creator génére un
message d’erreur, car le département informatique ne trouve plus la relation SnapVault sur les systemes de
stockage primaires.

Le transfert de données requis repose sur un transfert delta, si une copie Snapshot commune est toujours
présente entre le volume source et le volume de destination.

Reprise d’une relation SnapVault avec Data ONTAP en 7-mode

Si vous restaurez a I'aide d’'une sauvegarde Snapshot autre que la derniére, vous devez
reprendre la relation SnapVault afin que Snap Creator puisse continuer a exécuter les
sauvegardes.

1. Reprendre la relation SnapVault avec Data ONTAP sous 7-mode en entrant la commande suivante.
SnapVault start -r -S source_Controller:volume_source, volume_sauvegarde:volume_sauvegarde

Exécutez cette étape pour tous les volumes appartenant a la base de données SAP HANA.
hana2b> snapvault start -r -S hanala:/vol/data 00001/mnt00001

hana2b:/vol/backup data 00001/mnt00001
The resync base snapshot will be: Backup-ANA-SV daily 20140406200000

Resync may alter
Are you sure you
7 14:08
SnapVault resync
/vol/backup data
successful.

Mon Apr

the data in this gtree.
want to resync the gtree? y
:21 CEST
of
00001/mnt00001 to hanala:/vol/data 00001/mnt00001 was

[hana2b:replication.dst.resync.success:notice]:

Transfer started.

Monitor progress

with 'snapvault status' or the snapmirror log.

hana2b> snapvault start -r -S hanalb:/vol/data 00002/mnt00002
hana2b:/vol/backup data 00002/mnt00002
The resync base snapshot will be: Backup-ANA-SV daily 20140406200000

Resync may alter
Are you sure you
7 14:09
SnapVault resync
/vol/backup data
successful.

Mon Apr

the data in this gtree.
want to resync the gtree? y
:49 CEST
of
00002/mnt00002 to hanalb:/vol/data 00002/mnt00002 was

[hana2b:replication.dst.resync.success:notice]:

Transfer started.

Monitor progress

with 'snapvault status' or the snapmirror log.
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hana2b> snapvault start -r -S hanala:/vol/data 00003/mnt00003
hana2b:/vol/backup data 00003/mnt00003

The resync base snapshot will be: Backup-ANA-SV daily 20140406200000
Resync may alter the data in this gtree.

Are you sure you want to resync the gtree? y

Mon Apr 7 14:10:25 CEST [hanalb:replication.dst.resync.success:notice]:
SnapVault resync of

/vol/backup data 00003/mnt00003 to hanala:/vol/data 00003/mnt00003 was
successful.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

Une fois le transfert de données terminé, vous pouvez de nouveau planifier les sauvegardes a 'aide de
Snap Creator.

Reprise d’une relation SnapVault avec clustered Data ONTAP

Si vous restaurez a I'aide d’'une sauvegarde Snapshot autre que la derniére, vous devez
reprendre la relation SnapVault afin que Snap Creator puisse continuer a exécuter les
sauvegardes.

1. Recréer et resynchroniser la relation SnapVault.

hana::> snapmirror create -source-path hanala:hana data -destination
-path

hanaZb:backup hana data -type XDP

Operation succeeded: snapmirror create the relationship with destination
hanaZ2b:backup hana data.

hana::> snapmirror resync -destination-path hana2b:backup hana data
-type XDP

Warning: All data newer than Snapshot copy sc-backup-

daily 20140430121000 on volume

hana2b:backup hana data will be deleted.

Do you want to continue? {yln}: vy

[Job 6554] Job is queued: initiate snapmirror resync to destination
"hana2b:backup hana data".

[Job 6554] Job succeeded: SnapMirror Resync Transfer Queued

2. Pour redémarrer le transfert SnapVault, une copie Snapshot manuelle est requise.
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hana::> snapshot create -vserver hanala -volume hana data -snapshot

SV_resync

hana::> snapshot modify -vserver hanala -volume hana data -snapshot
Sv_resync -snapmirror-label daily

hana::> snapmirror update -destination-path hana2b:backup hana data
Operation is queued: snapmirror update of destination
hanaZ2b:backup hana data.

3. Vérifiez que la relation SnapVault apparait dans la liste des destinations.

hana::> snapmirror list-destinations -source-path hanala:hana data

Progress
Source Destination Transfer Last
Relationship
Path Type Path Status Progress Updated Id
hanala:hana data
XDP hana2b:backup hana data
Transferring
38.46KB 04/30 18:15:54

9137£fb83-
cba9-11e3-85d7-123478563412

La restauration des bases de données aprés une panne du stockage primaire

Aprés une panne du stockage primaire ou lorsque toutes les copies Snapshot sont
supprimées des volumes du stockage primaire, Snap Creator ne pourra pas gérer la
restauration, car il n’y aura plus de relation SnapVault sur les systémes de stockage
primaire.

La restauration des bases de données aprés une défaillance du stockage primaire avec Data ONTAP 7-
mode

Vous pouvez restaurer une base de données SAP HANA aprés I'échec d’un systéme de
stockage primaire exécutant Data ONTAP en 7-mode.
1. Dans ce cas, la restauration doit étre exécutée directement sur le systéme de stockage secondaire a I'aide
de la commande suivante : SnapVault restore --s snapshot_name -S
backup_Controller:backup_volumesource Controller:source_volume

Exécutez cette étape pour tous les volumes appartenant a la base de données SAP HANA.
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hanala> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00001/mnt00001 hanala:/vol/data 00001/mnt00001
Restore will overwrite existing data in /vol/data 00001/mnt00001.

Are you sure you want to continue? y

Thu Apr 10 11:55:55 CEST [hanala:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00001/mnt00001.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hanala> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00003/mnt00003 hanala:/vol/data 00003/mnt00003
Restore will overwrite existing data in /vol/data 00003/mnt00003.

Are you sure you want to continue? y

Thu Apr 10 11:58:18 CEST [hanala:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00003/mnt00003.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hanalb> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00002/mnt00002 hanalb:/vol/data 00002/mnt00002
Restore will overwrite existing data in /vol/data 00002/mnt00002.

Are you sure you want to continue? y

Thu Apr 10 12:01:29 CEST [hanalb:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00002/mnt00002.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

Une fois le processus de restauration terminé, vous utilisez SAP HANA pour effectuer la restauration.

La restauration des bases de données aprés une panne du stockage primaire grace a clustered Data
ONTAP

Vous pouvez restaurer une base de données SAP HANA aprées une panne d'un systéme
de stockage primaire exécutant clustered Data ONTAP.

Si I'on suppose que le volume primaire est totalement perdu, il faut créer un nouveau volume primaire, puis le
restaurer a partir du volume de sauvegarde.

1. Créez un volume primaire avec une protection des données de type.
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hana::> volume create -vserver hanala -volume hana data -aggregate

aggr _sas 101 -size 300G -state online -type DP -policy default -autosize
-mode grow_ shrink -space-guarantee none

-snapshot-policy none -foreground true

[Job 6744] Job is queued: Create hana data.

[Job 6744] Job succeeded: Successful

2. Restaurez toutes les données a partir du volume de sauvegarde.

hana::> snapmirror restore -destination-path hanala:hana data -source
-path hana2b:backup hana data -source-snapshot sc-backup-

daily 20140505121000

[Job 6746] Job is queued: snapmirror restore from source
"hana2b:backup hana data" for the

snapshot sc-backup-daily 20140505121000.

hana::> job show -id 6746

Owning
Job ID Name Vserver Node State
6746 SnapMirror restore hana hanaOl Running

Description: snapmirror restore from source
"hana2b:backup hana data" for the snapshot sc-backup-
daily 20140505121000

Une fois le processus de restauration terminé, vous utilisez SAP HANA pour effectuer la restauration.

Paramétres du plug-in SAP HANA

Le tableau suivant répertorie les paramétres du plug-in SAP HANA, fournit les paramétres et décrit les
parametres.

Parameétre Réglage Description
SID HANA Exemple : ABC SID de base de données HANA.
NCEUDS_ HANA Exemple : node1, node2, node3 Liste des nceuds HANA séparés

par une virgule sur lesquels les
instructions hdbsql peuvent étre
exécutées.
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Parameétre

NOM_UTILISATEUR_HANA

MOT_DE_PASSE_HANA

INSTANCE_HANA

HANA_HDBSQL_CMD

HANA_OSDB_USER

HANA_USERSTORE_KEYS

HANA_FILE_BACKUP_ENABLE

CHEMIN_SAUVEGARDE_HANA _
FILE

74

Réglage

Exemple :

Exemple :

Exemple :

Exemple :

hdbsql

Exemple :

Exemple

backupUser

hfasfh87r83r

42

/usr/sa p/hdbclient/

user1

: node1:key1, noeud

2:key2, noeud 3:ke y3

«O»ou«N»

Exemple

:/hana/data/SCN/mnt00001

Description

Nom d’utilisateur de la base de
données HANA. Le priviléege
minimum requis pour cet utilisateur
est le privilege
D’ADMINISTRATEUR DE
SAUVEGARDE.

Mot de passe de base de données
HANA.

Numéro d’instance de nceud
HANA.

Chemin d’accés a la commande
HANA hdbsql. Si ce paramétre
n’est pas défini, hdbsql est utilisé
sur le chemin de recherche. La
valeur par défaut est hdbsql.

L'utilisateur du systéme
d’exploitation pour I'exécution de
hdbsqgl (généralement sidadm) doit
avoir le binaire hdbsql dans le
chemin de recherche et
I'autorisation de I'exécuter.

Liste séparée par des virgules des
clés userstore HANA et des paires
de nceuds a I'aide desquelles les
instructions hdbsqgl peuvent étre
exécutées.

Détermine si Snap Creator doit
activer une sauvegarde basée sur
les fichiers pour le plug-in SAP
HANA. Ce parameétre est utile
lorsque vous souhaitez effectuer
une opération de sauvegarde
basée sur des fichiers SAP HANA.

(Facultatif) chemin d’accés au
répertoire dans lequel la
sauvegarde du fichier de base de
données peut étre stockée. Si ce
parametre n’est pas défini, utilisez
par défaut.



Parameétre

HANA_FILE_BACKUP_PREFIX

HANA_INTEGRITY_CHECK_ENA
BLE

HANA_TEMP_FILE_BACKUP_PA
TH

HANA_LOG_CLEANUP_ENABLE

Dépannage

Réglage
EXEMPLE :

SNAPCREATOR_<HANA FILE_B
ACKUP_PREFIX> <CURRENT _
TIMESTAMP>

«O»ou«N»

Exemple :/temp

«O»ou«N»

Description

(Facultatif) ajoute un préfixe au
nom du fichier de sauvegarde. Par
défaut :

SnapCreator  <CURRENT_TIME
STAMP>

Détermine si Snap Creator doit
activer le contréle d’intégrité du
plug-in SAP HANA. Ce parameétre
est normal lorsque vous souhaitez
exécuter 'opération de vérification
d’intégrité SAP HANA.

(Facultatif) chemin d’accés ou le
fichier temporaire de base de
données pour la vérification de
lintégrité peut étre stocké. Si ce
n’est pas le cas, utilisez le
parametre par défaut.

Active le nettoyage du catalogue
de journaux.

La section Dépannage fournit des informations sur les codes d’erreur, les messages
d’erreur et comprend la description ou la résolution du probléme.

Le tableau suivant répertorie les messages d’erreur du plug-in SAP HANA.

Code d’erreur

hdb-00001

Message d’erreur

Impossible de trouver un nceud
HANA accessible pour I'exécution
des commandes hdbsql a I'aide
des paramétres de configuration
fournis. Vérifiez et mettez a jour les
paramétres HANA dans la
configuration, puis réessayez.

Description/résolution

Vérifiez que les nceuds HANA sont
exécutés et accessibles, et que le
numeéro d’instance fourni est
correct.
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Code d’erreur

hdb-00002

hdb-00003

hdb-00004

hdb-00005

hdb-00006

hdb-00007
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Message d’erreur

Echec de la création du snapshot
de base de données pour [$sid].

Echec de la suppression du
snapshot de la base de données
pour [$sid].

La connexion au nceud
[$hana_node] avec l'instance
[$instance] a échoué car la
connexion a été refusée.

La base de données [$sid] a déja
un snapshot !

Impossible de résoudre le nom
d’hoéte [$hana_node].

Nom d'utilisateur ou mot de passe
non valide. Vérifiez les informations
d’identification et réessayez.

Description/résolution

Vérifiez si un snapshot de base de
données HANA est déja créé sur la
base de données. Si vous avez
déja créé, supprimez le snapshot
de la base de données HANA ou
exécutez une opération de mise au
repos. Si ce n'est pas déja fait,
vérifiez dans les journaux la
présence d’autres messages
d’erreur et détails.

Vérifiez si un snapshot de base de
données HANA est déja supprimé.
Si oui, cette erreur peut étre
ignorée. Si non, vérifiez les
parametres du plug-in SAP HANA
et assurez-vous que les nceuds
sont accessibles et le numéro
d’instance fourni est correct.

Le nceud HANA avec I'instance
affichée dans le message est
inaccessible. Ce peut étre juste un
avertissement car le plug-in tentera
d’exécuter les commandes hdbsq|
sur d’autres noeuds. Vérifiez les
journaux pour voir si 'opération a
réussi.

Le snapshot de la base de
données HANA existe déja sur la
base de données. Supprimez le
snapshot de la base de données
HANA ou exécutez une opération
d’annulation de mise au repos pour
résoudre ce probléme.

Le nom d’héte du nceud HANA ne
peut pas étre résolu. Vérifiez les
entrées de votre serveur DNS ou
de vos hobtes etc.

Le nom d'utilisateur et le mot de
passe fournis pour la base de
données HANA sont incorrects.
Corrigez les entrées dans le fichier
de configuration et réessayez.



Code d’erreur

hdb-00008

hdb-00009

hdb-00010

hdb-00011

hdb-00012

hdb-00013

Message d’erreur

L’exécution de la commande
[$hdbsql_cmd] sur [$hana_node] a
échoué.

Impossible de trouver HANA
[$info].

La collecte des informations du
systeme d’exploitation a échoué.

La collecte des informations du
systeme d’exploitation a échoué.

La collecte des informations de
SnapDrive a échoué.

Le paramétre HANA NODES n’est
pas défini. Vérifiez les parametres
HANA dans le fichier de
configuration.

Description/résolution

Le plug-in n’a pas pu exécuter la
commande hdbsql sur tous les
nceuds HANA fournis dans la
configuration. Vérifiez les nceuds
HANA et les paramétres
d’instance, et assurez-vous qu’au
moins un nceud HANA est
fonctionnel et accessible.

L'opération SCDUMP du plug-in
SAP HANA n’a pas pu récupérer
d’informations particuliéres a partir
des bases de données HANA.
Vérifiez les noeuds HANA et les
parametres d’instance, et assurez-
vous qu’au moins un nceud HANA
est fonctionnel et accessible.

La collecte des informations sur le
systeme d’exploitation a échoué
dans I'environnement Windows. Le
plug-in SAP HANA n’est pas pris
en charge par Windows. Utilisez
plutét un systéme d’exploitation
SLES.

Snap Creator n’a pas pu collecter
les informations OS pour
I'opération SCDUMP. Vérifiez le
fichier de configuration de votre
agent et corrigez les paramétres.

Le plug-in SAP HANA n’est pris en
charge que dans un environnement
NFS. Votre configuration pour la
base de données HANA est activée
sur SnapDrive ; définissez
SNAPDRIVE=Nin dans le fichier de
configuration.

Le paramétre HANA nodes
(HANA_NODES) est requis pour le
plug-in SAP HANA. Définissez le
paramétre et réessayez.
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Code d’erreur

hdb-00014

hdb-00015

hdb-00016

hdb-00017

Message d’erreur

Impossible de trouver un nceud
HANA accessible pour exécuter les
commandes hdbsqlshs a l'aide des
parametres de configuration
fournis. Vérifiez et mettez a jour les
paramétres HANA dans la
configuration, puis réessayez.

Le paramétre HANA_INSTANCE
n’est pas défini. Vérifiez les
parameétres HANA dans le fichier
de configuration.

Le paramétre HANA_PASSWORD
n’est pas défini. Vérifiez les
parameétres HANA dans le fichier
de configuration.

Chemin d’acces a hdbsq|, la valeur
du paramétre
HANA_HDBSQL_CMD n’est pas
valide !

Par ou aller plus loin

Description/résolution

Vérifiez que les nceuds HANA sont
exécutés et accessibles, et que le
numeéro d’instance fourni est
correct.

Le paramétre HANA instance
(HANA_INSTANCE) est requis
pour le plug-in SAP HANA.
Définissez le paramétre et
réessayez.

Le paramétre HANA password
(HANA_PASSWORD) est requis
pour le plug-in SAP HANA.
Définissez le paramétre et
réessayez.

L’'un des événements suivants s’est
produit :

* Vous n’'avez pas fourni le
chemin hdbsql

* Le chemin hdbsql fourni est
incorrect.

Assurez-vous que le client HANA
hdbsql est installé sur 'héte de
gestion sur lequel Snap Creator
Agent est installé, et fournissez le
chemin d’acces correct au binaire
hdbsqgl dans les paramétres HANA,
puis réessayez.

Pour plus d’'informations sur Snap Creator, notamment sur les versions, consultez le site

de support NetApp.

* "Guide d’installation de Snap Creator Framework 4.3.3"

Décrit I'installation du serveur et de 'agent Snap Creator. Linstallation de I'agent inclut le plug-in SAP

Hana.

* "Guide d’administration de Snap Creator Framework 4.3.3"

Décrit comment gérer Snap Creator Framework une fois I'installation terminée.
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https://docs.netapp.com/us-en/snap-creator-framework/installation/index.html
https://docs.netapp.com/us-en/snap-creator-framework/administration/index.html

"Notes de version de Snap Creator Framework 4.3.3"

Décrit les nouvelles fonctionnalités, les mises en garde importantes, les problemes connus et les limites du
produit Snap Creator Framework 4.1.1.

"Discussions sur Snap Creator Framework"

Communiquez avec vos pairs, posez des questions, échangez des idées, trouvez des ressources et
partagez les meilleures pratiques Snap Creator.

"Vidéo NetApp : SnapCreatorTV"

Visionnez des vidéos montrant les principales technologies Snap Creator.
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https://docs.netapp.com/us-en/snap-creator-framework/releasenotes.html
http://community.netapp.com/t5/Snap-Creator-Framework-Discussions/bd-p/snap-creator-framework-discussions
http://www.youtube.com/SnapCreatorTV
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