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Guide d’installation et de configuration pour
Linux® pour clustered Data ONTAP
Ce guide décrit les premières tâches à effectuer pour déployer SnapDrive 5.3.2 pour
UNIX avec clustered Data ONTAP dans un environnement Linux.

Les rubriques incluent la procédure d’installation et de configuration du produit et la procédure de sauvegarde
des bases de données.

Présentation du produit

SnapDrive pour UNIX est une solution de stockage et de gestion de données basée sur
hôte pour les environnements UNIX. SnapDrive for UNIX simplifie la gestion des
données, améliore la disponibilité des données et augmente la fiabilité des données
d’applications grâce à des copies Snapshot cohérentes au niveau du système de fichiers
et du provisionnement du stockage simplifié.

Vous pouvez utiliser SnapDrive pour UNIX en tant que produit autonome ou en même temps que d’autres
produits SnapManager fonctionnant sous UNIX. En déployant SnapDrive for UNIX avec SnapManager, vous
pouvez créer une sauvegarde de données cohérente au niveau des applications.

Points forts de SnapDrive

SnapDrive for UNIX permet de simplifier les tâches de gestion du stockage. Certaines des tâches que vous
pouvez effectuer à l’aide de SnapDrive pour UNIX sont les suivantes :

• Création de copies Snapshot à l’aide de clustered Data ONTAP

SnapDrive pour UNIX vous permet de créer et de supprimer des copies Snapshot d’un système de fichiers,
d’un groupe de volumes, d’un volume hôte ou d’une LUN, ainsi que de cloner des entités de stockage à
partir de copies Snapshot.

• Provisionnement et gestion du stockage avec peu ou pas d’temps d’indisponibilité pour les applications ou
les hôtes.

SnapDrive pour UNIX permet de créer et de supprimer des composants de stockage, y compris des
groupes de disques, des volumes hôtes, des systèmes de fichiers et des LUN dans des environnements
de clusters hôtes. SnapDrive pour UNIX vous permet également d’étendre le stockage, de connecter le
stockage à un hôte et de déconnecter le stockage d’un hôte.

• Contrôle d’accès basé sur des rôles, ce qui permet aux administrateurs du stockage de limiter les
opérations que les utilisateurs SnapDrive peuvent effectuer, en fonction des rôles qui leur ont été attribués.

Outre ces fonctionnalités majeures, SnapDrive offre les avantages suivants :

• Fonctionnement de séparation des clones amélioré

• SnapRestore basée sur les volumes (VBSR)

• Options de l’interface de ligne de commandes

• Utilitaire de collecte de données

1



• Prise en charge du changement de nom du système de stockage

• Prise en charge des LUN RDM Fibre Channel dans les systèmes d’exploitation invités Linux

Flux de travail de déploiement

Avant de créer des copies Snapshot avec SnapDrive, vous devez installer les utilitaires
d’hôtes Linux (si vous utilisez le protocole FC ou iSCSI), installer SnapDrive pour UNIX,
vérifier les configurations prises en charge pour SnapDrive, provisionner le stockage et
configurer la connexion de l’hôte Linux au système de stockage NetApp.

Préparation du déploiement

Les hôtes sur lesquels vous installez SnapDrive pour UNIX doivent répondre à la
configuration logicielle, matérielle, navigateur, base de données et système d’exploitation
spécifique. Pour plus d’informations sur la configuration requise, voir l’outil Interoperability
Matrix Tool.
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1. Vérifiez que vous disposez des licences requises.

2. Vérifier que la configuration prend en charge SnapDrive.

3. Vérifiez que votre hôte Linux répond aux exigences SnapDrive.

Informations connexes

Conditions requises pour la licence SnapDrive for UNIX

Configurations compatibles

Configuration requise pour l’hôte Linux

"Matrice d’interopérabilité NetApp"

Conditions requises pour la licence SnapDrive for UNIX

Avant d’installer SnapDrive pour UNIX, vous devez vous assurer que vous disposez des
licences appropriées pour les logiciels et protocoles requis.

Les exigences relatives à la licence SnapDrive pour UNIX sont les suivantes :

Licence Description Le cas échéant

SnapRestore Licence requise qui permet à
SnapDrive pour UNIX de restaurer
des copies Snapshot.

Sur les systèmes de stockage
NetApp

FlexClone Une licence facultative pour le
clonage de copies Snapshot.

Sur les systèmes de stockage
NetApp

Protocoles Requis pour les LUN, la licence
iSCSI ou FC.

Sur les systèmes de stockage
NetApp

Configurations compatibles

Nous vous recommandons d’utiliser la matrice d’interopérabilité NetApp (IMT) pour
vérifier la prise en charge de SnapDrive pour votre configuration avant d’installer
SnapDrive pour UNIX.

Informations connexes

"Matrice d’interopérabilité NetApp"

Configuration requise pour l’hôte Linux

Vous devez préparer l’hôte Linux avant de pouvoir installer SnapDrive pour UNIX.

• Vous devez télécharger et installer les utilitaires d’hôtes Linux à partir du site de support NetApp si vous
utilisez le protocole FC ou iSCSI.
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"Téléchargements NetApp : logiciels"

Vous devez vérifier que les utilitaires hôtes Linux sont correctement installés à l’aide de sanlun version
commande.

• Vous devez installer le sg3_utils Empaquetage dans tous les systèmes Linux de sorte que les
commandes SnapDrive pour UNIX fonctionnent correctement.

Vous devez vous assurer que le sg3_utils et sg3_utils-libs Des bibliothèques sont
disponibles pour Red Hat Enterprise Linux (RHEL) et Oracle Enterprise Linux (OEL). Le
sg3_utils les bibliothèques sont disponibles dans le scsi* Package pour SUSE Linux
Enterprise Server (SLES) 10, versions antérieures et dans sg3_utils* Package pour
SLES 11 et versions ultérieures.

• Vous devez télécharger et installer ces bibliothèques ou packages binaires si votre hôte est un système
d’exploitation Linux 64 bits et que vous essayez d’installer SnapDrive 32 bits pour UNIX.

◦ version 32 bits du glibc, libnl, libhba, libgcc Packages du Red Hat Enterprise Linux site.

"Site Red Hat Enterprise Linux"

L’installation de SnapDrive pour UNIX échoue si la version 32 bits du systèmeglibc le package est
manquant dans le système hôte.

◦ binaires 32 bits du QConvergeConsoleCLI Package du site QLogic . Vous devez également le
modifier qla2xxx64 /usr/lib64/libqlsdm.so à qla2xxx /usr/lib/libqlsdm.so dans le
/etc/hba.conf Fichier pour les HBA QLogic si votre hôte est un système d’exploitation Linux 64 bits
et installe les binaires 32 bits des packages Emulex OnCommand Manager pour les HBA Emulex.

"Site QLogic"

◦ Vous devez installer le libHBAAPI Package ou package spécifique au fournisseur si le protocole de
transport est FC pour SnapDrive pour UNIX afin de fonctionner sur l’hôte.

• Vous devez installer les Service Packs hôtes pris en charge sur l’hôte avant d’installer SnapDrive pour
UNIX.

L’outil Interoperability Matrix Tool fournit des informations supplémentaires sur les Service Packs pris en
charge.

"Matrice d’interopérabilité NetApp"

Informations connexes

"Matrice d’interopérabilité NetApp"

"Support NetApp"

"Guide d’installation de Linux Unified Host Utilities 7.1"

Installation de SnapDrive pour UNIX

Vous pouvez installer SnapDrive pour UNIX sur l’hôte Linux à partir de l’interface de ligne
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de commande.

Étapes

1. Téléchargez le programme d’installation SnapDrive pour UNIX pour Linux à partir du site de support
NetApphttp://mysupport.netapp.com/NOW/cgi-bin/software[NetApp Downloads: Logiciel] et copiez le fichier
vers l’hôte Linux.

2. Connectez-vous au système hôte en tant qu’utilisateur racine.

Si vous exécutez le fichier d’installation à distance et si la configuration système ne vous permet pas de
vous connecter en tant qu’utilisateur racine, utilisez le su commande pour se connecter en tant
qu’utilisateur root.

3. Accédez au répertoire de l’hôte Linux sur lequel vous avez copié le programme d’installation.

4. Installer SnapDrive pour UNIX :

rpm-ivh installer_file_name

Le démon SnapDrive démarre automatiquement après l’installation.

Starting snapdrive daemon: Successfully started daemon

Vérification de l’installation

Après avoir installé SnapDrive pour UNIX, vous devez vérifier que l’installation a réussi.
SnapDrive pour UNIX installe plusieurs fichiers sur l’hôte, tels que des exécutables, des
fichiers de configuration, des fichiers de désinstallation, des fichiers de diagnostic, et les
pages de manuel.

Étapes

1. Vérifiez que le snapdrive.conf le fichier est situé à /opt/NetApp/snapdrive/ dossier.

2. Vérifiez que les exécutables SnapDrive pour UNIX pour un système d’exploitation Linux sont installés aux
emplacements suivants :

◦ /opt/NetApp/snapdrive/bin/snapdrive

◦ /opt/NetApp/snapdrive/bin/snapdrived

3. Vérifier que les fichiers de diagnostic SnapDrive pour UNIX sont installés dans le
/opt/NetApp/snapdrive/diag dossier.

4. Vérifiez que les pages de manuel SnapDrive pour UNIX sont installées dans le
/opt/NetApp/snapdrive/docs dossier.

5. Vérifiez les détails des composants de configuration installés dans le /var/log/sdconfcheck.out
fichier.

Exécution de tâches post-installation

Une fois l’installation terminée, vous devez configurer des fonctions et fonctions
supplémentaires. Vous devez installer le certificat de serveur et configurer SnapDrive
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pour UNIX afin d’utiliser une connexion sécurisée avec le système de stockage et le
service démon.

Étapes

1. Installez le certificat de serveur utilisé par SnapDrive pour UNIX dans sdu-daemoncertificate-
path=/opt/NetApp/snapdrive/snapdrive.pem emplacement si vous utilisez une connexion
sécurisée avec le système de stockage et le service démon.

Le chemin du certificat est défini dans sdu-daemoncertificate-path variable de configuration dans le
snapdrive.conf fichier.

2. Réglez use-https-to-sdu-daemon=on dans le snapdrive.conf Fichier à utiliser HTTPS pour une
connexion sécurisée avec le système de stockage et le service de démon.

SnapDrive 5.0 pour UNIX et les versions ultérieures prennent en charge HTTPS pour la
communication des démons. Par défaut, ce paramètre facultatif est désactivé.

3. Redémarrez le service démon SnapDrive :

snapdrived start

Vous devez redémarrer le démon SnapDrive chaque fois que vous modifiez manuellement
le fichier de configuration.

Vérification des configurations des hôtes Linux à l’aide de
l’outil de vérification de la configuration

L’outil de vérification de la configuration vous aide à vérifier que tous les composants
nécessaires et les versions correctes sont disponibles sur l’hôte Linux avant d’utiliser
SnapDrive pour UNIX.

Importation de fichiers de données

Vous pouvez télécharger les dernières données de la matrice de support et mettre à jour
l’outil de vérification de configuration avant d’exécuter l’outil, de sorte que l’outil répertorie
la dernière configuration prise en charge pour SnapDrive pour UNIX. L’outil de vérification
de la configuration avec le fichier de données mis à jour vérifie les configurations prises
en charge par SnapDrive pour UNIX et répertorie tous les composants pris en charge
dans le système.

Étapes

1. Téléchargez le dernier fichier de données dans ToolChest :

2. Importer le dernier fichier de données :

sdconfcheck import -file ./confcheck_data.tar.gz

Informations connexes
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"Téléchargements NetApp : outil de test de configuration SnapDrive pour UNIX"

Vérification des configurations prises en charge

Vous pouvez vérifier les configurations prises en charge dans SnapDrive pour UNIX en
examinant les composants du système hôte (tels que le système d’exploitation, la version
du logiciel installé sur l’hôte, le protocole, les systèmes de fichiers sur l’hôte, etc.) et la
valeur spécifiée pour chaque paramètre de configuration dans le snapdrive.conf
fichier.

Étapes

1. Vérifiez les configurations prises en charge :

sdconfcheck check
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[root@scspr0023764001 bin]# sdconfcheck check

NOTE: SnapDrive Configuration Checker is using the data file version

v12052013

  Please make sure that you are using the latest version.

  Refer to the SnapDrive for Unix Installation and Administration Guide

for more details.

Detected Intel/AMD x64 Architecture

Detected Linux OS

Detected sg3_utils 1.28

Detected Kernel Version 2.6.32-358.el6.x86_64

Detected LVM_SUPPRESS_FD_WARNINGS has not set

Detected Multipathing version 0.4.9

Detected /etc/multipath.conf file not found

Detected Host OS Red Hat Enterprise Linux 6.0 Update 4

Detected NFSv3 FileSystem on Linux

Detected Software iSCSI on Linux

Detected NFSv4 Filesystem on Linux

Detected   Ext4 File System

Detected   Linux Native LVM2

Detected   Linux Native MPIO

Did not find any supported cluster solutions.

Did not find any supported HU tool kits.

Trace-Enabled: on

Trace-Level: 7

Supported Configurations on this host by SDU Version 5.2.2

-------------------------------------------------------------

Linux NFS Configuration

[root@scspr0023764001 bin]#

Vérifiez les composants répertoriés dans le résultat et installez ou configurez les composants manquants.

Provisionnement du stockage

SnapDrive pour UNIX permet de provisionner le stockage et de se connecter à un
système de stockage existant à l’aide des options de ligne de commande de l’hôte. Vous
pouvez également provisionner le stockage à l’aide de Data ONTAP.
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Volumes de provisionnement

Data ONTAP vous permet de provisionner le stockage en créant un volume sur le
système de stockage et en montant le volume sur l’hôte lorsque le protocole NFS est
activé.

Informations connexes

"Guide de gestion du stockage Data ONTAP 8.2 pour 7-mode"

Provisionnement de LUN RDM

SnapDrive for UNIX vous permet de créer et de provisionner des LUN RDM avec le
protocole FC activé sur un système d’exploitation invité dans un environnement virtuel
VMware. Vous pouvez également provisionner des LUN RDM à l’aide de ONTAP.

• NetApp Virtual Storage Console (VSC) doit être installé et configuré avec VMware vCenter™.

• La fonction de sauvegarde et de restauration de NetApp Virtual Storage Console pour VMware vSphere™
doit être installée sur le système d’exploitation Windows enregistré auprès de vCenter™.

• default-transport doit être défini comme fcp dans le snapdrive.conf Le fichier et le démon
SnapDrive pour UNIX doivent être redémarrés.

Étapes

1. Configurer le système d’exploitation invité pour la création d’une LUN RDM :

snapdrive config set -viadmin user viadmin_name

◦ user est le nom du système d’interface virtuelle.

◦ viadmin_name Est le nom de l’adresse IP du système d’interface virtuelle.

2. Vérifiez les informations de connexion à Virtual Storage Console :

snapdrive config list

Cette commande affiche le nom d’utilisateur ou l’interface virtuelle spécifié dans SnapDrive pour UNIX.

3. Vérifiez que le système d’exploitation invité peut communiquer avec le système de stockage :

storage show-all command

4. Création d’une LUN RDM sur le système de stockage :

snapdrive storage create -lun long_lun_name -lunsize size_of_the_lun

5. Connectez le LUN RDM à l’hôte :

snapdrive storage connect-lun long_lun_name

Informations connexes

"Guide d’administration de Virtual Storage Console, du fournisseur VASA et de Storage Replication adapter
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pour VMware vSphere version 7.2"

"Guide de gestion du stockage Data ONTAP 8.2 pour 7-mode"

Connexion d’hôtes Linux aux systèmes de stockage

Pour la réussite des opérations SnapDrive for UNIX, il vous faut configurer vos machines
virtuelles de stockage (SVM, anciennement appelées vServers).

• Vous devez avoir affecté les agrégats contenant des volumes à la liste des SVM afin d’exécuter les
opérations SnapDrive pour UNIX.

• Un ou plusieurs SVM doivent être créés pour transmettre des données à partir du cluster.

L’adresse IP de l’interface logique de gestion du SVM (LIF) doit être mappée avec le nom du SVM, dans le
DNS (Domain Name Service) ou dans le /etc/hosts fichier.

Étapes

1. Si vous exécutez ONTAP 8.2.2 ou version antérieure, créez un utilisateur sur le serveur de gestion du
cluster, également appelé adminSVM:

snapdrive config set -cserver csadmin_name cserver_name

Si vous exécutez ONTAP 8.2.3 ou une version ultérieure, ignorez cette étape.

2. Création d’un utilisateur sur le SVM de données :

snapdrive config set vsadmin_name Vserver_name

Vserver_name Est le nom du SVM et il doit être mappé sur l’adresse IP de la LIF de
gestion.

3. Vérifier que le SVM est configuré dans SnapDrive pour UNIX :

snapdrive config list

La commande répertorie le nom d’utilisateur et l’adresse IP du serveur de gestion du cluster et les SVM de
données.

4. Modifier le chemin d’interface de gestion vers le chemin d’interface de données du SVM :

snapdrive config set -mgmtpath management_interface_path data_interface_path

5. Vérifier que toutes les interfaces de gestion et de données sont configurées correctement :

snapdrive config list -mgmtpath

Création de copies Snapshot

Déployée en tant que produit autonome, SnapDrive for UNIX utilise la technologie
NetApp Snapshot, qui vous permet de créer et de gérer des copies Snapshot des
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données de l’hôte. Vous pouvez utiliser les copies Snapshot pour restaurer les données.

Informations connexes

Créer une copie Snapshot

Vérification de la copie Snapshot

Créer une copie Snapshot

Vous pouvez créer des copies Snapshot de plusieurs systèmes de fichiers, volumes
hôtes, LUN ou groupes de disques à l’aide d’une seule commande tout en utilisant les
volumes Storage Area Network (SAN) et NFS dans le stockage NAS (Network-Attached
Storage).

Étapes

1. Créer une copie Snapshot :

snapdrive snap create -fs file_spec -snapname snapshot_copy_name

Vérification de la copie Snapshot

Vous pouvez vérifier votre copie Snapshot en restaurant les données.

Pour plus d’informations, voir "Guide d’administration de SnapDrive 5.3.2 pour UNIX pour Linux".

Par où aller plus loin

Après avoir configuré SnapDrive pour UNIX et créé une copie Snapshot, vous pouvez
effectuer une opération de restauration, connecter une copie Snapshot et créer un clone.
Vous pouvez également explorer d’autres fonctionnalités SnapDrive importantes, telles
que le contrôle d’accès basé sur des rôles (RBAC), la répartition améliorée des clones et
la SnapRestore basée sur les volumes.

Vous trouverez plus d’informations sur ces fonctionnalités et des informations sur les versions concernant
SnapDrive pour UNIX dans la documentation suivante, disponible sur le site de support NetApp :

• "Guide d’administration de SnapDrive 5.3.2 pour UNIX pour Linux"

Décrit la configuration des différentes fonctionnalités sous SnapDrive pour UNIX une fois le déploiement
terminé. Les sections traitant de la configuration des igroups, de la configuration de SnapDrive pour UNIX,
de la configuration du RBAC et de l’utilisation de l’utilitaire de collecte de données pour diagnostiquer les
problèmes liés à SnapDrive pour UNIX.

• lien :./

• "Notes de mise à jour SnapDrive 5.3.2 pour UNIX (AIX, Linux et Solaris)"

Décrit les nouvelles fonctionnalités, les mises en garde importantes, les problèmes connus et les limites de
SnapDrive 5.3.2 pour UNIX.
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• "Guide d’installation et de configuration de SnapManager 3.4 pour Oracle pour UNIX pour clustered Data
ONTAP"

Décrit les tâches initiales que vous devez effectuer pour déployer SnapManager pour Oracle avec
clustered-mode dans un environnement UNIX. Les rubriques incluent la procédure d’installation et de
configuration du produit et la procédure de sauvegarde des bases de données.

• "Rapport technique NetApp 4212 : guide des meilleures pratiques pour SnapDrive 5.3 for UNIX"

Décrit les meilleures pratiques de SnapDrive pour UNIX.
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