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Configuration des connexions StorageGRID

Avant de déployer I'appliance de services en tant que nceud d’'un systeme StorageGRID,
vous devez configurer les connexions entre I'appliance et les réseaux que vous prévoyez
d’utiliser. Vous pouvez configurer le réseau en accédant au programme d'’installation de
'appliance StorageGRID, qui est préinstallé sur I'appliance de services.

Etapes
» "Accés au programme d’installation de I'appliance StorageGRID"
 "Vérification et mise a niveau de la version du programme d’installation de I'appliance StorageGRID"
« "Configuration des liaisons réseau (SG100 et SG1000)"
+ "Configuration des adresses IP StorageGRID"
+ "Vérification des connexions réseau"

 "Vérification des connexions réseau au niveau des ports"

Acceés au programme d’installation de I’appliance
StorageGRID

Vous devez accéder au programme d’installation de I'appliance StorageGRID pour
configurer les connexions entre I'appliance et les trois réseaux StorageGRID : le réseau
Grid, le réseau d’administration (facultatif) et le réseau client (facultatif).

Ce dont vous avez besoin

» Vous utilisez n'importe quel client de gestion pouvant se connecter au réseau d’administration
StorageGRID.

* Le client dispose d’'un navigateur Web pris en charge.
» L’'appliance de services est connectée a tous les réseaux StorageGRID que vous envisagez d'utiliser.
* Vous connaissez I'adresse IP, la passerelle et le sous-réseau du dispositif de services sur ces réseaux.

» Vous avez configuré les commutateurs réseau que vous prévoyez d’utiliser.

Description de la tache

Pour accéder initialement au programme d’installation de I'appliance StorageGRID, vous pouvez utiliser
'adresse IP attribuée par DHCP pour le port réseau de I'administrateur de I'appliance Services (en supposant
qu’elle soit connectée au réseau Admin) ou connecter un ordinateur portable de service directement a
I'appliance de services.

Etapes

1. Si possible, utilisez 'adresse DHCP du port réseau d’administration de I'appliance de services pour
accéder au programme d’installation de I'appliance StorageGRID.

Port réseau d’administration SG100
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Port réseau d’administration SG1000

a. Repérez 'étiquette d’adresse MAC située a I'avant de I'appliance serrices et déterminez 'adresse MAC
du port réseau d’administration.

L’étiquette d’adresse MAC répertorie I'adresse MAC du port de gestion BMC.

Pour déterminer I'adresse MAC du port réseau Admin, vous devez ajouter 2 au numéro hexadécimal
sur I'étiquette. Par exemple, si 'adresse MAC de I'étiquette se termine par 09, 'adresse MAC du port
d’administration se terminera par 0B. Si 'adresse MAC de I'étiquette se termine dans (y)FF, I'adresse
MAC du port d’administration se terminera dans (y+1)01. Vous pouvez facilement effectuer ce calcul
en ouvrant Calculator sous Windows, en le définissant en mode programmateur, en sélectionnant Hex,
en saisissant 'adresse MAC, puis en tapant + 2 =,

b. Indiquez 'adresse MAC a votre administrateur réseau pour qu’il puisse rechercher 'adresse DHCP de
I'appliance sur le réseau d’administration.

C. Dans le client, saisissez cette URL pour le programme d’installation de I'appliance StorageGRID :
https://services-appliance IP:8443

Pour services-appliance IP, Utilisez 'adresse DHCP.

d. Sivous étes invité a recevoir une alerte de sécurité, affichez et installez le certificat a 'aide de
l'assistant d’installation du navigateur.

L’alerte n’apparait pas la prochaine fois que vous accédez a cette URL.

La page d’accueil du programme d’installation de I'appliance StorageGRID s’affiche. Les informations et
les messages affichés lorsque vous accédez pour la premiére fois a cette page dépendent de la maniéere
dont votre appareil est actuellement connecté aux réseaux StorageGRID. Des messages d’erreur peuvent
s’afficher et seront résolus dans les étapes suivantes.

2. Sivous ne pouvez pas obtenir d’adresse IP a I'aide de DHCP, utilisez une connexion lien-local pour
accéder au programme d’installation de I'appliance StorageGRID.

a. Connectez un ordinateur portable de service directement au port RJ-45 le plus a droite de I'appareil de
services a I'aide d’'un cable Ethernet.

SG100 connexion lien-local




b. Ouvrez un navigateur Web.

C. Entrez 'URL suivante pour le programme d’installation de 'appliance StorageGRID :
https://169.254.0.1:8443

La page d’accueil du programme d’installation de I'appliance StorageGRID s’affiche. Les informations
et les messages affichés lorsque vous accédez pour la premiere fois a cette page dépendent de la
maniére dont votre appareil est actuellement connecté aux réseaux StorageGRID. Des messages
d’erreur peuvent s’afficher et seront résolus dans les étapes suivantes.

(D Si vous ne pouvez pas accéder a la page d’accueil via une connexion lien-local, configurez
I'adresse IP de I'ordinateur portable de service comme 169.254.0. 2, et réessayez.

3. Vérifiez les messages affichés sur la page d’accueil et configurez la configuration de liaison et la
configuration IP, selon les besoins.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Confligure Hardware - Manites Installation Advanced -

Home

This Node

Node type Gateway e

Mode name | xirBe-10
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Primary Admin Node connection

Enabie Admin Nede ]
digsavery

Primary Agmin Nose IP | 152.188.7.44 |

Cennection state  Connechon 1o 192,188.7.44 ready
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Installation

Current state  Ready to start instaliatien of xir2s10
into god with Admin MNode 152,188,744
running StorageGRID 11.4.0, using
StorageGRID software downloaded
from the Admin Node,

Informations associées
"Navigateurs Web pris en charge"


https://docs.netapp.com/fr-fr/storagegrid-115/sg100-1000/web-browser-requirements.html

Vérification et mise a niveau de la version du programme
d’installation de I’appliance StorageGRID

La version du programme d’installation de I'appliance StorageGRID sur I'appliance doit
correspondre a la version logicielle installée sur votre systéme StorageGRID pour
s’assurer que toutes les fonctionnalités StorageGRID sont prises en charge.

Ce dont vous avez besoin

Vous avez accédé au programme d’installation de I'appliance StorageGRID.

Description de la tache

Les appliances StorageGRID sont préinstallées en usine avec le programme d’installation de I'appliance
StorageGRID. Si vous ajoutez une appliance a un systéme StorageGRID récemment mis a niveau, vous
devrez peut-étre mettre a niveau manuellement le programme d’installation de I'appliance StorageGRID avant
d’installer I'appliance en tant que nouveau nceud.

Le programme d’installation de I'appliance StorageGRID se met automatiquement a niveau lorsque vous
effectuez une mise a niveau vers une nouvelle version de StorageGRID. Il n’est pas nécessaire de mettre a
niveau le programme d’installation de I'appliance StorageGRID sur les nceuds d’appliance installés. Cette
procédure est uniquement requise lorsque vous installez une appliance qui contient une version antérieure du
programme d’installation de I'appliance StorageGRID.

Etapes
1. Dans le programme d’installation de I'appliance StorageGRID, sélectionnez Avancé > mise a niveau du
micrologiciel.

2. Comparez la version actuelle du micrologiciel avec la version logicielle installée sur votre systéme
StorageGRID (dans le Gestionnaire de grille, sélectionnez aide > a propos).

Le second chiffre des deux versions doit correspondre. Par exemple, si votre systéme StorageGRID
exécute la version 11.5.x.y, la version du programme d’installation de I'appliance StorageGRID doit étre 3.
5.z

3. Sil'appliance dispose d’'une version antérieure du programme d’installation de I'appliance StorageGRID,
rendez-vous sur la page de téléchargements NetApp pour StorageGRID.

"Téléchargement NetApp : StorageGRID"
Connectez-vous avec le nom d’utilisateur et le mot de passe de votre compte NetApp.

4. Téléchargez la version appropriée du fichier support pour les appliances StorageGRID et le fichier de
somme de contréle correspondant.

Le fichier support pour les appliances StorageGRID est un . zip Archive qui contient les versions de
firmware actuelles et précédentes pour tous les modéles d’appliance StorageGRID, dans des sous-
répertoires pour chaque type de contréleur.

Aprés avoir téléchargé le fichier support pour les appliances StorageGRID, extrayez le . zip Archivez et
consultez le fichier README pour obtenir des informations importantes sur I'installation du programme
d’installation de I'appliance StorageGRID.

5. Suivez les instructions de la page mise a niveau du micrologiciel du programme d’installation de
I'appliance StorageGRID pour effectuer les opérations suivantes :


https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab

a. Téléchargez le fichier de support approprié (image du micrologiciel) pour votre type de controleur et le
fichier de somme de controle.

b. Mettre a niveau la partition inactive.
c. Redémarrez et permutez les partitions.

d. Mettez a niveau la deuxiéme partition.

Informations associées
"Acceés au programme d’installation de I'appliance StorageGRID"

Configuration des liaisons réseau (SG100 et SG1000)

Vous pouvez configurer des liaisons réseau pour les ports utilisés pour connecter
I'appliance au réseau Grid, au réseau client et au réseau Admin. Vous pouvez définir la
vitesse de liaison ainsi que les modes de port et de liaison réseau.

Ce dont vous avez besoin

* Vous avez obtenu I'équipement supplémentaire requis pour votre type de céble et la vitesse de liaison.
* Vous avez connecté les ports réseau a des commutateurs qui prennent en charge la vitesse choisie.

Si vous prévoyez d'utiliser le mode de liaison de port d’agrégat, le mode de liaison réseau LACP ou le balisage
VLAN :

* Vous avez connecté les ports réseau de I'appliance a des commutateurs capables de prendre en charge
VLAN et LACP.

« Si plusieurs commutateurs participent au lien LACP, les commutateurs prennent en charge les groupes
d’agrégation de liens multi-chassis (MLAG), ou un équivalent.

* Vous comprenez comment configurer les commutateurs pour utiliser VLAN, LACP et MLAG ou équivalent.
* Vous connaissez la balise VLAN unique a utiliser pour chaque réseau. Cette balise VLAN sera ajoutée a
chaque paquet réseau pour s’assurer que le trafic réseau est acheminé vers le réseau approprié.

Description de la tache

Les figures montrent comment les quatre ports réseau sont lies en mode de liaison de port fixe (configuration
par défaut).

Mode de liaison de port fixe SG100

Mode de liaison de port fixe SG1000



Quels ports sont liés

C Les ports 1 et 3 sont liés ensemble pour le réseau client, si ce réseau est utilisé.

G Les ports 2 et 4 sont liés ensemble pour le réseau de grille.

Cette figure montre comment les quatre ports réseau sont liés en mode de liaison de port agrégé.

SG100 mode de liaison de port agrégé

SG1000 mode de liaison du port agrégé

Quels ports sont liés

1 Les quatre ports sont regroupés en une seule liaison LACP, ce qui permet d’utiliser tous les
ports pour le trafic Grid Network et client Network.

Le tableau récapitule les options de configuration des quatre ports réseau. Les paramétres par défaut sont
indiqués en gras. Vous ne devez configurer les paramétres de la page Configuration des liens que si vous
souhaitez utiliser un parametre autre que celui par défaut.

@ Le LACP transmet la régle de hachage par défaut en mode layer2+3. Si nécessaire, vous
pouvez utiliser 'API Grid Management pour passer en mode layer3+4.

* Mode de liaison de port fixe (par défaut)



Mode de liaison réseau Réseau client désactivé (par Réseau client activé

défaut)

Sauvegarde active (par défaut) * Les ports 2 et 4 utilisent une * Les ports 2 et 4 utilisent une
liaison de sauvegarde active liaison de sauvegarde active
pour le réseau Grid. pour le réseau Grid.

* Les ports 1 et 3 ne sont pas * Les ports 1 et 3 utilisent une
utilisés. liaison de sauvegarde active
. Une balise VLAN est pour le réseau client.
facultative. * Les balises VLAN peuvent
étre spécifiées pour les deux
réseaux pour le confort de
'administrateur réseau.

LACP (802.3ad) * Les ports 2 et 4 utilisent une * Les ports 2 et 4 utilisent une
liaison LACP pour le réseau liaison LACP pour le réseau
Grid. Grid.

* Les ports 1 et 3 ne sont pas * Les ports 1 et 3 utilisent une
utilisés. liaison LACP pour le réseau
+ Une balise VLAN est client.
facultative. * Les balises VLAN peuvent
étre spécifiées pour les deux
réseaux pour le confort de
I'administrateur réseau.
* Mode de liaison de port agrégé
Mode de liaison réseau Réseau client désactivé (par Réseau client activé
défaut)

LACP (802.3ad) uniquement * Les ports 1-4 utilisent une * Les ports 1-4 utilisent une
liaison LACP unique pour le liaison LACP unique pour le
réseau Grid. réseau Grid et le réseau

+ Une balise VLAN unique client.
identifie les paquets réseau * Deux balises VLAN
Grid. permettent de isoler les

paquets réseau Grid des
paquets réseau client.

Pour plus d’informations, consultez 'article a propos des connexions de ports GbE pour I'appliance de
services.

Cette figure montre comment les deux ports de gestion 1 GbE du SG100 sont liés en mode de liaison réseau
Active-Backup pour le réseau Admin.

Ces figures montrent comment les deux ports de gestion 1 GbE de I'appliance sont liés en mode de liaison
réseau Active-Backup pour le réseau Admin.

Ports réseau d’administration SG100 liés



Ports réseau d’administration SG1000 liés

Etapes

1.

Dans la barre de menus du programme d’installation de I'appliance StorageGRID, cliquez sur configurer
réseau > Configuration lien.

La page Configuration de la liaison réseau affiche un schéma de votre appliance avec le réseau et les
ports de gestion numérotes.

Ports SG100

Network Link Configuration

,& You might lase your connection i you make changas 10 the natwork or link you are connected through i you aré not reconnacted within 1 minuts, re
enter the URL using one of e other IP addresses assighed to the appliance

Ports SG1000



Network Link Configuration

A You might lose your connection i you make changes lo the natwork or link you are connecied through i you are not reconnected within 1 minuts, re

anter tha URL using ene of ha other IP addresses assigned to the appliance

Le tableau Etat de la liaison répertorie I'état et la vitesse de la liaison des ports numérotés (SG1000

illustré).
Link Status
Link State
1 Up
2 Down
3 Down
4 Down
5 Up
B Up

La premiere fois que vous accédez a cette page :

o Vitesse de liaison est définie sur Auto.

o Le mode de liaison de port est défini sur fixe.

Speed (Gbps)
100

N/A

N/A

N/

1

1

> Le mode de liaison réseau est défini sur Active-Backup pour le réseau de grille.

o Le réseau d’administration est activé et le mode de liaison réseau est défini sur indépendant.

o Le réseau client est désactivé.



2.

10

Link Settings

Link speed Auto

Port bond mode (@) Ficed | () Aggregate

Chooze Fixed port bond mode if vou want to use ports 2 and 4 for the Grid Network and poris 1
and 3 for the Client Network (if enabled), Choose Aggregate port bond mode if vou want all
cennected ports to share a single LACP bond for both the Grid and Client Networks.

Grid Hetwork

Enable network [

Network bond mode | (@) Active-Backup () LACP (802 3ad)

Enable VLAN (202.1qg) ]
tagging

MAC Addresses ol6b 4b42.d700 S506b4b42:d7.01 S06bc4bdaZ.di 24 S0.6b4b42.d7 25

If you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use
all of these MAC addrezses in the reservation to assign one IP address to this network
interface.

Admin Network

Enable netwaork E|

Metwork bond mode (@) Independent {T) Active-Backup

Connect the Admin Netwaork to port 5. Leave port 6 unconnected. If necessary, you can make a
temporary direct Ethernet connection to port § and use link-local IP address 165.254.0.1 for
ACCESS

MAC Addresses d8:c4:9723:24:05

If wou are using DHCP, itz recommended that you configure a permanent DHCP reservation, Use
all of these MAC addresses in the reservation to assign one IP address to this network
interface.

Client Network

Enable network | |:|

.'E'ﬁéblingthe Client Metwork causes the default gateway for this node to move to the Client
Metwork. Before enabling the Client Network, ensure that you've added all necessary subnets
to the Grid Network Subnet List. Otherwise, the connection to the node might be lost,

Sélectionnez la vitesse de liaison des ports réseau dans la liste déroulante Link Speed.

Les commutateurs réseau que vous utilisez pour le réseau Grid et le réseau client doivent également
prendre en charge et étre configurés pour cette vitesse. Vous devez utiliser les adaptateurs ou émetteurs-
récepteurs appropriés pour la vitesse de liaison configurée. Utilisez la vitesse de liaison automatique
lorsque cela est possible car cette option négocie a la fois la vitesse de liaison et le mode de correction
d’erreur de marche avant (FEC) avec le partenaire de liaison.



3. Activez ou désactivez les réseaux StorageGRID que vous souhaitez utiliser.
Le réseau Grid est requis. Vous ne pouvez pas désactiver ce réseau.

a. Sil'appliance n’est pas connectée au réseau Admin, décochez la case Activer le réseau du réseau
Admin.

Admin Network

Enable network

b. Sil'appliance est connectée au réseau client, cochez la case Activer le réseau pour le réseau client.
Les parameétres réseau du client pour les ports de carte réseau de données sont maintenant affichés.
4. Reportez-vous au tableau et configurez le mode de liaison de port et le mode de liaison réseau.
Cet exemple montre :

o Agrégat et LACP sélectionnés pour les réseaux Grid et client. Vous devez spécifier une balise VLAN
unique pour chaque réseau. Vous pouvez sélectionner des valeurs comprises entre 0 et 4095.

o Sauvegarde active sélectionnée pour le réseau d’administration.

11



Link Settings
Link spead

Part bond mode

Grid Network

Enabie network

Netwerk bord mode

Enabiz VLAN (802,13} tagging

VLAN {202 Tq) tag

MAC Addresses

Admin Metwork
Enable network

Network bond mode

WAC Addresses

Client Metwork
Enable network

Network bord mods

Ensbie VLAN {802, Tq} tagging

VLAN (B0Z. 1q) tag

MAC Addresses

=

OFmad { e |
AL _J\-'- “

Choos= Fooed n"ﬁde|I'3,,-nuwar|tmLrsemnsZamF4lmﬂEGmNem'ﬂrkandpun&‘:aerBEnrme

Client Network (if enabled). Choose Aggregate port bond mode if you want all connected ports to share a single

LAGF bond for both the Grd and Client Netaorks,

7
| Active-Backup
If the port bond mode is

{802 3ad)
masst be in LACP (B02. 3ad) mode.

ENBbdb:42:dT:00 5XEb:db:42:d7:01 ElBbodb 424724 BDBb4b:42:d725

I you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use all of these
MAL addressec in the reservation to assign one |P address fo this network interiace.

&

(yindependent @cﬁve—ﬂaﬁﬂqﬁ

Connect the Admin Metwork to ports & and 8. |f necessany, you can maks a temporzry dirsct Ethernat
connection by disconnecting ports 5 and &, then comnecting to port & and using link-local IP addreses 1692584001

for sooess.

d8:c4:5T7:2a:24:55

If you are using DHCP, it is recommended that you configurs 3 permanent DHCP reservation. Use sl of these
MALC addresses in the reservation to assign one |P address fo this network interfzce.

b1
(T Aptive-Backup t"@_ LACP (802.3ad) )

If the port bond mode is.ﬁwega‘be: all bonds must be in LACP (B02.2ad) mode.

b
R

5D:8b:4b:42:dT:00 ED:6bidb 42:d7:01 BQBb:4b42.d7T:24 5lGb4b:42:d7T:2E

If you are using DHCP, it = recommended that you configure 3 permanent DHCP reservation. Use all of these
MAC sddrecses in the reservation to assign ong |P address to this netwerk interface

5. Lorsque vous étes satisfait de vos sélections, cliquez sur Enregistrer.
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Vous risquez de perdre votre connexion si vous avez apporté des modifications au réseau
ou au lien auquel vous étes connecté. Si vous n’étes pas reconnecté dans une minute,

@ entrez a nouveau 'URL du programme d'’installation de I'appliance StorageGRID a l'aide de
'une des autres adresses IP attribuées a I'appliance :
https://services_appliance IP:8443

Informations associées

"Obtention d’équipements et d’outils supplémentaires (SG100 et SG1000)"

Configuration des adresses IP StorageGRID

Le programme d’installation de I'appliance StorageGRID permet de configurer les
adresses IP et les informations de routage utilisées pour I'appliance de services sur la
grille StorageGRID, I'administrateur et les réseaux clients.

Description de la tache

Vous devez attribuer une adresse |P statique a I'appliance sur chaque réseau connecté ou attribuer un bail
permanent a 'adresse sur le serveur DHCP.

Si vous souhaitez modifier la configuration de liaison, reportez-vous aux instructions de modification de la
configuration de liaison de I'appliance de services.

Etapes

1. Dans le programme d’installation de I'appliance StorageGRID, sélectionnez configurer le réseau >
Configuration IP.

La page Configuration IP s’affiche.

2. Pour configurer le réseau de grille, sélectionnez statique ou DHCP dans la section réseau de grille de la

page.

13


https://docs.netapp.com/fr-fr/storagegrid-115/sg100-1000/obtaining-additional-equipment-and-tools-sg100-and-sg1000.html

Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216.3.72/21
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 kB

3. Sivous avez sélectionné statique, procédez comme suit pour configurer le réseau de grille :
a. Entrez 'adresse IPv4 statique a I'aide de la notation CIDR.

b. Entrez la passerelle.
Si votre réseau ne dispose pas d’'une passerelle, saisissez a nouveau la méme adresse IPv4 statique.

c. Si vous souhaitez utiliser des trames jumbo, remplacez le champ MTU par une valeur adaptée aux
trames jumbo, comme 9000. Sinon, conservez la valeur par défaut 1500.

La valeur MTU du réseau doit correspondre a la valeur configurée sur le port du
@ commutateur auquel le nceud est connecté. Dans le cas contraire, des problémes de
performances réseau ou une perte de paquets peuvent se produire.

14



Pour des performances réseau optimales, tous les noeuds doivent étre configurés avec
des valeurs MTU similaires sur leurs interfaces réseau Grid. L’alerte Grid Network MTU

@ mismatch est déclenchée en cas de différence importante dans les paramétres MTU
pour le réseau Grid sur les nceuds individuels. Les valeurs MTU ne doivent pas étre
identiques pour tous les types de réseau.

d. Cliquez sur Enregistrer.

Lorsque vous modifiez 'adresse IP, la passerelle et la liste des sous-réseaux peuvent également
changer.

Si vous perdez votre connexion au programme d’installation de I'appliance StorageGRID, entrez a
nouveau 'URL en utilisant la nouvelle adresse IP statique que vous venez d’attribuer. Par exemple,
https://services appliance IP:8443

e. Vérifiez que la liste des sous-réseaux du réseau Grid est correcte.

Si vous avez des sous-réseaux de grille, la passerelle de réseau de grille est requise. Tous les sous-
réseaux de la grille spécifiés doivent étre accessibles via cette passerelle. Ces sous-réseaux du réseau
Grid doivent également étre définis dans la liste de sous-réseaux du réseau Grid sur le nceud
d’administration principal lorsque vous démarrez I'installation de StorageGRID.

@ La route par défaut n’est pas répertoriée. Si le réseau client n'est pas activé, la route par
défaut utilise la passerelle réseau Grid.

= Pour ajouter un sous-réseau, cliquez sur 'icone d’insertion <= a droite de la derniére entrée.
= Pour supprimer un sous-réseau inutilisé, cliquez sur l'icbne Supprimer .
f. Cliquez sur Enregistrer.
4. Sivous avez sélectionné DHCP, procédez comme suit pour configurer le réseau de grille :
a. Apres avoir sélectionné le bouton radio DHCP, cliquez sur Enregistrer.
Les champs adresse IPv4, passerelle et sous-réseaux sont automatiquement renseignés. Si le
serveur DHCP est configuré pour attribuer une valeur MTU, le champ MTU est renseigné avec cette

valeur et le champ devient en lecture seule.

Votre navigateur Web est automatiquement redirigé vers la nouvelle adresse IP pour le programme
d’installation de I'appliance StorageGRID.

b. Vérifiez que la liste des sous-réseaux du réseau Grid est correcte.
Si vous avez des sous-réseaux de grille, la passerelle de réseau de grille est requise. Tous les sous-
réseaux de la grille spécifiés doivent étre accessibles via cette passerelle. Ces sous-réseaux du réseau

Grid doivent également étre définis dans la liste de sous-réseaux du réseau Grid sur le nceud
d’administration principal lorsque vous démarrez I'installation de StorageGRID.

@ La route par défaut n’est pas répertoriée. Si le réseau client n'est pas activé, la route par
défaut utilise la passerelle réseau Grid.

= Pour ajouter un sous-réseau, cliquez sur 'icone d’insertion <= a droite de la derniére entrée.

= Pour supprimer un sous-réseau inutilisé, cliquez sur l'icbne Supprimer .
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c. Si vous souhaitez utiliser des trames jumbo, remplacez le champ MTU par une valeur adaptée aux
trames jumbo, comme 9000. Sinon, conservez la valeur par défaut 1500.

La valeur MTU du réseau doit correspondre a la valeur configurée sur le port du
commutateur auquel le nceud est connecté. Dans le cas contraire, des problémes de
performances réseau ou une perte de paquets peuvent se produire.

Pour des performances réseau optimales, tous les nceuds doivent étre configurés avec des
valeurs MTU similaires sur leurs interfaces réseau Grid. L'alerte Grid Network MTU

(D mismatch est déclenchée en cas de différence importante dans les paramétres MTU pour
le réseau Grid sur les nceuds individuels. Les valeurs MTU ne doivent pas étre identiques
pour tous les types de réseau.

a. Cliquez sur Enregistrer.

5. Pour configurer le réseau d’administration, sélectionnez statique ou DHCP dans la section réseau
d’administration de la page.

(D Pour configurer le réseau d’administration, vous devez activer le réseau d’administration sur
la page Configuration des liens.

Admin Network

The Admin Metwark is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to be routable between sites.

P ® Static (D BHCP
Assignment
IPvd Address 10.224 3 72/21
(CIDR)
Gateway 10.224.01
Subnets 0.0.0.0/32 +
(CIDR)
MTU 1500 =

6. Si vous avez sélectionné statique, procédez comme suit pour configurer le réseau d’administration :

a. Saisissez I'adresse IPv4 statique, en utilisant la notation CIDR, pour le port de gestion 1 de I'appliance.

Le port de gestion 1 se trouve a gauche des deux ports RJ45 1 GbE situés a I'extrémité droite de
I'appliance.
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b. Entrez la passerelle.
Si votre réseau ne dispose pas d’'une passerelle, saisissez a nouveau la méme adresse IPv4 statique.

c. Si vous souhaitez utiliser des trames jumbo, remplacez le champ MTU par une valeur adaptée aux
trames jumbo, comme 9000. Sinon, conservez la valeur par défaut 1500.

La valeur MTU du réseau doit correspondre a la valeur configurée sur le port du
commutateur auquel le nceud est connecté. Dans le cas contraire, des problémes de
performances réseau ou une perte de paquets peuvent se produire.

d. Cliquez sur Enregistrer.

Lorsque vous modifiez 'adresse IP, la passerelle et la liste des sous-réseaux peuvent également
changer.

Si vous perdez votre connexion au programme d’installation de I'appliance StorageGRID, entrez a
nouveau 'URL en utilisant la nouvelle adresse IP statique que vous venez d’attribuer. Par exemple,
https://services_appliance:8443

e. Vérifiez que la liste des sous-réseaux du réseau Admin est correcte.

Vous devez vérifier que tous les sous-réseaux peuvent étre atteints a I'aide de la passerelle fournie.
@ La route par défaut ne peut pas étre effectuée pour utiliser la passerelle réseau Admin.

= Pour ajouter un sous-réseau, cliquez sur 'icbne d’insertion 4= & droite de la derniére entrée.
= Pour supprimer un sous-réseau inutilisé, cliquez sur I'icbne Supprimer %.
f. Cliquez sur Enregistrer.
7. Sivous avez sélectionné DHCP, procédez comme suit pour configurer le réseau d’administration :
a. Aprés avoir sélectionné le bouton radio DHCP, cliquez sur Enregistrer.
Les champs adresse IPv4, passerelle et sous-réseaux sont automatiquement renseignés. Si le

serveur DHCP est configuré pour attribuer une valeur MTU, le champ MTU est renseigné avec cette
valeur et le champ devient en lecture seule.

Votre navigateur Web est automatiquement redirigé vers la nouvelle adresse IP pour le programme
d’installation de I'appliance StorageGRID.

b. Vérifiez que la liste des sous-réseaux du réseau Admin est correcte.

Vous devez vérifier que tous les sous-réseaux peuvent étre atteints a I'aide de la passerelle fournie.
@ La route par défaut ne peut pas étre effectuée pour utiliser la passerelle réseau Admin.

= Pour ajouter un sous-réseau, cliquez sur 'icone d’insertion <= a droite de la derniére entrée.
= Pour supprimer un sous-réseau inutilisé, cliquez sur l'icbne Supprimer %.

c. Si vous souhaitez utiliser des trames jumbo, remplacez le champ MTU par une valeur adaptée aux
trames jumbo, comme 9000. Sinon, conservez la valeur par défaut 1500.
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8. Pour configurer le réseau client, sélectionnez statique ou DHCP dans la section réseau client de la page.

La valeur MTU du réseau doit correspondre a la valeur configurée sur le port du
commutateur auquel le nceud est connecté. Dans le cas contraire, des problémes de
performances réseau ou une perte de paquets peuvent se produire.

d. Cliquez sur Enregistrer.

@ Pour configurer le réseau client, vous devez activer le réseau client sur la page
Configuration des liens.

Client Network

The Client MNetwork is an open network used to provide access to client applications. including 53 and Swift.
The Client Metwork enables grid nodes to communicate with any subnet reachable through the Client MNetwork
gateway. The Client MNetwork does not become operational until you complete the: StorageGRID configuration
steps

P (® Static (O DHCP
Assignment
IPvd Address AT AT T 18321
(CIDR}
Gateway 47.47.0.1
WU 1500 )

9. Si vous avez sélectionné statique, procédez comme suit pour configurer le réseau client :
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a. Entrez 'adresse IPv4 statique a I'aide de la notation CIDR.
b. Cliquez sur Enregistrer.

c. Vérifiez que I'adresse IP de la passerelle du réseau client est correcte.

Si le réseau client est activé, la route par défaut s’affiche. La route par défaut utilise la
passerelle réseau client et ne peut pas étre déplacée vers une autre interface lorsque le
réseau client est activé.

d. Sivous souhaitez utiliser des trames jumbo, remplacez le champ MTU par une valeur adaptée aux
trames jumbo, comme 9000. Sinon, conservez la valeur par défaut 1500.

La valeur MTU du réseau doit correspondre a la valeur configurée sur le port du
(D commutateur auquel le nceud est connecté. Dans le cas contraire, des problémes de
performances réseau ou une perte de paquets peuvent se produire.



e. Cliquez sur Enregistrer.

10. Si vous avez sélectionné DHCP, procédez comme suit pour configurer le réseau client :
a. Aprés avoir sélectionné le bouton radio DHCP, cliquez sur Enregistrer.

Les champs adresse IPv4 et passerelle sont automatiquement renseignés. Si le serveur DHCP est
configuré pour attribuer une valeur MTU, le champ MTU est renseigné avec cette valeur et le champ
devient en lecture seule.

Votre navigateur Web est automatiquement redirigé vers la nouvelle adresse IP pour le programme
d’installation de I'appliance StorageGRID.

a. Vérifiez que la passerelle est correcte.

Si le réseau client est activé, la route par défaut s’affiche. La route par défaut utilise la
passerelle réseau client et ne peut pas étre déplacée vers une autre interface lorsque le
réseau client est active.

b. Si vous souhaitez utiliser des trames jumbo, remplacez le champ MTU par une valeur adaptée aux
trames jumbo, comme 9000. Sinon, conservez la valeur par défaut 1500.

La valeur MTU du réseau doit correspondre a la valeur configurée sur le port du
@ commutateur auquel le nceud est connecté. Dans le cas contraire, des problémes de
performances réseau ou une perte de paquets peuvent se produire.

Informations associées

"Modification de la configuration de liaison de 'appliance de services"

Vérification des connexions réseau

Vérifiez que vous pouvez accéder aux réseaux StorageGRID que vous utilisez a partir de
I'appliance. Pour valider le routage via des passerelles réseau, vous devez tester la
connectivité entre le programme d’installation de I'appliance StorageGRID et les

adresses IP sur différents sous-réseaux. Vous pouvez également vérifier le paramétre
MTU.

Etapes

1. Dans la barre de menus du programme d’installation de I'appliance StorageGRID, cliquez sur configurer
réseau > Test Ping et MTU.

La page Test Ping et MTU s’affiche.
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FPing and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination. select Test MTU

Ping and MTU Test
Metwork Grid e

Destination [Py
Address or FQDN

Test MTU [

. Dans la liste déroulante Network, sélectionnez le réseau a tester : grid, Admin ou client.

. Saisissez I'adresse IPv4 ou le nom de domaine complet (FQDN) d’un héte sur ce réseau.

Par exemple, vous pouvez envoyer une requéte ping a la passerelle sur le réseau ou au nceud
d’administration principal.

. Vous pouvez également cocher la case Test MTU pour vérifier le parameétre MTU de 'ensemble du chemin

d’acceés via le réseau vers la destination.

Par exemple, vous pouvez tester le chemin d’acces entre le nceud d’appliance et un nceud sur un autre
site.

. Cliquez sur Tester la connectivité.

Si la connexion réseau est valide, le message « test Ping réussi » s’affiche, avec la sortie de la commande
ping répertoriée.



Ping and MTU Test

lUse a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectraty
through, and enter the |P address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination, select Test MTU

Ping and MTU Test

Metwiork Grid [

Destination |Pvd 10.96.104 223
Address or FQDOMN

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 18.96.184,223 (1€.95.184,223) 1472(1588) bytes of data.
1438 bytes from 18.96.164.223: icmp_seq=1 ttl=64 time=8,318 ms

--- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time @ms
rtt min/favg/max/mdev = 8.318/8.318/8.318/8.808 ms

Found MTU 1588 for 18.96.164.223 via bre

Informations associées
"Configuration des liaisons réseau (SG100 et SG1000)"

"Modification du paramétre MTU"

Vérification des connexions réseau au niveau des ports

Pour vous assurer que I'accés entre le programme d’installation de I'appliance
StorageGRID et d’autres nceuds n’est pas obstrué par des pare-feu, vérifiez que le
programme d’installation de I'appliance StorageGRID peut se connecter a un port TCP
spécifique ou a un ensemble de ports sur I'adresse IP ou la plage d’adresses spécifiée.

Description de la tache

A I'aide de la liste des ports fournis dans le programme d’installation de I'appliance StorageGRID, vous pouvez
tester la connectivité entre I'appliance et les autres noeuds de votre réseau Grid.

En outre, vous pouvez tester la connectivité sur les réseaux Admin et client et sur les ports UDP, tels que ceux

utilisés pour les serveurs NFS ou DNS externes. Pour obtenir la liste de ces ports, consultez la référence des
ports dans les instructions de mise en réseau de StorageGRID.
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Les ports réseau Grid répertoriés dans la table de connectivité des ports ne sont valides que
pour StorageGRID version 11.5.0. Pour vérifier quels ports sont corrects pour chaque type de
nceud, consultez toujours les instructions réseau relatives a votre version de StorageGRID.

Etapes

1.

4.
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Dans le programme d’installation de I'appliance StorageGRID, cliquez sur configurer le réseau > Test de
connectivité du port (nmap).

La page Test de connectivité du port s’affiche.
Le tableau de connectivité des ports répertorie les types de nceuds qui nécessitent une connectivité TCP

sur le réseau Grid. Pour chaque type de nceud, le tableau répertorie les ports du réseau Grid qui doivent
étre accessibles a votre appliance.

The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

Vous pouvez tester la connectivité entre les ports de I'appliance répertoriés dans le tableau et les autres
nceuds de votre réseau Grid Network.

Dans la liste déroulante Network, sélectionnez le réseau a tester : Grid, Admin ou client.

Spécifiez une plage d’adresses IPv4 pour les hbtes sur ce réseau.
Par exemple, vous pouvez sonder la passerelle sur le réseau ou le nceud d’administration principal.
Spécifiez une plage a I'aide d’un tiret, comme indiqué dans I'exemple.

Entrez un numéro de port TCP, une liste de ports séparés par des virgules ou une plage de ports.



The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

Port Connectivity Test

Network Grid v
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP UDP
Test Connectivity

5. Cliquez sur Tester la connectivité.

> Si les connexions réseau au niveau du port sélectionnées sont valides, le message « Test de
connectivité du port réussi » s’affiche en vert. Le résultat de la commande nmap est répertorié sous la
banniére.

Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.70 scan initiated Fri Nov 13 18:32:03 2820 as: /usr/bin/nmap -n -oN - -e br@ -p 22,2022 10.224.6.168-161
Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (0.20860s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:84 2020 -- 2 IP addresses (2 hosts up) scanned in 9.55 seconds

> Si une connexion réseau au niveau du port est établie a I'héte distant, mais que I'héte n’écoute pas sur
un ou plusieurs des ports sélectionnés, le message « échec du test de connectivité du port » s’affiche
en jaune. Le résultat de la commande nmap est répertorié sous la banniére.

Tout port distant auquel I'hbte n’écoute pas a I'état « fermé ». Par exemple, cette banniére jaune peut

s’afficher lorsque le nceud auquel vous essayez de vous connecter est dans un état préinstallé et que
le service NMS StorageGRID n’est pas encore exécuté sur ce noeud.
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© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE SERVICE

22/tcp open ssh

80/tcp open http

443/tcp open  https

1504/tcp closed evb-elm
1505/tcp open  funkproxy
1506/tcp open  utcd

1508/tcp open  diagmond
7443/tcp open oracleas-https
9999/tcp open  abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 202Q -- 1 IP address (1 host up) scanned in @.59 seconds

> Si une connexion réseau au niveau du port ne peut pas étre établie pour un ou plusieurs ports
sélectionnés, le message « échec du test de connectivité du port » s’affiche en rouge. Le résultat de la
commande nmap est répertorié sous la banniére.

La banniére rouge indique qu’une tentative de connexion TCP a un port de I'h6te distant a été
effectuée, mais rien n’a été renvoyé a I'expéditeur. Lorsqu’aucune réponse n’est renvoyée, le port a
I'état « filtré » et est probablement bloqué par un pare-feu.

CD Les ports « fermés » sont également répertoriés.

© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1524,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp  open ssh
79/tcp  filtered finger
80/tcp  open http
443/tcp open https
1504/tcp closed evb-elm
1505/tcp open funkproxy
1506/tcp open utcd
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: @0:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2022 -- 1 IP address (1 host up) scanned in 1.6@ seconds

Informations associées

"Instructions réseau"
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