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La vie d’un objet

La vie d’'un objet se compose de plusieurs étapes. Chaque étape représente les
opérations qui se produisent avec l'objet.

Tout au long de la durée de vie d’un objet comprend les opérations d’ingestion, de gestion des copies, de
récupération et de suppression.

* Ingest : processus d’enregistrement d’un objet sur HTTP dans le systeme StorageGRID par une
application client S3 ou Swift. A ce stade, le systéme StorageGRID commence a gérer l'objet.

+ Gestion des copies : processus de gestion des copies répliquées et codées en fonction de I'effacement
dans StorageGRID, comme décrit dans les régles ILM de la politique ILM active. Pendant la phase de
gestion des copies, StorageGRID protége les données d’objet de la perte en créant et en conservant le
nombre et le type spécifiés de copies d’objet sur les nceuds de stockage, dans un pool de stockage cloud
ou sur un nceud d’archivage.

Retrieve : processus d’acces d’'une application client a un objet stocké par le systeme StorageGRID. Le
client lit 'objet, qui est extrait d’'un nceud de stockage, d’'un pool de stockage cloud ou d’un nceud
d’archivage.

» Supprimer : processus de suppression de toutes les copies d’objet de la grille. Ces objets peuvent étre
supprimés suite a I'envoi d’une requéte de suppression au systéme StorageGRID ou a un processus
automatique exécuté par StorageGRID au moment ou sa durée de vie arrive a expiration.
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Ingestion des données

Une opération d’acquisition ou de sauvegarde se compose d’un flux de données défini
entre le client et le systéeme StorageGRID.


https://docs.netapp.com/fr-fr/storagegrid-115/ilm/index.html
https://docs.netapp.com/fr-fr/storagegrid-115/primer/using-information-lifecycle-management.html

Flux de données

Lorsqu’un client enregistre un objet dans le systéme StorageGRID, le service LDR sur des nceuds de stockage
traite la requéte et stocke les métadonnées et les données sur le disque.
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1. L’application client crée 'objet et I'envoie au systeme StorageGRID via une requéte PUT HTTP.
2. L'objet est évalué par rapport a la politique ILM du systeme.

3. Le service LDR enregistre les données objet sous forme de copie répliquée ou de copie avec codage
d’effacement. (Le schéma représente une version simplifiée du stockage d’'une copie répliquée sur disque.)

4. Le service LDR envoie les métadonnées objet au magasin de métadonnées.
5. Le magasin de métadonnées enregistre les métadonnées d’objet sur le disque.

6. Le magasin de métadonnées propage les copies de métadonnées d’objet a d’autres nceuds de stockage.
Ces copies sont également enregistrées sur le disque.

7. Le service LDR renvoie une réponse HTTP 200 OK au client pour reconnaitre que I'objet a été ingéreé.

Gestion des copies

Les données d’'objet sont gérées par la régle ILM active et ses régles ILM. Les régles ILM
créent des copies répliquées ou codées d’effacement pour protéger les données d’objet
contre la perte.

Différents types ou emplacements de copies d’objets peuvent étre requis a différents moments de la vie de
I'objet. Les régles ILM sont régulierement évaluées afin de s’assurer que les objets sont placés en fonction des

besoins.

Les données d’objet sont gérées par le service LDR.

Protection du contenu : réplication

Si les instructions de placement de contenu d’une regle ILM nécessitent des copies répliquées des données
d’objet, des copies sont créées et stockées sur le disque par les nceuds de stockage qui constituent le pool de



stockage configuré.

Flux de données

Le moteur ILM du service LDR contrdle la réplication et garantit le stockage du nombre adéquat de copies aux
emplacements corrects et pour le laps de temps correct.
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1. Le moteur ILM interroge le service ADC afin de déterminer le meilleur service LDR de destination au sein
du pool de stockage spécifié par la régle ILM. Il envoie ensuite une commande au service LDR pour lancer
la réplication.

2. Le service LDR de destination interroge le service ADC pour obtenir le meilleur emplacement de la source.
Il envoie ensuite une requéte de réplication au service LDR source.

3. Le service LDR source envoie une copie au service LDR destination.
4. Le service LDR de destination informe le moteur ILM que les données objet ont été stockées.

5. Le moteur ILM met a jour le magasin de métadonnées avec les métadonnées d’emplacement d’objet.

Protection du contenu : code d’effacement

Si une regle ILM contient des instructions pour effectuer des copies codées d’effacement des données d’objet,
le schéma de code d’effacement applicable répartit les données d’objet en données et fragments de parité,
puis les distribue sur les nceuds de stockage configurés dans le profil de codage d’effacement.

Flux de données

Le moteur ILM, composant du service LDR, contréle le codage d’effacement et garantit 'application du profil
de codage d’effacement aux données d’objet.
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1. Le moteur ILM interroge le service ADC afin de déterminer quel service DDS peut le mieux effectuer
I'opération de codage d’effacement. Une fois déterminé, le moteur ILM envoie une demande de lancement
a ce service.

2. Le service DDS demande a un LDR de coder les données de I'objet.
3. Le service source LDR envoie une copie au service LDR sélectionné pour le codage d’effacement.

4. Une fois décomposé dans le nombre approprié de fragments de parité et de données, le service LDR
distribue ces fragments entre les nceuds de stockage (services de bloc) qui constituent le pool de stockage
du profil de codage d’effacement.

5. Le service LDR informe le moteur ILM pour confirmer la distribution réussie des données d’objet.

6. Le moteur ILM met a jour le magasin de métadonnées avec les métadonnées d’emplacement d’objet.

Protection du contenu : pool de stockage cloud

Si les instructions de placement de contenu d’une regle ILM requiérent qu’une copie répliquée des données
d’objet soit stockée dans un pool de stockage cloud, les données d’objet sont déplacées vers le compartiment
S3 externe ou le conteneur de stockage Azure Blob spécifié pour le pool de stockage cloud.

Flux de données

Le moteur ILM, composant du service LDR, et le service Data Mover contrélent le déplacement des objets vers
le Cloud Storage Pool.
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1. Le moteur ILM sélectionne un service de Data Mover a répliquer sur le Cloud Storage Pool.
2. Le service Data Mover envoie les données d’objet au Cloud Storage Pool.
3. Le service Data Mover informe le moteur ILM que les données de I'objet ont été stockées.

4. Le moteur ILM met a jour le magasin de métadonnées avec les métadonnées d’emplacement d’objet.

Protection du contenu : archivage

Une opération d’archivage consiste en un flux de données défini entre le systéme StorageGRID et le client.

Si la politique ILM exige 'archivage d’une copie des données d’objet, le moteur ILM, qui est un composant du
service LDR, envoie une requéte au nceud d’archivage qui envoie ensuite une copie des données d’objet au
systeme de stockage d’archivage ciblé.
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1. Le moteur ILM envoie une demande au service ARC afin de stocker une copie sur le support d’archivage.

2. Le service ARC interroge le service ADC pour obtenir le meilleur emplacement de la source et envoie une
demande au service LDR source.

Le service ARC récupeére les données d’objet a partir du service LDR.
Le service ARC envoie les données de 'objet a la destination du support d’archivage.

Le support d’archivage indique au service ARC que les données de I'objet ont été stockées.

o o k~ w

Le service ARC informe le moteur ILM que les données de I'objet ont été stockées.

Récupérer le flux de données

Une opération de récupération se compose d’un flux de données défini entre le systeme
StorageGRID et le client. Le systéme utilise des attributs pour suivre la récupération de

I'objet a partir d’'un nceud de stockage ou, si nécessaire, d’'un pool de stockage cloud ou
d’'un nceud d’archivage.

Le service LDR du nceud de stockage interroge le magasin de métadonnées afin d’obtenir 'emplacement des
données d’objet et les récupere a partir du service LDR source. De préférence, la récupération se fait a partir
d’'un nceud de stockage. Si I'objet n’est pas disponible sur un nceud de stockage, la demande de récupération
est dirigée vers un pool de stockage cloud ou vers un nceud d’archivage.

Si la seule copie d’objet se trouve sur le stockage AWS Glacier ou sur le niveau Azure Archive,
@ I'application client doit émettre une demande de restauration APRES objet S3 pour restaurer
une copie récupérable dans le pool de stockage cloud.
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1. Le service LDR recoit une requéte de récupération de I'application cliente.

2. Le service LDR interroge le magasin de métadonnées afin d’obtenir 'emplacement des données et des



meétadonnées d’objet.
3. Le service LDR transmet la requéte de récupération au service LDR source.

4. Le service LDR source renvoie les données d’objet du service LDR interrogé et le systéme renvoie I'objet a
I'application client.

Supprimer le flux de données

Toutes les copies d’objet sont supprimées du systéeme StorageGRID lorsqu’un client
effectue une opération de suppression ou lorsque sa durée de vie expire, ce qui entraine
sa suppression automatique. Il existe un flux de données défini pour la suppression
d’objet.

Hiérarchie de suppression

StorageGRID propose plusieurs méthodes de contréle du moment ou les objets sont conservés ou supprimes.
Les objets peuvent étre supprimés a la demande du client ou automatiquement. StorageGRID hiérarchise
toujours les parameétres de verrouillage d’objet S3 sur les demandes de suppression du client, lesquelles sont
prioritaires sur le cycle de vie du compartiment S3 et les instructions de placement de la solution ILM.

* Verrouillage d’objet S3 : si le parameétre de verrouillage d’objet S3 global est activé pour la grille, les
clients S3 peuvent créer des compartiments avec le verrouillage d’objet S3 activé, puis utiliser 'API REST
S3 pour spécifier les parametres de conservation a jour et de conservation Iégale pour chaque version
d’objet ajoutée a ce compartiment.

> Une version d’objet qui est en attente Iégale ne peut étre supprimée par aucune méthode.

o Avant que la date de conservation d’'une version d’objet ne soit atteinte, cette version ne peut pas étre
supprimée par aucune méthode.

o Les objets des compartiments ou le verrouillage d’objet S3 est activé sont conservés par ILM «
toujours ». Une fois la date de conservation atteinte, une version d’objet peut étre supprimée par une
demande client ou I'expiration du cycle de vie du compartiment.

* Demande de suppression de client : un client S3 ou Swift peut émettre une requéte de suppression
d’objet. Lorsqu’un client supprime un objet, toutes les copies de cet objet sont supprimées du systeme
StorageGRID.

* Cycle de vie des compartiments S3 : les clients S3 peuvent ajouter une configuration de cycle de vie a
leurs compartiments qui spécifie une action d’expiration. Lorsqu’il existe un cycle de vie de compartiment,
StorageGRID supprime automatiquement toutes les copies d’un objet lorsque la date ou le nombre de
jours spécifiés dans I'action d’expiration sont atteints, a moins que le client n’ait supprimé I'objet en
premier.

* Instructions de placement ILM : en supposant que le verrouillage objet S3 n’est pas activé dans le
compartiment et qu’il N’y a pas de cycle de vie de compartiment, StorageGRID supprime automatiquement
un objet lorsque la derniére période de la regle ILM se termine et qu’aucun autre placement n’est spécifié
pour I'objet.

L’action d’expiration dans un cycle de vie des compartiments S3 remplace toujours les
@ parameétres ILM. Par conséquent, un objet peut étre conservé dans la grille méme aprés
I'expiration des instructions ILM de placement de I'objet.



Flux de données pour les suppressions client
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1. Le service LDR regoit une requéte de suppression de I'application cliente.

2. Le service LDR met a jour le magasin de métadonnées afin que I'objet soit supprimé des requétes client et
demande au moteur ILM de supprimer toutes les copies des données d’objet.

3. L'objet est supprimé du systéme. Le magasin de métadonnées est mis a jour pour supprimer les
métadonnées d’objet.

Flux de données pour les suppressions ILM
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1. Le moteur ILM détermine que I'objet doit &tre supprimé.

2. Le moteur ILM informe le magasin de métadonnées. Le magasin de métadonnées met a jour les
meétadonnées d’objet afin que I'objet soit supprimé des requétes client.

3. Le moteur ILM supprime toutes les copies de I'objet. Le magasin de métadonnées est mis a jour pour
supprimer les métadonnées d’objet.
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