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Le mode de stockage des objets (réplication ou
code d’effacement)

Qu’est-ce que la réplication ?

La réplication est l’une des deux méthodes utilisées par StorageGRID pour stocker les
données d’objet. Lorsque les objets correspondent à une règle ILM utilisant la réplication,
le système crée des copies exactes des données d’objet et stocke les copies sur les
nœuds de stockage ou les nœuds d’archivage.

Lorsque vous configurez une règle ILM pour créer des copies répliquées, vous spécifiez le nombre de copies à
créer, l’emplacement où elles doivent être stockées, ainsi que la durée de stockage de ces copies à chaque
emplacement.

L’exemple de règle ILM décrit deux copies répliquées de chaque objet placées dans un pool de stockage
contenant trois nœuds de stockage.

Lorsque StorageGRID met les objets en correspondance avec cette règle, elle crée deux copies de l’objet, en
plaçant chaque copie sur un autre nœud de stockage du pool. Les deux copies peuvent être placées sur deux
des trois nœuds de stockage disponibles. Dans ce cas, la règle a placé des copies d’objet sur les nœuds de
stockage 2 et 3. Comme il existe deux copies, l’objet peut être récupéré en cas de défaillance de l’un des
nœuds du pool de stockage.
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StorageGRID ne peut stocker qu’une seule copie répliquée d’un objet sur un nœud de stockage
donné. Si le grid inclut trois nœuds de stockage et que vous créez une règle ILM de 4 copies,
seules trois copies sont effectuées, une copie pour chaque nœud de stockage. L’alerte ILM

placement inaccessible est déclenchée pour indiquer que la règle ILM n’a pas pu être
complètement appliquée.

Informations associées

• "Qu’est-ce que le code d’effacement"

• "Qu’est-ce qu’un pool de stockage"

• "Protection contre la perte de site à l’aide de la réplication et du code d’effacement"

Pourquoi ne pas utiliser la réplication à copie unique

Lors de la création d’une règle ILM pour créer des copies répliquées, vous devez toujours
spécifier au moins deux copies pour une période donnée dans les instructions de
placement.

N’utilisez pas de règle ILM pour créer une seule copie répliquée pour une période donnée. Si
une seule copie répliquée d’un objet existe, cet objet est perdu en cas de défaillance ou d’erreur
importante d’un noeud de stockage. De plus, lors des procédures de maintenance telles que les
mises à niveau, l’accès à l’objet est temporairement perdu.

Dans l’exemple suivant, la règle ILM Make 1 copie spécifie qu’une copie répliquée d’un objet doit être placée
dans un pool de stockage contenant trois nœuds de stockage. Lors de l’ingestion d’un objet qui correspond à
cette règle, StorageGRID place une copie unique sur un seul nœud de stockage.

Lorsqu’une règle ILM ne crée qu’une seule copie répliquée d’un objet, cet objet devient inaccessible lorsque le
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nœud de stockage est indisponible. Dans cet exemple, vous perdrez temporairement l’accès à l’objet AAA
chaque fois que le nœud de stockage 2 est hors ligne, par exemple lors d’une procédure de mise à niveau ou
de maintenance. Vous perdrez entièrement l’objet AAA en cas de défaillance du nœud de stockage 2.

Pour éviter de perdre des données d’objet, vous devez toujours effectuer au moins deux copies de tous les
objets à protéger par la réplication. Si deux copies ou plus existent, vous pouvez toujours accéder à l’objet en
cas de panne ou de mise hors ligne d’un nœud de stockage.

Qu’est-ce que le code d’effacement ?

Le code d’effacement est l’une des deux méthodes utilisées par StorageGRID pour
stocker des données en mode objet. Lorsque les objets correspondent à une règle ILM
utilisant le code d’effacement, ces objets sont découpés en fragments de données, des
fragments de parité supplémentaires sont calculés et chaque fragment est stocké sur un
autre nœud de stockage.

Lorsqu’un objet est accédé, il est réassemblé à l’aide des fragments stockés. En cas de corruption ou de perte
d’un fragment de parité, l’algorithme de code d’effacement peut recréer ce fragment à l’aide d’un sous-
ensemble des données restantes et des fragments de parité.

Au fur et à mesure que vous créez des règles ILM, StorageGRID crée des profils de code d’effacement qui
prennent en charge ces règles. Vous pouvez afficher la liste des profils de code d’effacement, "renommer un
profil de code d’effacement", ou "Désactivez un profil de code d’effacement s’il n’est actuellement utilisé dans
aucune règle ILM".

L’exemple suivant illustre l’utilisation d’un algorithme de code d’effacement sur les données d’un objet. Dans
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cet exemple, la règle ILM utilise un schéma de code d’effacement 4+2. Chaque objet est tranché en quatre
fragments de données égaux et deux fragments de parité sont calculés à partir des données d’objet. Chacun
des six fragments est stocké sur un nœud différent sur trois sites du data Center pour assurer la protection des
données en cas de défaillance d’un nœud ou de perte d’un site.

Le schéma de code d’effacement 4+2 peut être configuré de différentes manières. Par exemple, vous pouvez
configurer un pool de stockage sur un seul site qui contient six nœuds de stockage. Pour "protection contre la
perte de site", Vous pouvez utiliser un pool de stockage contenant trois sites avec trois nœuds de stockage sur
chaque site. Un objet peut être récupéré tant que quatre des six fragments (données ou parité) restent
disponibles. Jusqu’à deux fragments peuvent être perdus sans perte des données de l’objet. Si un site entier
est perdu, l’objet peut toujours être récupéré ou réparé, tant que tous les autres fragments restent accessibles.
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Si plus de deux nœuds de stockage sont perdus, l’objet n’est pas récupérable.

Informations associées

• "Qu’est-ce que la réplication"

• "Qu’est-ce qu’un pool de stockage"

• "Que sont les schémas de code d’effacement"
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• "Renommer un profil de code d’effacement"

• "Désactiver un profil de code d’effacement"

Que sont les schémas de code d’effacement ?

Les schémas de codage d’effacement contrôlent le nombre de fragments de données et
le nombre de fragments de parité créés pour chaque objet.

Lorsque vous configurez le profil de code d’effacement d’une règle ILM, vous sélectionnez un schéma de code
d’effacement disponible en fonction du nombre de nœuds et de sites qui composent le pool de stockage à
utiliser.

Le système StorageGRID utilise l’algorithme de codage d’effacement Reed-Solomon. L’algorithme tranche un
objet en k fragments de données et calculs m fragments de parité. Le k + m = n les fragments sont répartis à
travers n Des nœuds de stockage pour assurer la protection des données. Un objet peut supporter jusqu’à m
fragments perdus ou corrompus. Pour récupérer ou réparer un objet, k des fragments sont nécessaires.

Lorsque vous sélectionnez le pool de stockage à utiliser pour une règle qui crée une copie avec code
d’effacement, suivez les consignes suivantes pour les pools de stockage :

• Le pool de stockage doit inclure trois sites ou plus, ou exactement un site.

Le code d’effacement ne peut pas être utilisé si le pool de stockage comprend deux sites.

◦ Schémas de code d’effacement pour les pools de stockage contenant au moins trois sites

◦ Schémas de code d’effacement pour pools de stockage sur un site

• N’utilisez pas de pool de stockage incluant le site par défaut, tous les sites.

• Le pool de stockage doit inclure au moins k+m +1 Nœuds de stockage capables de stocker des données
d’objet

Les nœuds de stockage peuvent être configurés au cours de l’installation pour contenir
uniquement les métadonnées d’objet, pas les données d’objet. Pour plus d’informations, voir
"Types de nœuds de stockage".

Le nombre minimal de nœuds de stockage requis est de k+m. Toutefois, il est possible de disposer d’au
moins un nœud de stockage supplémentaire pour empêcher les défaillances d’entrée et les arriérés ILM
en cas d’indisponibilité temporaire d’un nœud de stockage requis.

La surcharge du stockage d’un schéma de code d’effacement est calculée en divisant le nombre de fragments
de parité (m) par le nombre de fragments de données (k). Vous pouvez utiliser la surconsommation de
stockage pour calculer la quantité d’espace disque requise par chaque objet avec code d’effacement :

disk space = object size + (object size * storage overhead)

Par exemple, si vous stockez un objet de 10 Mo avec le schéma 4+2 (qui affiche une surcharge du stockage
de 50 %), l’objet utilise 15 Mo de stockage grid. Si vous stockez le même objet de 10 Mo avec le schéma 6+2
(qui affiche une surcharge de stockage de 33 %), l’objet consomme environ 13.3 Mo.

Sélectionnez le schéma de code d’effacement dont la valeur totale est la plus faible k+m qui répond à vos
besoins. Les schémas de code d’effacement avec un nombre réduit de fragments sont globalement plus
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efficaces sur le plan de la capacité de calcul. En effet, un nombre réduit de fragments est créé et distribué (ou
récupéré) par objet, ils offrent de meilleures performances en raison de la taille de fragment plus importante et
nécessitent moins de nœuds lors d’une extension lorsque davantage de stockage est nécessaire. (Pour plus
d’informations sur la planification d’une extension de stockage, reportez-vous au "Instructions d’extension de
StorageGRID".)

Schémas de code d’effacement pour les pools de stockage contenant au moins
trois sites

Le tableau ci-dessous décrit les schémas de code d’effacement actuellement pris en charge par StorageGRID
pour les pools de stockage incluant au moins trois sites. Tous ces programmes offrent une protection contre
les pertes de site. Un site peut être perdu et l’objet sera toujours accessible.

Pour les schémas de code d’effacement qui assurent une protection contre la perte de site, le nombre
recommandé de nœuds de stockage dans le pool de stockage est supérieur à k+m +1 Car chaque site
requiert au moins trois nœuds de stockage.

Schéma de

code

d’effacement

(k+m)

Nombre

minimal de

sites déployés

Nombre

recommandé de

nœuds de

stockage sur

chaque site

Nombre total

recommandé de

nœuds de

stockage

Protection

contre la perte

de site ?

Surcharge du

stockage

4+2 3 3 9 Oui. 50 %

6+2 4 3 12 Oui. 33 %

8+2 5 3 15 Oui. 25 %

6+3 3 4 12 Oui. 50 %

9+3 4 4 16 Oui. 33 %

2+1 3 3 9 Oui. 50 %

4+1 5 3 15 Oui. 25 %

6+1 7 3 21 Oui. 17 %

7+5 3 5 15 Oui. 71 %

StorageGRID requiert au moins trois nœuds de stockage par site. Pour utiliser le schéma 7+5,
chaque site requiert au moins quatre nœuds de stockage. Il est recommandé d’utiliser cinq
nœuds de stockage par site.

Lors de la sélection d’un schéma de code d’effacement assurant la protection du site, équilibrez l’importance
relative des facteurs suivants :

• Nombre de fragments: La performance et la flexibilité d’expansion sont généralement meilleures quand le
nombre total de fragments est plus faible.
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• Tolérance aux pannes : la tolérance aux pannes est augmentée en ayant plus de segments de parité
(c’est-à-dire quand m a une valeur plus élevée.)

• Trafic réseau: Lors de la récupération après des pannes, en utilisant un schéma avec plus de fragments
(c’est-à-dire, un total plus élevé pour k+m) crée plus de trafic réseau.

• Surcharge de stockage : les schémas qui génèrent une surcharge plus élevée requièrent davantage
d’espace de stockage par objet.

Par exemple, lorsque vous décidez d’un schéma 4+2 et 6+3 (qui ont tous deux des frais de stockage de 50 %),
sélectionnez le schéma 6+3 si une tolérance de panne supplémentaire est nécessaire. Sélectionnez le schéma
4+2 si les ressources réseau sont limitées. Si tous les autres facteurs sont égaux, sélectionnez 4+2 parce qu’il
a un nombre total de fragments inférieur.

Si vous n’êtes pas certain du schéma à utiliser, sélectionnez 4+2 ou 6+3, ou contactez le
support technique.

Schémas de code d’effacement pour pools de stockage sur un site

Un pool de stockage sur un site prend en charge tous les schémas de codage d’effacement définis pour trois
sites ou plus, à condition que le site dispose de suffisamment de nœuds de stockage.

Le nombre minimal de nœuds de stockage requis est de k+m, mais un pool de stockage avec k+m +1 Nœuds
de stockage recommandés. Par exemple, le schéma de code d’effacement 2+1 requiert un pool de stockage
avec au moins trois nœuds de stockage, mais quatre nœuds de stockage sont recommandés.

Schéma de code

d’effacement (k+m)

Nombre minimal de

nœuds de stockage

Nombre recommandé de

nœuds de stockage

Surcharge du stockage

4+2 6 7 50 %

6+2 8 9 33 %

8+2 10 11 25 %

6+3 9 10 50 %

9+3 12 13 33 %

2+1 3 4 50 %

4+1 5 6 25 %

6+1 7 8 17 %

7+5 12 13 71 %
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Avantages, inconvénients et exigences du code
d’effacement

Avant de décider s’il est nécessaire d’utiliser la réplication ou le codage d’effacement
pour protéger les données d’objet contre la perte, vous devez connaître les avantages,
les inconvénients et les exigences du codage d’effacement.

Avantages du code d’effacement

Par rapport à la réplication, le codage d’effacement assure une fiabilité, une disponibilité et une efficacité du
stockage supérieures.

• Fiabilité: La fiabilité est évaluée en termes de tolérance de pannes, c’est-à-dire le nombre de défaillances
simultanées qui peuvent être soutenues sans perte de données. Avec la réplication, plusieurs copies
identiques sont stockées sur différents nœuds et entre plusieurs sites. Avec le codage d’effacement, un
objet est codé en données et fragments de parité, puis distribué sur de nombreux nœuds et sites. Cette
dispersion assure à la fois la protection des pannes sur le site et sur les nœuds. Par rapport à la
réplication, le codage d’effacement améliore la fiabilité pour des coûts de stockage comparables.

• Disponibilité : la disponibilité peut être définie comme la possibilité de récupérer des objets en cas de
défaillance ou d’accès aux nœuds de stockage. Par rapport à la réplication, le codage d’effacement assure
une disponibilité supérieure et un coût de stockage comparable.

• Efficacité du stockage : pour des niveaux similaires de disponibilité et de fiabilité, les objets protégés par
le codage d’effacement consomment moins d’espace disque que les mêmes objets s’ils sont protégés par
la réplication. Par exemple, un objet de 10 Mo répliqué sur deux sites consomme 20 Mo d’espace disque
(deux copies), tandis qu’un objet dont le code d’effacement est défini sur trois sites et dont le schéma de
code d’effacement est 6+3 ne consomme que 15 Mo d’espace disque.

L’espace disque des objets avec code d’effacement est calculé selon la taille de l’objet et la
surcharge du stockage. Le pourcentage de surcharge de stockage est le nombre de
fragments de parité divisé par le nombre de fragments de données.

Inconvénients du code d’effacement

Par rapport à la réplication, le code d’effacement présente les inconvénients suivants :

• En fonction du schéma de code d’effacement, une augmentation du nombre de nœuds et de sites de
stockage est recommandée. En revanche, si vous répliquez les données d’objet, vous n’avez besoin que
d’un seul nœud de stockage pour chaque copie. Voir "Schémas de code d’effacement pour les pools de
stockage contenant au moins trois sites" et "Schémas de code d’effacement pour pools de stockage sur un
site".

• Coût et complexité accrus de l’expansion du stockage. Pour étendre un déploiement qui utilise la
réplication, vous ajoutez de la capacité de stockage à chaque emplacement où les copies d’objet sont
effectuées. Pour étendre un déploiement qui utilise le code d’effacement, vous devez tenir compte à la fois
du schéma de code d’effacement utilisé et de la façon dont les nœuds de stockage existants sont
complets. Par exemple, si vous attendez que les nœuds existants soient pleins à 100 %, vous devez
ajouter au moins k+m Nœuds de stockage. Toutefois, si vous étendez cette infrastructure lorsque les
nœuds existants sont pleins à 70 %, vous pouvez ajouter deux nœuds par site tout en optimisant la
capacité de stockage utilisable. Pour plus d’informations, voir "Ajoutez de la capacité de stockage pour les
objets avec code d’effacement".
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• Le codage d’effacement entre sites répartis géographiquement augmente la latence de récupération. Les
fragments d’objet d’un objet dont le code d’effacement et la distribution sont répartis sur des sites distants
sont plus longs à récupérer sur des connexions WAN qu’un objet répliqué et disponible localement (le site
auquel le client se connecte).

• Lorsque vous utilisez le codage d’effacement sur des sites répartis géographiquement, le trafic réseau
WAN est plus important pour les récupérations et les réparations, en particulier pour les objets
fréquemment récupérés ou pour la réparation d’objets via les connexions réseau WAN.

• Lorsque vous utilisez le codage d’effacement sur plusieurs sites, le débit maximal d’objets diminue
considérablement à mesure que la latence du réseau entre les sites augmente. Cette diminution est due à
la diminution correspondante du débit du réseau TCP, ce qui affecte la rapidité avec laquelle le système
StorageGRID peut stocker et récupérer des fragments d’objet.

• Plus grande utilisation des ressources de calcul.

Quand utiliser le code d’effacement

Le code d’effacement convient mieux aux exigences suivantes :

• Objets dont la taille est supérieure à 1 Mo.

Le codage d’effacement convient mieux aux objets de plus de 1 Mo. N’utilisez pas le code
d’effacement pour les objets inférieurs à 200 Ko afin d’éviter la surcharge liée à la gestion
de très petits fragments de code d’effacement.

• Stockage à long terme ou à froid pour le contenu rarement récupéré.

• Haute disponibilité et fiabilité des données.

• Protégez-vous contre les défaillances complètes du site et des nœuds.

• Efficacité du stockage.

• Les déploiements sur un seul site exigent une protection efficace des données avec une seule copie avec
code d’effacement plutôt que plusieurs copies répliquées.

• Déploiements sur plusieurs sites pour lesquels la latence inter-site est inférieure à 100 ms.
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par la clause FAR 2.101). Il s’agit de données propriétaires de NetApp, Inc. Toutes les données techniques et
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ont été fournies ou celles qui sont nécessaires à son exécution. Sauf dispositions contraires énoncées dans
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