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Ajouter des interfaces au nœud existant

Linux : ajouter des interfaces d’administration ou de client à
un nœud existant

Suivez ces étapes pour ajouter une interface sur le réseau d’administration ou le réseau
client à un nœud Linux après son installation.

Si vous n’avez pas configuré ADMIN_NETWORK_TARGET ou CLIENT_NETWORK_TARGET dans le fichier
de configuration du nœud sur l’hôte Linux lors de l’installation, utilisez cette procédure pour ajouter l’interface.
Pour plus d’informations sur le fichier de configuration du nœud, consultez les instructions relatives à votre
système d’exploitation Linux :

• "Installer StorageGRID sur Red Hat Enterprise Linux"

• "Installer StorageGRID sur Ubuntu ou Debian"

Vous effectuez cette procédure sur le serveur Linux hébergeant le nœud qui a besoin de la nouvelle attribution
de réseau, et non à l’intérieur du nœud. Cette procédure ajoute uniquement l’interface au nœud ; une erreur
de validation se produit si vous tentez de spécifier d’autres paramètres réseau.

Pour fournir des informations d’adressage, vous devez utiliser l’outil Modifier l’IP. Voir "Modifier la configuration
du réseau de nœuds" .

Étapes

1. Connectez-vous au serveur Linux hébergeant le nœud.

2. Modifier le fichier de configuration du nœud : /etc/storagegrid/nodes/node-name.conf .

Ne spécifiez aucun autre paramètre réseau, sinon une erreur de validation se produira.

a. Ajoutez une entrée pour la nouvelle cible réseau. Par exemple:

CLIENT_NETWORK_TARGET = bond0.3206

b. Facultatif : ajoutez une entrée pour l’adresse MAC. Par exemple:

CLIENT_NETWORK_MAC = aa:57:61:07:ea:5c

3. Exécutez la commande de validation du nœud :

sudo storagegrid node validate node-name

4. Résoudre toutes les erreurs de validation.

5. Exécutez la commande de rechargement du nœud :

sudo storagegrid node reload node-name
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Linux : ajouter des interfaces trunk ou d’accès à un nœud

Vous pouvez ajouter des interfaces de jonction ou d’accès supplémentaires à un nœud
Linux après son installation. Les interfaces que vous ajoutez sont affichées sur la page
Interfaces VLAN et sur la page Groupes HA.

Avant de commencer

• Vous avez accès aux instructions d’installation de StorageGRID sur votre plateforme Linux.

◦ "Installer StorageGRID sur Red Hat Enterprise Linux"

◦ "Installer StorageGRID sur Ubuntu ou Debian"

• Vous avez le Passwords.txt déposer.

• Tu as"autorisations d’accès spécifiques" .

N’essayez pas d’ajouter des interfaces à un nœud pendant qu’une mise à niveau logicielle, une
procédure de récupération ou une procédure d’extension est active.

À propos de cette tâche

Suivez ces étapes pour ajouter une ou plusieurs interfaces supplémentaires à un nœud Linux après
l’installation du nœud. Par exemple, vous souhaiterez peut-être ajouter une interface de jonction à un nœud
d’administration ou de passerelle, afin de pouvoir utiliser des interfaces VLAN pour séparer le trafic
appartenant à différentes applications ou locataires. Ou, vous souhaiterez peut-être ajouter une interface
d’accès à utiliser dans un groupe de haute disponibilité (HA).

Si vous ajoutez une interface de jonction, vous devez configurer une interface VLAN dans StorageGRID. Si
vous ajoutez une interface d’accès, vous pouvez ajouter l’interface directement à un groupe HA ; vous n’avez
pas besoin de configurer une interface VLAN.

Le nœud n’est pas disponible pendant une brève période lorsque vous ajoutez des interfaces. Vous devez
effectuer cette procédure sur un nœud à la fois.

Étapes

1. Connectez-vous au serveur Linux hébergeant le nœud.

2. À l’aide d’un éditeur de texte tel que vim ou pico, modifiez le fichier de configuration du nœud :

/etc/storagegrid/nodes/node-name.conf

3. Ajoutez une entrée au fichier pour spécifier le nom et, éventuellement, la description de chaque interface
supplémentaire que vous souhaitez ajouter au nœud. Utilisez ce format.

INTERFACE_TARGET_nnnn=value

Pour nnnn, spécifiez un numéro unique pour chaque INTERFACE_TARGET entrée que vous ajoutez.

Pour value, spécifiez le nom de l’interface physique sur l’hôte bare-metal. Ensuite, si vous le souhaitez,
ajoutez une virgule et fournissez une description de l’interface, qui s’affiche sur la page Interfaces VLAN et
sur la page Groupes HA.

Par exemple:

INTERFACE_TARGET_0001=ens256, Trunk
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Ne spécifiez aucun autre paramètre réseau, sinon une erreur de validation se produira.

4. Exécutez la commande suivante pour valider vos modifications dans le fichier de configuration du nœud :

sudo storagegrid node validate node-name

Corrigez les erreurs ou les avertissements avant de passer à l’étape suivante.

5. Exécutez la commande suivante pour mettre à jour la configuration du nœud :

sudo storagegrid node reload node-name

Après avoir terminé

• Si vous avez ajouté une ou plusieurs interfaces trunk, accédez à"configurer les interfaces VLAN" pour
configurer une ou plusieurs interfaces VLAN pour chaque nouvelle interface parent.

• Si vous avez ajouté une ou plusieurs interfaces d’accès, accédez à"configurer des groupes de haute
disponibilité" pour ajouter les nouvelles interfaces directement aux groupes HA.

VMware : ajouter des interfaces de jonction ou d’accès à un
nœud

Vous pouvez ajouter une jonction ou une interface d’accès à un nœud de machine
virtuelle une fois le nœud installé. Les interfaces que vous ajoutez sont affichées sur la
page Interfaces VLAN et sur la page Groupes HA.

Avant de commencer

• Vous avez accès aux instructions pour"installer StorageGRID sur votre plateforme VMware" .

• Vous disposez de machines virtuelles VMware Admin Node et Gateway Node.

• Vous disposez d’un sous-réseau réseau qui n’est pas utilisé comme réseau de grille, d’administration ou
de client.

• Vous avez le Passwords.txt déposer.

• Tu as"autorisations d’accès spécifiques" .

N’essayez pas d’ajouter des interfaces à un nœud pendant qu’une mise à niveau logicielle, une
procédure de récupération ou une procédure d’extension est active.

À propos de cette tâche

Suivez ces étapes pour ajouter une ou plusieurs interfaces supplémentaires à un nœud VMware une fois le
nœud installé. Par exemple, vous souhaiterez peut-être ajouter une interface de jonction à un nœud
d’administration ou de passerelle, afin de pouvoir utiliser des interfaces VLAN pour séparer le trafic
appartenant à différentes applications ou locataires. Ou vous souhaiterez peut-être ajouter une interface
d’accès à utiliser dans un groupe de haute disponibilité (HA).

Si vous ajoutez une interface de jonction, vous devez configurer une interface VLAN dans StorageGRID. Si
vous ajoutez une interface d’accès, vous pouvez ajouter l’interface directement à un groupe HA ; vous n’avez
pas besoin de configurer une interface VLAN.

Le nœud peut être indisponible pendant une brève période lorsque vous ajoutez des interfaces.
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Étapes

1. Dans vCenter, ajoutez une nouvelle carte réseau (type VMXNET3) à un nœud d’administration et à une
machine virtuelle de nœud de passerelle. Cochez les cases Connecté et Connecter à la mise sous
tension.

2. Utilisez SSH pour vous connecter au nœud d’administration ou au nœud de passerelle.

3. Utiliser ip link show pour confirmer que la nouvelle interface réseau ens256 est détectée.

ip link show

1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN mode

DEFAULT group default qlen 1000

    link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

2: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1400 qdisc mq state UP

mode DEFAULT group default qlen 1000

    link/ether 00:50:56:a0:4e:5b brd ff:ff:ff:ff:ff:ff

3: eth1: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode

DEFAULT group default qlen 1000

    link/ether 00:50:56:a0:fa:ce brd ff:ff:ff:ff:ff:ff

4: eth2: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1400 qdisc mq state UP

mode DEFAULT group default qlen 1000

    link/ether 00:50:56:a0:d6:87 brd ff:ff:ff:ff:ff:ff

5: ens256: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc mq master

ens256vrf state UP mode DEFAULT group default qlen 1000

    link/ether 00:50:56:a0:ea:88 brd ff:ff:ff:ff:ff:ff

Après avoir terminé

• Si vous avez ajouté une ou plusieurs interfaces trunk, accédez à"configurer les interfaces VLAN" pour
configurer une ou plusieurs interfaces VLAN pour chaque nouvelle interface parent.

• Si vous avez ajouté une ou plusieurs interfaces d’accès, accédez à"configurer des groupes de haute
disponibilité" pour ajouter les nouvelles interfaces directement aux groupes HA.
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