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Ajouter des volumes de stockage

Ajouter des volumes de stockage aux nœuds de stockage

Vous pouvez étendre la capacité de stockage des nœuds de stockage qui sont inférieurs
au nombre maximal de volumes pris en charge. Vous devrez peut-être ajouter des
volumes de stockage à plusieurs nœuds de stockage pour satisfaire aux exigences ILM
pour les copies répliquées ou codées par effacement.

Avant de commencer

Avant d’ajouter des volumes de stockage, consultez les"directives pour l’ajout de capacité d’objet" pour vous
assurer de savoir où ajouter des volumes pour répondre aux exigences de votre politique ILM.

Ces instructions s’appliquent uniquement aux nœuds de stockage basés sur des logiciels. Voir
"Ajouter une étagère d’extension au SG6060 déployé" ou "Ajouter une étagère d’extension au
SG6160 déployé" pour savoir comment ajouter des volumes de stockage au SG6060 ou au
SG6160 en installant des étagères d’extension. Les autres nœuds de stockage d’appareils ne
peuvent pas être étendus.

À propos de cette tâche

Le stockage sous-jacent d’un nœud de stockage est divisé en volumes de stockage. Les volumes de stockage
sont des périphériques de stockage basés sur des blocs qui sont formatés par le système StorageGRID et
montés pour stocker des objets. Chaque nœud de stockage peut prendre en charge jusqu’à 48 volumes de
stockage, appelés magasins d’objets dans Grid Manager.

Les métadonnées d’objet sont toujours stockées dans le magasin d’objets 0.

Chaque magasin d’objets est monté sur un volume qui correspond à son ID. Par exemple, le magasin d’objets
avec un ID de 0000 correspond au /var/local/rangedb/0 point de montage.

Avant d’ajouter de nouveaux volumes de stockage, utilisez le gestionnaire de grille pour afficher les magasins
d’objets actuels pour chaque nœud de stockage ainsi que les points de montage correspondants. Vous pouvez
utiliser ces informations lors de l’ajout de volumes de stockage.

Étapes

1. Sélectionnez NODES > site > Storage Node > Storage.

2. Faites défiler vers le bas pour afficher les quantités de stockage disponibles pour chaque volume et
magasin d’objets.

Pour les nœuds de stockage d’appliance, le nom mondial de chaque disque correspond à l’identifiant
mondial du volume (WWID) qui apparaît lorsque vous affichez les propriétés de volume standard dans
SANtricity OS (le logiciel de gestion connecté au contrôleur de stockage de l’appliance).

Pour vous aider à interpréter les statistiques de lecture et d’écriture sur disque liées aux points de montage
de volume, la première partie du nom affichée dans la colonne Nom du tableau Périphériques de disque
(c’est-à-dire sdc, sdd, sde, etc.) correspond à la valeur affichée dans la colonne Périphérique du tableau
Volumes.
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3. Suivez les instructions de votre plateforme pour ajouter de nouveaux volumes de stockage au nœud de
stockage.

◦ "VMware : ajouter des volumes de stockage au nœud de stockage"

◦ "Linux : ajouter des volumes à connexion directe ou SAN au nœud de stockage"

VMware : ajouter des volumes de stockage au nœud de
stockage

Si un nœud de stockage comprend moins de 16 volumes de stockage, vous pouvez
augmenter sa capacité en utilisant VMware vSphere pour ajouter des volumes.

Avant de commencer

• Vous avez accès aux instructions d’installation de StorageGRID pour les déploiements VMware.

◦ "Installer StorageGRID sur VMware"

• Vous avez le Passwords.txt déposer.

• Tu as"autorisations d’accès spécifiques" .

N’essayez pas d’ajouter des volumes de stockage à un nœud de stockage pendant qu’une mise
à niveau logicielle, une procédure de récupération ou une autre procédure d’extension est
active.

À propos de cette tâche

Le nœud de stockage n’est pas disponible pendant une brève période lorsque vous ajoutez des volumes de
stockage. Vous devez effectuer cette procédure sur un nœud de stockage à la fois pour éviter d’impacter les
services de grille orientés client.

Étapes

1. Si nécessaire, installez un nouveau matériel de stockage et créez de nouvelles banques de données
VMware.

2. Ajoutez un ou plusieurs disques durs à la machine virtuelle pour les utiliser comme stockage (magasins
d’objets).

a. Ouvrez le client VMware vSphere.

b. Modifiez les paramètres de la machine virtuelle pour ajouter un ou plusieurs disques durs
supplémentaires.

Les disques durs sont généralement configurés comme des disques de machine virtuelle (VMDK). Les
VMDK sont plus couramment utilisés et plus faciles à gérer, tandis que les RDM peuvent offrir de
meilleures performances pour les charges de travail qui utilisent des tailles d’objet plus grandes (par
exemple, supérieures à 100 Mo). Pour plus d’informations sur l’ajout de disques durs aux machines
virtuelles, consultez la documentation VMware vSphere.

3. Redémarrez la machine virtuelle en utilisant l’option Redémarrer le système d’exploitation invité dans le
client VMware vSphere ou en entrant la commande suivante dans une session SSH sur la machine
virtuelle :sudo reboot

N’utilisez pas Power Off ou Reset pour redémarrer la machine virtuelle.
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4. Configurer le nouveau stockage à utiliser par le nœud de stockage :

a. Connectez-vous au nœud de grille :

i. Entrez la commande suivante : ssh admin@grid_node_IP

ii. Entrez le mot de passe indiqué dans le Passwords.txt déposer.

iii. Entrez la commande suivante pour passer en root : su -

iv. Entrez le mot de passe indiqué dans le Passwords.txt déposer. Lorsque vous êtes connecté en
tant que root, l’invite passe de $ à # .

b. Configurer les nouveaux volumes de stockage :

sudo add_rangedbs.rb

Ce script recherche tous les nouveaux volumes de stockage et vous invite à les formater.

c. Entrez y pour accepter le formatage.

d. Si l’un des volumes a déjà été formaté, décidez si vous souhaitez le reformater.

▪ Entrez y pour reformater.

▪ Entrez n pour ignorer le reformatage.

Le setup_rangedbs.sh le script s’exécute automatiquement.

5. Vérifiez que les services démarrent correctement :

a. Afficher une liste de l’état de tous les services sur le serveur :

sudo storagegrid-status

Le statut est mis à jour automatiquement.

a. Attendez que tous les services soient en cours d’exécution ou vérifiés.

b. Quitter l’écran d’état :

Ctrl+C

6. Vérifiez que le nœud de stockage est en ligne :

a. Sign in au Grid Manager à l’aide d’un"navigateur Web pris en charge" .

b. Sélectionnez SUPPORT > Outils > Topologie de grille.

c. Sélectionnez site > Nœud de stockage > LDR > Stockage.

d. Sélectionnez l’onglet Configuration puis l’onglet Principal.

e. Si la liste déroulante État de stockage - Souhaité est définie sur Lecture seule ou Hors ligne,
sélectionnez En ligne.

f. Sélectionnez Appliquer les modifications.

7. Pour voir les nouveaux magasins d’objets :

a. Sélectionnez NODES > site > Storage Node > Storage.

b. Consultez les détails dans le tableau Magasins d’objets.
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Résultat

Vous pouvez utiliser la capacité étendue des nœuds de stockage pour enregistrer les données des objets.

Linux : ajouter des volumes à connexion directe ou SAN au
nœud de stockage

Si un nœud de stockage comprend moins de 48 volumes de stockage, vous pouvez
augmenter sa capacité en ajoutant de nouveaux périphériques de stockage en blocs, en
les rendant visibles pour les hôtes Linux et en ajoutant les nouveaux mappages de
périphériques en blocs au fichier de configuration StorageGRID utilisé pour le nœud de
stockage.

Avant de commencer

• Vous avez accès aux instructions d’installation de StorageGRID pour votre plateforme Linux.

◦ "Installer StorageGRID sur Red Hat Enterprise Linux"

◦ "Installer StorageGRID sur Ubuntu ou Debian"

• Vous avez le Passwords.txt déposer.

• Tu as"autorisations d’accès spécifiques" .

N’essayez pas d’ajouter des volumes de stockage à un nœud de stockage pendant qu’une mise
à niveau logicielle, une procédure de récupération ou une autre procédure d’extension est
active.

À propos de cette tâche

Le nœud de stockage n’est pas disponible pendant une brève période lorsque vous ajoutez des volumes de
stockage. Vous devez effectuer cette procédure sur un nœud de stockage à la fois pour éviter d’impacter les
services de grille orientés client.

Étapes

1. Installez le nouveau matériel de stockage.

Pour plus d’informations, consultez la documentation fournie par votre fournisseur de matériel.

2. Créez de nouveaux volumes de stockage de blocs des tailles souhaitées.

◦ Connectez les nouveaux disques et mettez à jour la configuration du contrôleur RAID selon les
besoins, ou allouez les nouveaux LUN SAN sur les baies de stockage partagées et autorisez l’hôte
Linux à y accéder.

◦ Utilisez le même schéma de nommage persistant que celui utilisé pour les volumes de stockage sur le
nœud de stockage existant.

◦ Si vous utilisez la fonctionnalité de migration de nœud StorageGRID , rendez les nouveaux volumes
visibles pour les autres hôtes Linux qui sont des cibles de migration pour ce nœud de stockage. Pour
plus d’informations, consultez les instructions d’installation de StorageGRID pour votre plate-forme
Linux.

3. Connectez-vous à l’hôte Linux prenant en charge le nœud de stockage en tant que root ou avec un
compte disposant de l’autorisation sudo.

4. Confirmez que les nouveaux volumes de stockage sont visibles sur l’hôte Linux.
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Vous devrez peut-être effectuer une nouvelle analyse des appareils.

5. Exécutez la commande suivante pour désactiver temporairement le nœud de stockage :

sudo storagegrid node stop <node-name>

6. À l’aide d’un éditeur de texte tel que vim ou pico, modifiez le fichier de configuration du nœud de stockage,
qui se trouve à l’adresse /etc/storagegrid/nodes/<node-name>.conf .

7. Recherchez la section du fichier de configuration du nœud qui contient les mappages de périphériques de
stockage en mode bloc d’objets existants.

Dans l’exemple, BLOCK_DEVICE_RANGEDB_00 à BLOCK_DEVICE_RANGEDB_03 sont les mappages de
périphériques de stockage d’objets existants.

NODE_TYPE = VM_Storage_Node

ADMIN_IP = 10.1.0.2

BLOCK_DEVICE_VAR_LOCAL = /dev/mapper/sgws-sn1-var-local

BLOCK_DEVICE_RANGEDB_00 = /dev/mapper/sgws-sn1-rangedb-0

BLOCK_DEVICE_RANGEDB_01 = /dev/mapper/sgws-sn1-rangedb-1

BLOCK_DEVICE_RANGEDB_02 = /dev/mapper/sgws-sn1-rangedb-2

BLOCK_DEVICE_RANGEDB_03 = /dev/mapper/sgws-sn1-rangedb-3

GRID_NETWORK_TARGET = bond0.1001

ADMIN_NETWORK_TARGET = bond0.1002

CLIENT_NETWORK_TARGET = bond0.1003

GRID_NETWORK_IP = 10.1.0.3

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.1.0.1

8. Ajoutez de nouveaux mappages de périphériques de stockage en bloc d’objets correspondant aux
volumes de stockage en bloc que vous avez ajoutés pour ce nœud de stockage.

Assurez-vous de commencer à la prochaine BLOCK_DEVICE_RANGEDB_nn . Ne laissez pas d’espace.

◦ Sur la base de l’exemple ci-dessus, commencez par BLOCK_DEVICE_RANGEDB_04 .

◦ Dans l’exemple ci-dessous, quatre nouveaux volumes de stockage de blocs ont été ajoutés au nœud :
BLOCK_DEVICE_RANGEDB_04 à BLOCK_DEVICE_RANGEDB_07 .
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NODE_TYPE = VM_Storage_Node

ADMIN_IP = 10.1.0.2

BLOCK_DEVICE_VAR_LOCAL = /dev/mapper/sgws-sn1-var-local

BLOCK_DEVICE_RANGEDB_00 = /dev/mapper/sgws-sn1-rangedb-0

BLOCK_DEVICE_RANGEDB_01 = /dev/mapper/sgws-sn1-rangedb-1

BLOCK_DEVICE_RANGEDB_02 = /dev/mapper/sgws-sn1-rangedb-2

BLOCK_DEVICE_RANGEDB_03 = /dev/mapper/sgws-sn1-rangedb-3

BLOCK_DEVICE_RANGEDB_04 = /dev/mapper/sgws-sn1-rangedb-4

BLOCK_DEVICE_RANGEDB_05 = /dev/mapper/sgws-sn1-rangedb-5

BLOCK_DEVICE_RANGEDB_06 = /dev/mapper/sgws-sn1-rangedb-6

BLOCK_DEVICE_RANGEDB_07 = /dev/mapper/sgws-sn1-rangedb-7

GRID_NETWORK_TARGET = bond0.1001

ADMIN_NETWORK_TARGET = bond0.1002

CLIENT_NETWORK_TARGET = bond0.1003

GRID_NETWORK_IP = 10.1.0.3

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.1.0.1

9. Exécutez la commande suivante pour valider vos modifications apportées au fichier de configuration du
nœud pour le nœud de stockage :

sudo storagegrid node validate <node-name>

Corrigez les erreurs ou les avertissements avant de passer à l’étape suivante.

Si vous observez une erreur similaire à la suivante, cela signifie que le fichier de
configuration du nœud tente de mapper le périphérique de bloc utilisé par <node-name>
pour <PURPOSE> au donné <path-name> dans le système de fichiers Linux, mais il n’y a
pas de fichier spécial de périphérique de bloc valide (ou de lien logiciel vers un fichier
spécial de périphérique de bloc) à cet emplacement.

Checking configuration file for node <node-name>…

ERROR: BLOCK_DEVICE_<PURPOSE> = <path-name>

<path-name> is not a valid block device

Vérifiez que vous avez entré le bon <path-name> .

10. Exécutez la commande suivante pour redémarrer le nœud avec les nouveaux mappages de périphériques
de bloc en place :

sudo storagegrid node start <node-name>

11. Connectez-vous au nœud de stockage en tant qu’administrateur à l’aide du mot de passe répertorié dans
le Passwords.txt déposer.

12. Vérifiez que les services démarrent correctement :

a. Afficher une liste de l’état de tous les services sur le serveur :
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sudo storagegrid-status

Le statut est mis à jour automatiquement.

b. Attendez que tous les services soient en cours d’exécution ou vérifiés.

c. Quitter l’écran d’état :

Ctrl+C

13. Configurer le nouveau stockage à utiliser par le nœud de stockage :

a. Configurer les nouveaux volumes de stockage :

sudo add_rangedbs.rb

Ce script recherche tous les nouveaux volumes de stockage et vous invite à les formater.

b. Entrez y pour formater les volumes de stockage.

c. Si l’un des volumes a déjà été formaté, décidez si vous souhaitez le reformater.

▪ Entrez y pour reformater.

▪ Entrez n pour ignorer le reformatage.

Le setup_rangedbs.sh le script s’exécute automatiquement.

14. Vérifiez que l’état de stockage du nœud de stockage est en ligne :

a. Sign in au Grid Manager à l’aide d’un"navigateur Web pris en charge" .

b. Sélectionnez SUPPORT > Outils > Topologie de grille.

c. Sélectionnez site > Nœud de stockage > LDR > Stockage.

d. Sélectionnez l’onglet Configuration puis l’onglet Principal.

e. Si la liste déroulante État de stockage - Souhaité est définie sur Lecture seule ou Hors ligne,
sélectionnez En ligne.

f. Cliquez sur Appliquer les modifications.

15. Pour voir les nouveaux magasins d’objets :

a. Sélectionnez NODES > site > Storage Node > Storage.

b. Consultez les détails dans le tableau Magasins d’objets.

Résultat

Vous pouvez désormais utiliser la capacité étendue des nœuds de stockage pour enregistrer les données des
objets.
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