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Tr-4765 : StorageGRID du moniteur

Introduction a la surveillance StorageGRID

Découvrez comment contrdler votre systéme StorageGRID a I'aide d’applications
externes telles que Splunk.

La surveillance efficace du stockage objet NetApp StorageGRID permet aux administrateurs de répondre
rapidement aux problémes urgents et d’ajouter de maniere proactive des ressources pour gérer la croissance
des workloads. Ce rapport fournit des conseils généraux sur la fagon de surveiller les mesures clés et
d’exploiter les applications de surveillance externes. Il est destiné a compléter le guide de surveillance et de
dépannage existant.

Un déploiement NetApp StorageGRID se compose généralement de plusieurs sites et de nombreux nceuds
qui créent un systeme de stockage objet distribué et tolérant aux pannes. Dans un systéme de stockage
distribué et résilient tel que StorageGRID, il est normal que des conditions d’erreur existent alors que la grille
continue de fonctionner normalement. En tant qu’administrateur, le défi consiste a comprendre le seuil auquel
les conditions d’erreur (telles que les nceuds en panne) constituent un probléme qui doit étre immédiatement
résolu par rapport aux informations a analyser. En analysant les données d’StorageGRID, vous pouvez
analyser votre charge de travail et prendre des décisions avisées, notamment concernant 'ajout de
ressources.

StorageGRID fournit une excellente documentation qui analyse le sujet de la surveillance. Ce rapport part du
principe que vous connaissez StorageGRID et que vous avez consulté la documentation correspondante. Au
lieu de répéter ces informations, nous nous référons a la documentation produit tout au long de ce guide. La
documentation des produits StorageGRID est disponible en ligne et au format PDF.

L'objectif de ce document est de compléter la documentation produit et de découvrir comment contréler votre
systéme StorageGRID a l'aide d’applications externes, telles que Splunk.

Sources de données

Pour réussir la surveillance de NetApp StorageGRID, il est important de savoir ou collecter des données sur
I'état et les opérations de votre systéme StorageGRID.

* Interface utilisateur Web et tableau de bord. Le gestionnaire de grille StorageGRID présente une vue de
haut niveau des informations que vous, en tant qu’administrateur, devez voir dans une présentation
logique. En tant qu’administrateur, vous pouvez également approfondir les informations de niveau de
service pour le dépannage et la collecte des journaux.

» Journaux d’audit. StorageGRID conserve des journaux d’audit granulaires des actions des locataires
telles que LA COMMANDE PUT, GET et DELETE. Vous pouvez également suivre le cycle de vie d’un objet
de l'ingestion a 'application des régles de gestion des données.

» APl métriques. Les API de l'interface utilisateur sont sous-jacentes a I'interface GMI de StorageGRID.
Cette approche vous permet d’extraire des données a I'aide d’outils externes de surveillance et d’analyse.
Ou trouver des informations complémentaires

Pour en savoir plus sur les informations données dans ce livre blanc, consultez ces documents et/ou sites web

* Centre de documentation NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-118/


https://docs.netapp.com/us-en/storagegrid-118/

* Accompagnement NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-enable/
* Documentation des produits NetApp https://www.netapp.com/support-and-training/documentation/

* NetApp StorageGRID application pour Splunk https://splunkbase.splunk.com/app/3898/#/details

Utilisez le tableau de bord GMI pour surveiller StorageGRID

Le tableau de bord de l'interface de gestion Grid (GMI) de StorageGRID offre une vue
centralisée de I'infrastructure StorageGRID. Vous pouvez ainsi surveiller I'état, les
performances et la capacité de 'ensemble du grid.

Utilisez le tableau de bord GMI pour examiner chaque composant central de la grille.

Alerts if usage exceeded subscription ‘ ‘ Upgrade, expand, decommission,
licensed CaPaCITY recover nodes from Ul and APIs

I 2 A .

Dashboard o RleTs - Nodes Tenanis LM s A lManlenance « Suppon =

Dashboard

Health @ | Avallable Storage
[ 74
o Ciata Center | 1§
AT Overall B
|}
Uned
Tant alarms (1) Licans '
Information Lifecycle Management (ILM) © Y DataCenter 2 8
:.‘\_ r
Aveaiting - Chiast 1 abjec N
Aveatting - Evaluation Rato 0 abje: ) 297TB
Scan Perlod . Estimated 0 seca ]
Dafa Center 3 B
\
Protecal Operations O L}
53 vate {\ 0 operations | secand ] Fres A
o \

Swift rase [\ 0 opseations ! second
f \

= e e Multisite visibility and
" Client Activity | IEMACHIY | drill-downs

Informations a surveiller réguliérement

Une version précédente de ce rapport technique énuméré les mesures a vérifier périodiquement par rapport
aux tendances. Cette information est maintenant incluse dans le "Guide de surveillance et de dépannage".

Surveiller le stockage

Dans une version précédente de ce rapport technique, nous liseous ou surveiller les mesures importantes,
telles que I'espace de stockage objet, 'espace de métadonnées, les ressources réseau, etc. Cette information
est maintenant incluse dans le "Guide de surveillance et de depannage".


https://docs.netapp.com/us-en/storagegrid-enable/
https://www.netapp.com/support-and-training/documentation/
https://splunkbase.splunk.com/app/3898/#/details
https://docs.netapp.com/us-en/storagegrid-118/landing-monitor-troubleshoot/index.html
https://docs.netapp.com/us-en/storagegrid-118/landing-monitor-troubleshoot/index.html

Utilisez les alertes pour surveiller StorageGRID

Découvrez comment utiliser le systéme d’alertes de StorageGRID pour surveiller les
problemes, gérer les alertes personnalisées et étendre les notifications d’alertes via
SNMP ou par e-mail.

Les alertes fournissent des informations critiques qui vous permettent de surveiller les divers événements et
conditions de votre systeme StorageGRID.

Le systéme d’alertes est congu pour étre le principal outil de surveillance des problémes susceptibles de
survenir dans votre systéme StorageGRID. Le systeme d’alertes se concentre sur les problemes exploitables
du systeme et propose une interface simple d’utilisation.

Nous fournissons un ensemble de regles d’alerte par défaut qui visent a faciliter la surveillance et le
dépannage de votre systéme. Vous pouvez davantage gérer les alertes en créant des alertes personnalisées,
en modifiant ou en désactivant les alertes par défaut et en désactivant les notifications d’alerte.

Les alertes sont également extensibles via SNMP ou la notification par e-mail.

Pour plus d’informations sur les alertes, reportez-vous a la "documentation produit" page disponible en ligne et
au format PDF.

Surveillance avancée dans StorageGRID

Découvrez comment accéder a des metrics et les exporter pour résoudre vos problémes.

Affichage des API de metrics via une requéte Prometheus

Prometheus est un logiciel open source qui collecte des metrics. Pour accéder au Prometheus intégré de
StorageGRID via l'interface GMI, accédez au support > Metrics.

Metrics

Access charts and metrics to help troubleshoot issues.

@ The toals available on this page are intended for use by technical support. Some features and menu items within these tools are intentionally non-functional

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics and to view charts of the values aver time
Access the Premetheus Ul using the link below. You must be signed in to the Grid Manager

» hitps/lwebscalegmi netapp.com/metrics/graph

Grafana

Grafana is open-source software for matrics visualization. The Grafana interface provides pre-constructed dashboards that contain graphs of important metric values over time

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE

Account Service Overview
Alertmanager

Audit Overview

Cassandra Cluster Overview
Cassandra Network Qverview
Cassandra Node Overview
Cloud Storage Pool Overview
EC Read (11.3) - Node

EC Read (11.3) - Overview

Grid

ILM

Identity Service Overview
Ingests

Node

Node (Internal Use)

Platform Services Commits
Platform Services Overview
Platform Services Processing

Renamed Metrics

Replicated Read Path Overview
S3 - Node

53 Overview

Site

Streaming EC - ADE

Streaming EC - Chunk Service
Support

Traces

Traffic Classification Policy

Virtual Memory (vmstat)


https://docs.netapp.com/us-en/storagegrid-118/monitor/managing-alerts-and-alarms.html

Vous pouvez également accéder directement au lien.

Prometheus

Avec cette vue, vous pouvez accéder a l'interface Prometheus. Ensuite, vous pouvez effectuer des recherches
parmi les mesures disponibles et méme tester des requétes.

Pour effectuer une requéte URL Prometheus, procédez comme suit :

Etapes

1. Commencez a taper dans la zone de texte de la requéte. Au fur et a mesure que vous tapez, les
indicateurs sont répertoriés. A nos fins, seuls les metrics commengant par StorageGRID et Node sont
importants.

2. Pour afficher le nombre de sessions HTTP pour chaque nceud, tapez storagegrid http et sélectionnez
storagegrid http sessions incoming currently established. Cliquez sur Exécuter et
affichez les informations au format graphique ou console.

3 2005 L Faw B stacknd

Les requétes et les graphiques que vous créez via cette URL ne persistent pas. Les requétes
complexes consomment des ressources sur le noceud d’administration. NetApp vous
recommande d’utiliser cette vue pour explorer les metrics disponibles.



Il n’est pas recommandé de s’interfacer directement avec notre instance Prometheus, car cela
nécessite I'ouverture de ports supplémentaires. L'accés aux metrics via notre API est |la
meéthode recommandée et sécurisée.

Exportez les metrics via I’API
Vous pouvez également accéder aux mémes données via I'’API de gestion StorageGRID.

Pour exporter des metrics via I'API, effectuez la procédure suivante :

1. Dans linterface GMI, sélectionnez aide » Documentation API.

2. Faites défiler jusqu’a Metrics et sélectionnez GET /grid/Metric-query.

metrics operations on metrics -
| m /erid/metric-labels/{label}/values Lisis the values for a metric label a |
| m /grid/metric-names Lists all available metric names ﬂ |
m /grid/metric-query Performs an instant metric query at a single point in time a

The format of metric queries is controlled by Prometheus. See hitps://prometheus.io/docs/querying/basics

Parameters -_Cam:el
Name Description

query * e

string Prometheus query string

(query)
storagegrid_http_sessions_incoming_current

time
hnibetsaate- query start, default current time (date-time)
time

(azmet time - query start, default current time (date-t

timeout
string timeout (duration)

(query)
120s

T S |

La réponse inclut les mémes informations que celles que vous pouvez obtenir via une requéte URL
Prometheus. Vous pouvez a nouveau voir le nombre de sessions HTTP actuellement établies sur chaque
nceud de stockage. Vous pouvez également télécharger la réponse au format JSON pour plus de lisibilité.
La figure suivante présente des exemples de réponses a des requétes Prometheus.



Responses content type

pp

Curl

curl -X GET "https://10.193.92.238/api/v3/grid/metric-queryXquery=storagegrid_http_sessions_incoming currently_established&timeout=128s" -H “accept: application/json™ -H "X-Csr-Token:
©b94910621b19c128b4488d2e537€374"

Request URL

https://10.193.92.230/api/v3/grid/metric-query?query-storagegrid_http_sessions_incoming currently_established&timeout-120s

Server response

Code Details.

200 Response body

“responseTime": "2020-86-02T21:26:36.0082",
“status ccess”®,

‘toragegrid_http_sessions_incoming currently_established",

cC5d26-b52a-4d78-95ec-0f21e76c61bd™,
=

56d838-cd56-423b-af07 -edeBala2885d",
: "us-east-fuse"

@ L’avantage de I'utilisation de I'API est qu’elle vous permet d’effectuer des requétes authentifiées

Accédez aux metrics a I’'aide de CURL dans StorageGRID

Découvrez comment accéder aux metrics via I'interface de ligne de commandes en
utilisant curl.

Pour effectuer cette opération, vous devez d’abord obtenir un jeton d’autorisation. Pour demander un jeton,
procédez comme suit :
Etapes

1. Dans linterface GMI, sélectionnez aide » Documentation API.

2. Faites défiler jusqu’a Auth pour rechercher des opérations sur I'autorisation. La capture d’écran suivante
montre les parameétres de la méthode POST.




auth Operations on authorization R

m fauthorize Get authorization token i
Mame Description
body ~

object Example Value  Model

(body)

{

“username”: “MylUserName®™,

“password”: “MyPassword™,
“cookie®: true,
“csrfToken™: false

}

Farameter content type

[ application/json w

Responses Response content type | application/jsen v ]

3. Cliquez sur essayer et modifiez le corps avec votre nom d’utilisateur et votre mot de passe GMI.
4. Cliquez sur Exécuter.

5. Copiez la commande curl fournie dans la section curl et collez-la dans une fenétre de terminal. La
commande se présente comme suit :

curl -X POST "https:// <Primary Admin IP>/api/v3/authorize" -H "accept:
application/json" -H "Content-Type: application/json" -H "X-Csrf-Token:
dc30b080elca9%c05ddb81104381d8c8" -d "{ \"username\": \"MyUsername\",
\"password\": \"MyPassword\", \"cookie\": true, \"csrfToken\": false}"
-k

@ Si votre mot de passe GMI contient des caractéres spéciaux, n’oubliez pas d’utiliser \ pour
échapper a des caractéres spéciaux. Par exemple, remplacez ! avec \!

6. Apres avoir exécuté la commande curl précédente, le résultat vous donne un jeton d’autorisation comme
dans I'exemple suivant :

{"responseTime":"2020-06-
03T00:12:17.0312","status":"success", "apiVersion":"3.2","data":"8ale528d
-18a7-4283-9a5e-b2e6d731e0b2"}

Vous pouvez désormais utiliser la chaine de tokens d’autorisation pour accéder aux métriques via curl. Le
processus d’acces aux mesures est similaire aux étapes de la section "Surveillance avancée dans
StorageGRID". Cependant, a des fins de démonstration, nous montrons un exemple avec /grid/Metric-
labels/{label}/values sélectionnées dans la catégorie Metrics.

7. Par exemple, la commande curl suivante avec le jeton d’autorisation précédent répertorie les noms de
sites dans StorageGRID.


https://docs.netapp.com/fr-fr/storagegrid-enable/technical-reports/advanced-monitor-storagegrid.html#export-metrics-through-the-api
https://docs.netapp.com/fr-fr/storagegrid-enable/technical-reports/advanced-monitor-storagegrid.html#export-metrics-through-the-api

curl -X GET "https://10.193.92.230/api/v3/grid/metric-
labels/site name/values" -H "accept: application/json" -H
"Authorization: Bearer 8aleb528d-18a7-4283-9ab5e-b2e6d731e0b2"

La commande CURL génere la sortie suivante :

{"responseTime" :"2020-06-
03T00:17:00.844z","status":"success", "apiVersion":"3.2","data": ["us-

east-fuse","us-west-fuse"]}

Affichez les metrics a I’aide du tableau de bord Grafana
dans StorageGRID

Découvrez comment utiliser I'interface Grafana pour visualiser et surveiller vos données
StorageGRID.

Grafana est un logiciel open source pour la visualisation des mesures. Par défaut, nous disposons de tableaux
de bord préconstruits qui fournissent des informations utiles et puissantes sur votre systéeme StorageGRID.

Ces tableaux de bord préconstruits sont non seulement utiles pour la surveillance, mais aussi pour le
dépannage d’'un probléme. Certains sont destinés a étre utilisés par le support technique. Par exemple, pour
afficher les mesures d’un nceud de stockage, procédez comme suit.
Etapes

1. Dans l'interface GMI, support > Metrics.

2. Dans la section Grafana, sélectionnez le tableau de bord Node.

Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain graphs of important metric values over time.

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview
Account Service Overview ILM 53 - Node

Alertmanager Identity Service Qverview S$3 Overview

Audit Overview Ingests Site

Cassandra Cluster Overview Node Streaming EC - ADE
Cassandra Network Overvisw Node (Internal Use) Streaming EC - Chunk Service
Cassandra Node QOverview Platform Services Commits Support

Cloud Sterage Pool Overview Platform Services Overview Traffic Classification Policy

EC Read - Node Platform Services Processing

EC Read - Overview Renamed Metrics

3. Dans Grafana, définissez les hotes sur le noeud sur lequel vous souhaitez afficher les mesures. Dans ce
cas, un nceud de stockage est sélectionné. Plus d’informations sont fournies que les captures d’écran
suivantes.



Utilisez les stratégies de classification du trafic dans
StorageGRID

Découvrez comment configurer et configurer des régles de classification du trafic pour
gérer et optimiser le trafic réseau dans StorageGRID.

Les régles de classification du trafic fournissent une méthode de surveillance et/ou de limitation du trafic basée
sur un locataire, un compartiments, des sous-réseaux IP ou des terminaux d’équilibrage de charge
spécifiques. La connectivité réseau et la bande passante sont des mesures particulierement importantes pour
StorageGRID.

Pour configurer une stratégie de classification de trafic, procédez comme suit :

Etapes
1. Dans l'interface GMI, accédez au Configuration » Paramétres systéme > Classification du trafic.
2. Cliquez sur Créer +
3. Entrez un nom et une description pour votre police.

4. Créez une regle correspondante.



Create Matching Rule

Matching Rules

Type @

Tenant

Inverse Match @

Tenant W

Jonathan.Wong (22497137670163214190)

O

Change Account

(oo | o

5. Définissez une limite (facultatif).

Create Limit

Limits (Optional)

Type @

Value @

— Choose One —

— Choose One —
Aggregate Bandwidth In
Aggregate Bandwidth Qut
Concurrent Read Requests
Concurrent Write Requesis
Per-Request Bandwidth In

Per-Request Bandwidth Out
Fead Request Rate
Write Reguest Rate

6. Enregistrez votre police

10




Create Traffic Classification Policy
Policy
Mame Match a Temant
Description {optional)

Matching Rules

Traffic that matches any rule is included in the policy.

4 Create || # Edit || % Remove

Type Inverse Match Match Value
® Tenant Jonathan.Wong (22497137670163214190)

Displaying 1 matching rule.

Limits (Optional)

=+ Create
Type Value Units

fm Jimmibe Emps
No limits found.

= |

Pour afficher les mesures associées a votre stratégie de classification de trafic, sélectionnez votre stratégie
et cliquez sur métriques. Un tableau de bord Grafana est généré et affiche des informations telles que le
trafic des demandes Load Balancer et la durée moyenne des demandes.

B8 Traffic C cation Policy -

Load Balancer Request Complstion Rate

Write Request Rate by Dbject Size
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Utilisez les journaux d’audit pour surveiller StorageGRID

Découvrez comment utiliser le journal d’audit StorageGRID pour obtenir des informations
détaillées sur les activités des locataires et du grid et comment exploiter des outils tels
que Splunk pour I'analyse des journaux.

Le journal des audits StorageGRID vous permet de collecter des informations détaillées sur les activités du
locataire et du grid. Le journal des audits peut étre exposé a des fins d’analytique via le protocole NFS. Pour
obtenir des instructions détaillées sur I'exportation du journal d’audit, reportez-vous au Guide de
'administrateur.

Une fois I'audit exporté, vous pouvez utiliser des outils d’analyse des journaux tels que Splunk ou Logstash +
Elasticsearch pour comprendre I'activité des locataires ou créer des rapports détaillés de facturation et de
facturation interne.

Des informations détaillées sur les messages d’audit sont disponibles dans la documentation StorageGRID.
Voir "Messages d’audit".

Utilisez I'application StorageGRID pour Splunk

En savoir plus sur I'application NetApp StorageGRID pour Splunk qui permet de surveiller
et d’analyser votre environnement StorageGRID au sein de la plateforme Splunk.

Splunk est une plateforme logicielle qui importe et indexe les données machine pour offrir de puissantes
fonctionnalités de recherche et d’analyse. L'application NetApp StorageGRID est un complément pour Splunk
qui importe et enrichit les données a partir de StorageGRID.

Vous trouverez des instructions sur I'installation, la mise a niveau et la configuration du module
complémentaire StorageGRID a I'adresse suivante : https://splunkbase.splunk.com/app/3895/#/details
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