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Grid, nceuds et services

Nceuds et services de la grille StorageGRID

L’élément de base d’'un systéme StorageGRID est le nceud grid. Les nceuds contiennent
des services, qui sont des modules logiciels qui fournissent un ensemble de capacités a
un nceud grid.

Types de nceuds grid

Le systéme StorageGRID utilise trois types de nceuds de grille :

Nceuds d’administration

Fournir des services de gestion tels que la configuration, la surveillance et la journalisation du systéme.
Lorsque vous vous connectez a Grid Manager, vous vous connectez a un noeud d’administration. Chaque
grid doit posséder un nceud d’administration principal et des nceuds d’administration non primaires
supplémentaires pour assurer la redondance. Vous pouvez vous connecter a n’importe quel nceud
d’administration et chaque noeud d’administration affiche une vue similaire du systéme StorageGRID.
Cependant, les procédures de maintenance doivent étre effectuées a 'aide du nceud d’administration
principal.

Les nceuds d’administration peuvent également étre utilisés pour équilibrer la charge du trafic client S3.
Voir "Qu’est-ce qu'un nceud d’administration ?"

Nceuds de stockage

Gestion et stockage des données d’objet et des métadonnées Chaque site de votre systeme StorageGRID
doit avoir au moins trois noeuds de stockage.

Lors de I'installation initiale d’'un nouveau nceud de stockage, vous pouvez spécifier qu’il soit utilisé
uniquement pour'et stocker les métadonnées" .

Voir "Qu’est-ce qu’un nceud de stockage ?"

Noeuds de passerelle (en option)

Fournissez une interface d’équilibrage de charge que les applications client peuvent utiliser pour se
connecter a StorageGRID. Un équilibreur de charge dirige de maniére transparente les clients vers un
nceud de stockage optimal, de sorte que la défaillance de nceuds ou méme d’un site entier soit
transparente.

Voir "Qu’est-ce qu'un nceud de passerelle ?"

Nceuds matériels et logiciels

Les nceuds StorageGRID peuvent étre déployés en tant que nceuds d’appliance StorageGRID ou en tant que
nceuds logiciels. Le nombre maximal de noeuds (y compris tous les types de nceuds) par systeme est de 220.

Nceuds d’appliance StorageGRID

Les appliances matérielles StorageGRID sont spécialement congues pour une utilisation dans un systéme
StorageGRID. Certaines appliances peuvent étre utilisées comme nceuds de stockage. Les autres appliances
peuvent étre utilisées comme nceuds d’administration ou noeuds de passerelle. Vous pouvez combiner des
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nceuds d’appliance avec des nceuds basés sur des logiciels ou déployer des grilles 100 % appliance
entierement congues sans dépendance vis-a-vis d’hyperviseurs, de systemes de stockage ou de matériel de

calcul externes.

Consultez les sections suivantes pour en savoir plus sur les dispositifs disponibles :

* "Documentation de I'appliance StorageGRID"

* "NetApp Hardware Universe"

Nceuds basés sur logiciel

Les nceuds de grille basés sur des logiciels peuvent étre déployés en tant que machines virtuelles VMware ou
dans des moteurs de conteneurs sur un héte Linux. Voir "Installer StorageGRID sur des nceuds logiciels" .

Utilisez le "Matrice d’interopérabilité NetApp (IMT)" pour déterminer les versions prises en charge.

Des services StorageGRID

Voici la liste compléte des services StorageGRID.

Service

Transitaire de service de
compte

ADC (controleur de domaine
administratif)

AMS (Audit Management
System)

Apache Tomcat

Démon Avahi

Service de cache

Cassandra

Description

Fournit une interface permettant au service
Load Balancer d’interroger le service Account
Service sur des hbétes distants et fournit des
notifications sur les modifications de
configuration de point de terminaison Load
Balancer au service Load Balancer.

Gere les informations de topologie, fournit des
services d’authentification et répond aux
requétes des services LDR et CMN.

Surveille et consigne tous les événements et
transactions systéme audités dans un fichier
journal texte.

Serveur Web pour applications basées sur
Java.

Gére mDNS, qui est utilisé pour la résolution
de noms et la découverte de services au sein
du réseau local.

S’exécute sur des noeuds d’équilibrage de
charge (passerelle) et gére un cache local du
contenu des objets.

Geére la base de données distribuée pour les
métadonnées des objets.

Emplacement

Service Load Balancer sur les
noeuds d’administration et les
nceuds de passerelle

Au moins trois noeuds de
stockage contenant le service
ADC sur chaque site

Nosuds d’administration

Noesuds d’administration

Tous les nceuds

Nceuds de passerelle

Nceuds de stockage (sauf
données uniquement)


https://docs.netapp.com/us-en/storagegrid-appliances/
https://hwu.netapp.com
https://docs.netapp.com/fr-fr/storagegrid/swnodes/index.html
https://imt.netapp.com/matrix/#welcome

Service

Cone Cassandra

Service de bloc

Nceud de gestion de la
configuration (CMN)

DDS (Distributed Data Store)

DMV (Data Mover)

IP dynamique (dylip)

Grafana

Haute disponibilité

Identité (idnt)

Arbitre lambda

Equilibreur des charges
(nginx-gw)

LDR (routeur de distribution
locale)

Description

Répare automatiquement les métadonnées

d'objet.

Gestion des données avec code d’effacement

et des fragments de parité.

Gestion des configurations et des taches de
grid a I'échelle du systeme. Chaque grille

dispose d’un service CMN.

Interfaces avec la base de données
Cassandra pour gérer les métadonnées

d’objet.

Déplacement des données vers les terminaux

cloud

Surveille la grille pour détecter les
changements d’adresse IP dynamiques et
met a jour les configurations locales.

Utilisé pour la visualisation des metrics dans

Grid Manager.

Geére les adresses IP virtuelles haute

disponibilité sur les nceuds configurés sur la
page groupes haute disponibilité. Ce service
est également connu sous le nom de service

keepalspé.

Gere les utilisateurs et les groupes locaux,
I'authentification et fédére les identités des
utilisateurs a partir de LDAP et d’Active

Directory.

Gére les demandes S3 Select
SelectObjectContent.

Equilibrage de la charge du trafic S3 des
clients vers les noeuds de stockage Le service
Load Balancer peut étre configure via la page
de configuration des noeuds finaux Load
Balancer. Ce service est également connu
sous le nom de service nginx-gw.

Gestion du stockage et du transfert de

contenu au sein de la grille.

Emplacement

Nceuds de stockage

Nceuds de stockage

Noeud d’administration
principal

Nceuds de stockage

Nceuds de stockage

Tous les nceuds

Noesuds d’administration

Noeuds d’administration et de
passerelle

Noceuds de stockage qui
utilisent le service ADC

Tous les nceuds

Noeuds d’administration et de
passerelle

Nceuds de stockage



Service Description Emplacement

MISCd information Service Fournit une interface pour interroger et gérer  Tous les nceuds
Control Daemon les services sur d’autres noeuds et pour gérer

les configurations environnementales sur le

noeud, telles que interroger I'état des services

exécutés sur d’autres noeuds.

nginx Agit comme un mécanisme d’authentification  Tous les nosuds
et de communication sécurisée pour divers
services de grid (Prometheus et IP
dynamique, par exemple), afin de pouvoir
communiquer avec les services sur d’autres
nceuds via des API HTTPS.

Equilibreur de charge nginx-  Equilibrage de la charge du trafic S3 des Noeuds d’administration et de
gw clients vers les nceuds de stockage Le service passerelle

Load Balancer peut étre configuré via la page

de configuration des noeuds finaux Load

Balancer. Ce service est également connu

sous le nom de service nginx-gw.

Systeme de gestion de Alimente les options de surveillance, de Noeuds d’administration
réseau (NMS) rapport et de configuration qui sont affichées
via le gestionnaire de grille.

Exportateur de nceuds Publie des statistiques au niveau du systéme Tous les noeuds
(collecte de données pour la collecte de mesures de séries

Prometheus) chronologiques Prometheus.

ntp Service de protocole de temps réseau (NTP). Tous les nceuds
La persistance des données  Gére les fichiers sur le disque racine qui Tous les nceuds

doivent persister au cours d’un redémarrage.

Prometheus Collecte des metrics de séries chronologiques Nceuds d’administration
a partir des services sur tous les noeuds.

RSM (machine d’état S’assure que les demandes de service de la  Noceuds de stockage qui

répliquée) plate-forme sont envoyées a leurs terminaux  utilisent le service ADC
respectifs.

SSM (moniteur d’état du Surveille I'état du matériel et communique des Une instance est présente sur

serveur) rapports au service NMS. chaque nceud de grille

Gestionnaire de serveur Gére les services StorageGRID . Tous les nceuds

Agent SNMP Répond aux requétes SNMP. Nceuds d’administration



Service Description Emplacement

Service de gestion des ports  Gere la gestion dynamique des ports SNMP.  Tous les nceuds
SNMP

SSH (Shell sécurisé) Geére I'acces sécurisé et la gestion du Tous les nceuds
systeme a distance.

SSM (Moniteur d’état du Surveille I'état du matériel et communique des Tous les nceuds
systéeme) rapports au service NMS.
Statistique Enregistre des métriques supplémentaires Nceuds de stockage

liées aux buckets S3.

Agent de tragage (agent Recoit et traite les informations de tragage Tous les nceuds
Jaeger) soumises par le collecteur de traces (jaeger-

collector).
Collectionneur de traces Effectue la collecte des traces afin de Noeuds d’administration
(jaeger-collector) recueillir des informations a utiliser par le

support technique. Le service de collecteur de
trace utilise le logiciel Open Source Jaeger.

Qu’est-ce qu’un nceud d’administration StorageGRID ?

Des nceuds d’administration qui assurent les services de gestion tels que la configuration
du systéme, la surveillance et la journalisation. Les nceuds d’administration peuvent
également étre utilisés pour équilibrer la charge du trafic client S3. Chaque grid doit étre
connecté a un nceud d’administration principal et doit comporter un nombre quelconque
de nceuds d’administration non primaires pour assurer la redondance.

Différences entre les nceuds d’administration principaux et non principaux

Lorsque vous vous connectez au gestionnaire de grille ou au gestionnaire de locataires, vous vous connectez
a un nceud d’administration. Vous pouvez vous connecter a n'importe quel nceud d’administration, et chaque
nceud d’administration affiche une vue similaire du systeme StorageGRID . Cependant, le nceud
d’administration principal fournit plus de fonctionnalités que les noeuds d’administration non principaux. Par
exemple, la plupart des procédures de maintenance doivent étre effectuées a partir du nceud d’administration
principal.

Le tableau récapitule les fonctionnalités des nceuds d’administration primaires et non primaires.

Capacités Nceud d’administration Nceud d’administration
principal non primaire

Comprend le AMSservice Oui Oui

Comprend le CMINservice Oui Non



Capacités

Comprend le NMSservice
Comprend le Prometheusservice
Comprend le SSMservice

Inclut les Equilibreur de chargeservices etHaute
disponibilité

Prend en charge le Interface du programme
d’application de gestion (api de gestion)

Peut étre utilisé pour toutes les taches de
maintenance réseau, par exemple la modification
d’adresse IP et la mise a jour de serveurs NTP

Peut télécharger le package de récupération

Peut effectuer un rééquilibrage du code d’effacement
apres I'extension du nceud de stockage

Peut étre utilisé pour la procédure de restauration de
volume

Peut collecter des fichiers journaux et des données
systeme a partir d’'un ou plusieurs nceuds

Peut récupérer le stockage, la passerelle et les
nceuds d’administration non principaux

Peut récupérer le nceud d’administration principal

Envoie des notifications d’alerte, des packages
AutoSupport, des traps et des notifications SNMP

Nceud d’administration
principal

Oui

Oui

Oui

Oui

Oui

Oui

Oui

Oui

Oui

Oui

Oui

Oui

Oui. Agit comme le
expéditeur préféré.

nceud d’administration de I’expéditeur préféré

Nceud d’administration
non primaire

Oui

Oui

Oui

Oui

Oui

Non

Oui

Non

Oui

Oui

Oui

Non

Oui. Sert d’émetteur de
secours.

Si votre déploiement StorageGRID inclut plusieurs nceuds d’administration, le noeud d’administration principal
est 'expéditeur préféré pour les notifications d’alerte, les packages AutoSupport, les traps et les notifications

SNMP.

Dans le cadre du fonctionnement normal du systéme, seul I'expéditeur préféré envoie des notifications.
Cependant, tous les autres nceuds d’administration surveillent I'expéditeur préféré. Si un probléme est détecté,
d’autres nceuds d’administration agissent comme expéditeurs de secours.

Plusieurs notifications peuvent étre envoyées dans ces cas :



* Siles nceuds d’administration sont « débarqués » les uns des autres, I'expéditeur préféré et les
expéditeurs en veille essayeront d’envoyer des notifications et plusieurs copies de notifications peuvent

étre regues.

+ Si un expéditeur de secours détecte des problémes avec I'expéditeur préféré et commence a envoyer des
notifications, 'expéditeur préféré peut retrouver sa capacité a envoyer des notifications. Si cela se produit,
des notifications en double peuvent étre envoyées. L’expéditeur de secours cessera d’envoyer des
notifications lorsqu’il ne détectera plus d’erreurs sur I'expéditeur préféré.

Lorsque vous testez les packages AutoSupport, tous les nceuds d’administration envoient le
test. Lorsque vous testez les notifications d’alertes, vous devez vous connecter a chaque
nceud d’administration pour vérifier la connectivité.

Services primaires pour les nceuds d’administration

Le tableau ci-dessous présente les services principaux pour les nceuds d’administration, mais ce tableau ne
répertorie pas tous les services de nceud.

Service

systéme de gestion de 'audit
(AMS)

nceud de gestion de la
configuration (CMN)

[[haute disponibilité]lhaute
disponibilité

[[équilibreur de charge]léquilibreur
de charge

interface de programme
d’application de gestion (mgmt-api)

systéme de gestion de réseau
(NMS)

Prometheus

moniteur d’état du serveur (SSM)

Fonction de touche

Suit l'activité et les événements du systeme.

Gestion de la configuration a I'échelle du systéeme.

Geére les adresses IP virtuelles haute disponibilité pour les groupes de
nceuds d’administration et de nceuds de passerelle.

Remarque : ce service se trouve également sur les nceuds de
passerelle.

Equilibrage de la charge du trafic S3 des clients vers les noeuds de
stockage

Remarque : ce service se trouve également sur les noeuds de
passerelle.

Traite les requétes a partir de I'API de gestion Grid et de I'API de gestion
des locataires.

Fournit des fonctionnalités pour le gestionnaire de grille.

Collecte et stocke les mesures de séries chronologiques des services
sur tous les nceuds.

Surveille le systeme d’exploitation et le matériel sous-jacent.



Qu’est-ce qu’un nceud de stockage StorageGRID ?

Des nceuds de stockage gérent et stockent les données et les métadonnées d’'objets. Les
nceuds de stockage incluent les services et les processus requis pour stocker, déplacer,
vérifier et récupérer les données d’'objet et les métadonnées sur disque.

Chaque site de votre systéme StorageGRID doit avoir au moins trois nceuds de stockage.

Types de nceuds de stockage

Pendant l'installation, vous pouvez sélectionner le type de noeud de stockage a installer. Ces types sont
disponibles pour les nceuds de stockage logiciels et pour les nceuds de stockage basés sur I'appliance qui
prennent en charge cette fonctionnalité :

* Noeud de stockage des données et des métadonnées combiné

* Nceud de stockage des métadonnées uniquement

* Neceud de stockage des données uniquement
Vous pouvez sélectionner le type de nceud de stockage dans les situations suivantes :

* Lors de l'installation initiale d’'un nceud de stockage

 Lorsque vous ajoutez un noeud de stockage pendant I'extension du systeme StorageGRID

Nceud de stockage des données et des métadonnées (combiné)

Par défaut, tous les nouveaux nceuds de stockage stockent a la fois les données d’objet et les métadonnées.
Ce type de noeud de stockage est appelé noeud de stockage combiné.

Nceud de stockage des métadonnées uniquement

L'utilisation d’'un nceud de stockage exclusivement pour les métadonnées peut étre logique si votre grille
stocke un trés grand nombre de petits objets. L'installation d’'une capacité de métadonnées dédiée assure un
meilleur équilibre entre I'espace nécessaire pour un trés grand nombre d’objets de petite taille et I'espace
requis pour les métadonnées de ces objets. Par ailleurs, les nceuds de stockage de métadonnées uniquement
hébergés sur des appliances haute performance peuvent améliorer les performances.

Les nceuds de stockage de métadonnées uniquement présentent des exigences matérielles spécifiques :
» Avec les appliances StorageGRID, les nceuds de métadonnées uniquement peuvent étre configurés sur

des appliances SGF6112 avec douze disques de 1.9 To ou douze disques de 3.8 To.

* Lors de I'utilisation de nceuds logiciels, les ressources de nceuds de métadonnées uniquement doivent
correspondre aux ressources existantes des noeuds de stockage. Par exemple :

> Si le site StorageGRID existant utilise des appliances SG6000 ou SG6100, les nceuds exclusivement
basés sur des métadonnées logicielles doivent respecter la configuration minimale suivante :

= 128 GO DE RAM
= Processeur 8 cosurs
= SSD de 8 To ou stockage équivalent pour la base de données Cassandra (rangedb/0)

> Si le site StorageGRID existant utilise des nceuds de stockage virtuels avec 24 Go de RAM, un
processeur a 8 cceurs et 3 To ou 4 To de stockage de métadonnées, les nceuds de métadonnées



uniguement basés sur un logiciel doivent utiliser des ressources similaires (24 Go de RAM, un
processeur a 8 cceurs et 4 To de stockage de métadonnées (rangedb/0)).

* Lors de I'ajout d’'un nouveau site StorageGRID , la capacité totale des métadonnées du nouveau site doit,
au minimum, correspondre aux sites existants. Les ressources d’un nouveau site doivent correspondre aux
nceuds de stockage des sites existants.

Bien que les nceuds de stockage de métadonnées uniquement contiennent Service LDRet
peuvent traiter les demandes des clients S3, les performances de StorageGRID peuvent ne pas
augmenter.

Nceud de stockage des données uniquement

Il est logique d’utiliser un nceud de stockage exclusivement pour les données si les performances de vos
nceuds de stockage different. Par exemple, pour augmenter les performances, vous pouvez disposer de
nceuds de stockage sur disque rotatif haute capacité uniquement en données et accompagnés de nceuds de
stockage haute performance pour métadonnées uniquement.

De plus, vous pouvez obtenir davantage de capacité de métadonnées en supprimant les nceuds a faible RAM
de Cassandra, ce qui augmente la limite de capacité de métadonnées par nceud. "Gérer le stockage des
métadonnées d’objet" .

Vous pouvez convertir un nceud de stockage qui ne contient pas leService ADC vers un noeud de stockage de
données uniquement. "Convertir un nceud de stockage en nceud de données uniquement" .

Nceuds de stockage requis par grille et par site

Lors de la sélection des noeuds de stockage a utiliser dans votre topologie, gardez a I'esprit que la grille ou
chaque site de la grille doit contenir les éléments suivants :

* Par site (dans une grille mono ou multi-sites) : TroisADC Nceuds de stockage (peuvent étre n'importe
quelle combinaison de nceuds de stockage combinés et de métadonnées uniquement)

* Grille a site unique : au moins deux nceuds de stockage d’objets (peut étre n’importe quelle combinaison
de combinés et de données uniquement)

* Grille multisite : au moins un nceud de stockage d’objets par site (peut étre combiné ou réservé aux
données)

Services primaires des nceuds de stockage

Le tableau ci-dessous présente les services principaux pour les nceuds de stockage, mais ce tableau ne
répertorie pas tous les services de nceuds.

@ Certains services, tels que le service ADC et le service RSM, n’existent généralement que sur
trois nceuds de stockage de chaque site.

Service Fonction de touche

Compte (compte) Gestion des comptes de locataire.

Les nceuds de stockage de données uniquement n’hébergent pas ce service.
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Service

Contréleur de domaine
administratif (ADC)

Cassandra

Cone Cassandra

Bloc

10

Fonction de touche

Maintien de la topologie et de la configuration dans I'ensemble du grid.
Les nceuds de stockage de données uniquement n’hébergent pas ce service.

Détails

Le service contréleur de domaine d’administration (ADC) authentifie les
nceuds de la grille et leurs connexions entre eux. Le service ADC est
hébergé sur au moins trois nceuds de stockage sur un site.

Le service ADC conserve les informations de topologie, notamment
I'emplacement et la disponibilité des services. Lorsqu’un nceud de grille
nécessite des informations provenant d’un autre nceud de grille ou qu'une
action soit effectuée par un autre nceud de grille, il contacte un service ADC
pour trouver le nceud de grille le plus adapté au traitement de sa demande.
En outre, le service ADC conserve une copie des packs de configuration du
déploiement StorageGRID, ce qui permet a n’importe quel nceud de grille de
récupérer les informations de configuration actuelles.

Pour faciliter les opérations distribuées et en attente, chaque service ADC
synchronise les certificats, les lots de configuration et les informations sur
les services et la topologie avec les autres services ADC du systéeme
StorageGRID.

En général, tous les nceuds de la grille maintiennent une connexion a au
moins un service ADC. Les nceuds du grid accédent ainsi aux informations
les plus récentes. Lorsque les nceuds de grille se connectent, ils mettent en
cache les certificats des autres nceuds de grille, ce qui permet aux systemes
de continuer a fonctionner avec des noeuds de grille connus méme lorsqu’un
service ADC est indisponible. Les nouveaux nceuds de grille ne peuvent
établir de connexions qu’a I'aide d’un service ADC.

La connexion de chaque nceud de grille permet au service ADC de collecter
les informations de topologie. Ces informations sur le nceud de la grille
incluent la charge CPU, I'espace disque disponible (si le systeme dispose de
stockage), les services pris en charge et I'ID de site du nceud de la grille.
D’autres services demandent au service ADC d’obtenir des informations sur
la topologie par le biais de requétes de topologie. Le service ADC répond a
chaque requéte avec les derniéres informations regues du systeme
StorageGRID.

Stocke et protege les métadonnées d’objet.

Les nceuds de stockage de données uniquement n’hébergent pas ce service.

Répare automatiquement les métadonnées d’objet.

Les nceuds de stockage de données uniquement n’hébergent pas ce service.

Gestion des données avec code d’effacement et des fragments de parité.



Service

Data Mover (dmv)

Stockage de données
distribué (DDS)

Identité (idnt)

Fonction de touche

Déplacement des données vers des pools de stockage cloud.

Surveille le stockage des métadonnées d’objet.

Détails

Chaque noeud de stockage inclut le service DDS (Distributed Data Store).
Ce service assure l'interface avec la base de données Cassandra pour
effectuer des taches en arriere-plan sur les métadonnées d’objet stockées
dans le systéme StorageGRID.

Le service DDS suit le nombre total d’objets ingérés dans le systéme

StorageGRID ainsi que le nombre total d’objets ingérés via chacune des
interfaces prises en charge par le systéme (S3).

Fédération des identités d'utilisateur a partir de LDAP et d’Active Directory.

Les nceuds de stockage de données uniquement n’hébergent pas ce service.

11



Service

routeur de distribution
locale (LDR)

12

Fonction de touche

Traite les demandes de protocole de stockage objet et gére les données d’objet
sur le disque.



Service Fonction de touche

RSM (Replicated State Envoi des demandes de services de la plateforme S3 a leurs terminaux respectifs
machine)
Les nceuds de stockage de données uniquement n’hébergent pas ce service.

Moniteur d’état du serveur Surveille le systéeme d’exploitation et le matériel sous-jacent.
(SSM)

donnees et les tonctions de tratic de donnees.
Qu’est-ce qu’un noeuic de passereleBtorageGRID ?

Les noeuds de passerelle folrfsient une interface dédiée d’équilibrage de la charge que
les applications client S3 peulvévituititisea pesiios€woiretier ddStofagatird DLequilibrage
de la charge optimise la vitegggpridasrapagite de connexion en répartissant la charge de
travail sur plusieurs nceuds %@Oa@&gggsedgnggeg%%qs de passerelle sont facultatifs.

Le service StorageGRID Load Balahesrséeitfodent sonésssabishaceaididhdmatisiestivnviee dup b (Roigdndeuds
de passerelle. |l effectue la résiliatiGtogliggelocole TLS (transport Layer Security) des requétes du client,
inspecte les requétes et établit dg ’@Qé’ﬁgﬁ%ﬁoﬁﬂ‘é?{m Fecylsersyers les nceuds de stockage. Le service
Load Balancer dirige les clients de maniére transparente vers un nceud de stockage optimal, de sorte que la
défaillance des nceuds, voire d’'urt SRECERGErdSoRT BiReaRRdte.

Vous configurez un ou plusieurb$8e0dsFihERk drappfisaRiereiiraaysoobies farae s &4 1 B retiere
réseau (HTTPS ou HTTP) que les demandes des clients entrants et sortants utiliseront pour accéder aux
services d'équilibrage de chargM3gARIBHSkARIE S dministration et de passerelle. Le terminal de I'équilibreur
de charge définit également le typé estolikasigSSous-jaceld dathassoniet, [EYEndstitbvirh & naulsteo dds doibetaires
autorisés ou bloqués. Voir "Considdeathagasiistidebjetis(@ussiappelésvaigaies de stockage). Chaque
magasin d’objets est un point de montage distinct.
Si nécessaire, vous pouvez regrouper les interfaces réseau de plusieurs noeuds de passerelle et nceuds
d’administration dans un groupe haete rdepasiislittolt atsasuerdeizillda cdatk i geertendedacttifed dypgraupe haute
disponibilité, une interface de sauvegatie pextigérimial changesiertiee/8D 0@ EafPECatppelEhl. divoluamsion
des groupes haute disponibilité”. L'espace est réservé dans le premier magasin d’objets (volume 0) pour
les métadonnées d’objet dans une base de données Cassandra. Tout

Services primaires pour |§§%$ﬁ?ﬂéﬁ§%%§ﬁ§ﬁ€3t utilisé pour les données d’objet. Tous

s autres magas sont exclusivement utilisés pour les

Le tableau ci-dessous présente le§/SBRAESHRRiEHh AGtrIeRtIBRARRicR BRigERaRS SR ERANEB BB ne

répertorie pas tous les services deGRd& g effacement.

Service Fonction de touche

Service de cache Geére un cache local du contenu de I'objet.
Haute disponibilité Geére les adresses IP virtuelles haute disponibilité pour les groupes de

nceuds d’administration et de nceuds de passerelle.

Remarque : ce service se trouve également sur les noeuds
d’administration.

Pour assurer la redondance et ainsi la protection contre la perte, trois
copies des métadonnées d’objet sont conservées sur chaque site. Cette
réplication n’est pas configurable et se fait automatiquement. Pour plus
de détails, voir "Gérer le stockage des métadonnées d’objet".
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https://docs.netapp.com/fr-fr/storagegrid/admin/managing-object-metadata-storage.html
https://docs.netapp.com/fr-fr/storagegrid/admin/managing-load-balancing.html
https://docs.netapp.com/fr-fr/storagegrid/admin/managing-high-availability-groups.html
https://docs.netapp.com/fr-fr/storagegrid/admin/managing-high-availability-groups.html

Service Fonction de touche

Equilibreur de charge Equilibrage de la charge de couche 7 du trafic S3 des clients vers les
nceuds de stockage. Il s’agit du mécanisme d’équilibrage de charge
recommandeé.

Remarque : ce service se trouve également sur les noeuds
d’administration.

Moniteur d’état du serveur (SSM)  Surveille le systéeme d’exploitation et le matériel sous-jacent.
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