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Informations à surveiller régulièrement

Quoi et quand surveiller

Même si le système StorageGRID peut continuer à fonctionner lorsque des erreurs se
produisent ou que des parties de la grille sont indisponibles, vous devez surveiller et
résoudre les problèmes potentiels avant qu’ils n’affectent l’efficacité ou la disponibilité de
la grille.

Avant de commencer

• Vous êtes connecté au Gestionnaire de grille à l’aide d’un "navigateur web pris en charge".

• Vous avez "autorisations d’accès spécifiques".

A propos des tâches de surveillance

Un système occupé génère de grandes quantités d’informations. La liste suivante fournit des conseils sur les
informations les plus importantes à surveiller en permanence.

Quoi surveiller Fréquence

"État de santé du système" Tous les jours

Taux de "Capacité des objets et des métadonnées du
nœud de stockage"consommation

Hebdomadaire

"Opérations de gestion du cycle de vie des
informations"

Hebdomadaire

"Ressources réseau et système" Hebdomadaire

"Activité des locataires" Hebdomadaire

"Opérations client S3" Hebdomadaire

"Opérations d’équilibrage de la charge" Après la configuration initiale et après toute
modification de la configuration

"Connexions de fédération de grille" Hebdomadaire

Contrôle de l’état des systèmes

Surveillez quotidiennement l’état global de votre système StorageGRID.

Description de la tâche

Le système StorageGRID peut continuer à fonctionner lorsque certaines parties de la grille ne sont pas
disponibles. Les problèmes potentiels signalés par des alertes ne sont pas nécessairement des problèmes liés
aux opérations du système. Examinez les problèmes résumés sur la carte d’état de santé du tableau de bord
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Grid Manager.

Pour être averti des alertes dès qu’elles sont déclenchées, vous pouvez "configurez les notifications par e-mail
pour les alertes" ou "Configurer les interruptions SNMP".

Lorsque des problèmes existent, des liens s’affichent pour vous permettre d’afficher des détails
supplémentaires :

Lien Apparaît lorsque…

Détails de la grille Tous les nœuds sont déconnectés (état de connexion inconnu ou arrêté
administrativement).

Alertes actuelles (critique, majeure,
mineure)

Les alertes sont actuellement actif.

Alertes récemment résolues Alertes déclenchées au cours de sont maintenant résolusla semaine
dernière .

Licence Il y a un problème avec la licence logicielle de ce système StorageGRID.
Vous pouvez "mettez à jour les informations de licence si nécessaire".

Surveiller les États de connexion du nœud

Si un ou plusieurs nœuds sont déconnectés de la grille, les opérations StorageGRID stratégiques peuvent être
affectées. Surveillez les États de connexion des nœuds et traitez tous les problèmes rapidement.
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Icône Description Action requise

Non connecté - Inconnu

Pour une raison inconnue, un nœud est
déconnecté ou les services du nœud sont
arrêtés de manière inattendue. Par exemple,
un service du nœud peut être arrêté, ou le
nœud a perdu sa connexion réseau en raison
d’une panne de courant ou d’une panne
imprévue.

L’alerte Impossible de communiquer avec
le noeud peut également être déclenchée.
D’autres alertes peuvent également être
actives.

Nécessite une attention immédiate.
Sélectionnez chaque alerte et suivre les
actions recommandées.

Par exemple, vous devrez peut-être
redémarrer un service qui a arrêté ou
redémarré l’hôte du nœud.

Remarque : un nœud peut apparaître comme
inconnu pendant les opérations d’arrêt
gérées. Dans ces cas, vous pouvez ignorer
l’état Inconnu.

Non connecté - Arrêt administratif

Pour une raison prévue, le nœud n’est pas
connecté au grid.

Par exemple, le nœud ou les services du
nœud ont été normalement arrêtés, le nœud
est en cours de redémarrage ou le logiciel est
mis à niveau. Une ou plusieurs alertes
peuvent également être actives.

En fonction du problème sous-jacent, ces
nœuds sont souvent remis en ligne sans
intervention.

Déterminez si des alertes affectent ce nœud.

Si une ou plusieurs alertes sont actives
sélectionnez chaque alerteet suivez les
actions recommandées.

• Connecté*

Le nœud est connecté à la grille.

Aucune action requise.

Afficher les alertes actuelles et résolues

Alertes actuelles : lorsqu’une alerte est déclenchée, une icône d’alerte s’affiche sur le tableau de bord. Une
icône d’alerte s’affiche également pour le nœud sur la page nœuds. Si "les notifications par e-mail d’alerte sont
configurées", une notification par e-mail sera également envoyée, sauf si l’alerte a été neutralisée.

Alertes résolues : vous pouvez rechercher et afficher un historique des alertes qui ont été résolues.

En option, vous avez regardé la vidéo :

Aperçu des alertes

Le tableau suivant décrit les informations affichées dans Grid Manager pour les alertes en cours et résolues.
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En-tête de colonne Description

Nom ou titre Le nom de l’alerte et sa description.

Gravité Gravité de l’alerte. Pour les alertes actuelles, si plusieurs alertes sont regroupées,
la ligne de titre indique le nombre d’instances de cette alerte qui se produisent à
chaque gravité.

 Critique : il existe une condition anormale qui a arrêté les opérations
normales d’un noeud ou d’un service StorageGRID. Vous devez immédiatement
résoudre le problème sous-jacent. Une interruption du service et une perte de
données peuvent se produire si le problème n’est pas résolu.

 Majeur : il existe une condition anormale qui affecte les opérations en cours
ou qui approche du seuil pour une alerte critique. Vous devez examiner les
alertes majeures et résoudre tous les problèmes sous-jacents pour vérifier que
leur condition anormale n’arrête pas le fonctionnement normal d’un nœud ou d’un
service StorageGRID.

 Mineur : le système fonctionne normalement, mais il existe une condition
anormale qui pourrait affecter la capacité de fonctionnement du système s’il
continue. Vous devez surveiller et résoudre les alertes mineures qui ne sont pas
claires par elles-mêmes pour vous assurer qu’elles n’entraînent pas de problème
plus grave.

Temps déclenché Alertes actuelles : date et heure auxquelles l’alerte a été déclenchée à l’heure
locale et en UTC. Si plusieurs alertes sont regroupées, la ligne de titre affiche les
heures de l’instance la plus récente de l’alerte (le plus récent) et de l’instance la
plus ancienne de l’alerte (le plus ancien).

Alertes résolues : il y a combien de temps l’alerte a été déclenchée.

Site/nœud Nom du site et du nœud où l’alerte a eu lieu ou s’est produite.

État Indique si l’alerte est active, neutralisée ou résolue. Si plusieurs alertes sont
regroupées et que toutes les alertes sont sélectionnées dans la liste déroulante,
la ligne de titre indique le nombre d’instances de cette alerte actives et le nombre
d’instances désactivées.

Temps résolu (alertes
résolues uniquement)

Il y a combien de temps l’alerte a été résolue.
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En-tête de colonne Description

Valeurs actuelles ou
valeurs de données

Valeur de la mesure à l’origine du déclenchement de l’alerte. Pour certaines
alertes, des valeurs supplémentaires sont affichées pour vous aider à
comprendre et à examiner l’alerte. Par exemple, les valeurs affichées pour une
alerte stockage de données d’objet bas comprennent le pourcentage d’espace
disque utilisé, la quantité totale d’espace disque et la quantité d’espace disque
utilisée.

Remarque : si plusieurs alertes actuelles sont regroupées, les valeurs actuelles
ne sont pas affichées dans la ligne de titre.

Valeurs déclenchées
(alertes résolues
uniquement)

Valeur de la mesure à l’origine du déclenchement de l’alerte. Pour certaines
alertes, des valeurs supplémentaires sont affichées pour vous aider à
comprendre et à examiner l’alerte. Par exemple, les valeurs affichées pour une
alerte stockage de données d’objet bas comprennent le pourcentage d’espace
disque utilisé, la quantité totale d’espace disque et la quantité d’espace disque
utilisée.

Étapes

1. Sélectionnez le lien alertes actuelles ou alertes résolues pour afficher la liste des alertes de ces
catégories. Vous pouvez également afficher les détails d’une alerte en sélectionnant nœuds > nœud >
vue d’ensemble, puis en sélectionnant l’alerte dans le tableau alertes.

Par défaut, les alertes actuelles s’affichent comme suit :

◦ Les alertes déclenchées les plus récemment sont affichées en premier.

◦ Plusieurs alertes du même type sont affichées sous la forme d’un groupe.

◦ Les alertes qui ont été neutralisées ne sont pas affichées.

◦ Pour une alerte spécifique sur un nœud spécifique, si les seuils sont atteints pour plus d’un niveau de
gravité, seule l’alerte la plus grave est affichée. C’est-à-dire, si les seuils d’alerte sont atteints pour les
niveaux de gravité mineur, majeur et critique, seule l’alerte critique s’affiche.

La page d’alertes en cours est actualisée toutes les deux minutes.

2. Pour développer des groupes d’alertes, sélectionnez la touche d’avertissement vers le bas . Pour réduire
les alertes individuelles d’un groupe, sélectionnez la touche UP caret ou sélectionnez le nom du groupe.

3. Pour afficher des alertes individuelles au lieu de groupes d’alertes, décochez la case alertes de groupe.

4. Pour trier les alertes ou les groupes d’alertes actuels, sélectionnez les flèches haut/bas dans chaque en-
tête de colonne.

◦ Lorsque alertes de groupe est sélectionné, les groupes d’alertes et les alertes individuelles de chaque
groupe sont triés. Par exemple, vous pouvez trier les alertes d’un groupe par heure déclenchée pour
trouver l’instance la plus récente d’une alerte spécifique.

◦ Lorsque alertes de groupe est effacé, la liste complète des alertes est triée. Par exemple, vous
pouvez trier toutes les alertes par nœud/site pour voir toutes les alertes affectant un nœud spécifique.

5. Pour filtrer les alertes actuelles par état (toutes les alertes, Active ou Silence, utilisez le menu déroulant
situé en haut du tableau.

Voir "Notifications d’alerte de silence".
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6. Pour trier les alertes résolues :

◦ Sélectionnez une période dans le menu déroulant lorsqu’elle est déclenchée.

◦ Sélectionnez une ou plusieurs gravité dans le menu déroulant gravité.

◦ Sélectionnez une ou plusieurs règles d’alerte par défaut ou personnalisées dans le menu déroulant
règle d’alerte pour filtrer les alertes résolues associées à une règle d’alerte spécifique.

◦ Sélectionnez un ou plusieurs nœuds dans le menu déroulant Node pour filtrer les alertes résolues liées
à un nœud spécifique.

7. Pour afficher les détails d’une alerte spécifique, sélectionnez l’alerte. Une boîte de dialogue fournit des
détails et des actions recommandées pour l’alerte que vous avez sélectionnée.

8. (Facultatif) pour une alerte spécifique, sélectionnez silence cette alerte pour désactiver la règle d’alerte qui
a déclenché cette alerte.

Vous devez avoir le "Gérer les alertes ou l’autorisation d’accès racine" pour désactiver une règle d’alerte.

Soyez prudent lorsque vous décidez de désactiver une règle d’alerte. Si une règle d’alerte
est mise en mode silencieux, il est possible que vous ne détectiez pas un problème sous-
jacent tant qu’elle n’empêche pas l’exécution d’une opération critique.

9. Pour afficher les conditions actuelles de la règle d’alerte :

a. Dans les détails de l’alerte, sélectionnez Afficher les conditions.

Une fenêtre contextuelle s’affiche, répertoriant l’expression Prometheus pour chaque gravité définie.

b. Pour fermer la fenêtre contextuelle, cliquez n’importe où en dehors de la fenêtre contextuelle.

10. Vous pouvez également sélectionner Modifier la règle pour modifier la règle d’alerte qui a déclenché cette
alerte.

Vous devez avoir le "Gérer les alertes ou l’autorisation d’accès racine" pour modifier une règle d’alerte.

Soyez prudent lorsque vous décidez de modifier une règle d’alerte. Si vous modifiez les
valeurs de déclenchement, il est possible que vous ne déteciez pas de problème sous-
jacent tant qu’elle n’empêche pas l’exécution d’une opération critique.

11. Pour fermer les détails de l’alerte, sélectionnez Fermer.

Surveiller la capacité de stockage

Contrôlez l’espace total disponible pour vérifier que le système StorageGRID ne manque
pas d’espace de stockage pour les objets ou les métadonnées d’objet.

StorageGRID stocke séparément les données d’objet et les métadonnées d’objet. Il réserve un espace
spécifique pour une base de données Cassandra distribuée qui contient les métadonnées d’objet. Surveiller la
quantité totale d’espace consommée pour les objets et les métadonnées d’objet, ainsi que les tendances en
matière de quantité d’espace consommée pour chaque. Vous pourrez ainsi planifier l’ajout de nœuds et éviter
toute panne de service.

Vous pouvez "affichez des informations sur la capacité de stockage" couvrir l’ensemble de la grille, pour
chaque site et pour chaque nœud de stockage du système StorageGRID.
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Surveiller la capacité de stockage pour l’ensemble de la grille

Surveillez la capacité de stockage globale de votre grid afin de vous assurer qu’il reste un espace libre
adéquat pour les données d’objet et les métadonnées d’objet. Pour mieux comprendre les variations de
capacité de stockage dans le temps, vous pouvez planifier l’ajout de nœuds de stockage ou de volumes avant
de consommer la capacité de stockage utilisable de la grille.

Le tableau de bord de Grid Manager vous permet d’évaluer rapidement la quantité de stockage disponible
pour l’ensemble du grid et pour chaque data Center. La page nœuds fournit des valeurs plus détaillées pour
les données d’objet et les métadonnées d’objet.

Étapes

1. Évaluez la quantité de stockage disponible pour l’ensemble du grid et pour chaque data Center.

a. Sélectionnez Tableau de bord > vue d’ensemble.

b. Notez les valeurs de la répartition de l’utilisation de l’espace de données et les cartes de répartition de
l’utilisation de l’espace autorisé dans les métadonnées. Chaque carte indique un pourcentage
d’utilisation du stockage, la capacité de l’espace utilisé et l’espace total disponible ou autorisé par site.

Le résumé n’inclut pas les supports d’archivage.

a. Notez le tableau sur la carte de stockage dans le temps. Utilisez la liste déroulante période pour vous
aider à déterminer la rapidité de consommation du stockage.
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2. Pour plus d’informations sur la quantité de stockage utilisée et la quantité de stockage restant disponible
dans la grille pour les données d’objet et les métadonnées d’objet, consultez la page nœuds.

a. Sélectionnez Nœuds.

b. Sélectionnez GRID > stockage.

c. Placez votre curseur sur les graphiques stockage utilisé - données d’objet et stockage utilisé -
métadonnées d’objet pour connaître la quantité de stockage d’objet et de métadonnées d’objet
disponible pour l’ensemble de la grille, ainsi que la quantité utilisée au fil du temps.

Les valeurs totales d’un site ou de la grille n’incluent pas les nœuds qui n’ont pas
signalé de mesures depuis au moins cinq minutes, comme les nœuds hors ligne.

3. Planifiez une extension permettant d’ajouter des nœuds de stockage ou des volumes de stockage avant
l’utilisation de la capacité de stockage utilisable de la grille.

Lors de la planification d’une extension, réfléchissez au temps nécessaire pour approvisionner et installer
du stockage supplémentaire.
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Si votre règle ILM utilise le code d’effacement, vous pouvez préférer une extension lorsque
les nœuds de stockage existants sont remplis à environ 70 % pour réduire le nombre de
nœuds à ajouter.

Pour plus d’informations sur la planification d’une extension de stockage, reportez-vous au "Instructions
d’extension de StorageGRID".

Surveillez la capacité de stockage de chaque nœud de stockage

Surveillez l’espace total utilisable pour chaque nœud de stockage pour vous assurer que le nœud dispose de
suffisamment d’espace pour les nouvelles données d’objet.

Description de la tâche

L’espace utilisable correspond à la quantité d’espace de stockage disponible pour stocker des objets. L’espace
total utilisable d’un nœud de stockage est calculé en ajoutant ensemble l’espace disponible sur tous les
magasins d’objets du nœud.

Étapes

1. Sélectionnez Nœuds > Nœud de stockage > Stockage.

Les graphiques et les tableaux du nœud apparaissent.

2. Positionnez le curseur sur le graphique de données d’objet stockage utilisé -.

Les valeurs suivantes sont affichées :

◦ Utilisé (%) : pourcentage de l’espace utilisable total qui a été utilisé pour les données d’objet.

◦ Used : quantité de l’espace utilisable total qui a été utilisé pour les données d’objet.

◦ Données répliquées : estimation de la quantité de données d’objet répliqué sur ce nœud, site ou
grille.
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◦ Données avec code d’effacement : estimation de la quantité de données d’objet avec code
d’effacement sur ce nœud, ce site ou ce grid.

◦ Total : la quantité totale d’espace utilisable sur ce nœud, site ou grille. La valeur utilisée est la
storagegrid_storage_utilization_data_bytes mesure.

3. Passez en revue les valeurs disponibles dans les tableaux volumes et magasins d’objets, sous les
graphiques.

Pour afficher les graphiques de ces valeurs, cliquez sur les icônes du graphique dans les
colonnes disponibles.
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4. Surveillez les valeurs dans le temps pour estimer le taux de consommation de l’espace de stockage
utilisable.

5. Pour préserver le fonctionnement normal du système, ajoutez des nœuds de stockage, ajoutez des
volumes de stockage ou archivez les données d’objet avant de consommer l’espace utilisable.

Lors de la planification d’une extension, réfléchissez au temps nécessaire pour approvisionner et installer
du stockage supplémentaire.

Si votre règle ILM utilise le code d’effacement, vous pouvez préférer une extension lorsque
les nœuds de stockage existants sont remplis à environ 70 % pour réduire le nombre de
nœuds à ajouter.

Pour plus d’informations sur la planification d’une extension de stockage, reportez-vous au "Instructions
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d’extension de StorageGRID".

L’"Faible stockage des données objet"alerte est déclenchée lorsque l’espace restant est insuffisant pour
stocker les données d’objet sur un nœud de stockage.

Surveillez la capacité des métadonnées d’objet pour chaque nœud de stockage

Surveillez l’utilisation des métadonnées pour chaque nœud de stockage afin de garantir qu’un espace adéquat
reste disponible pour les opérations essentielles de la base de données. Vous devez ajouter de nouveaux
nœuds de stockage sur chaque site avant que les métadonnées d’objet dépassent 100 % de l’espace autorisé
pour les métadonnées.

Description de la tâche

StorageGRID conserve trois copies des métadonnées d’objet sur chaque site pour assurer la redondance et
protéger les métadonnées d’objet contre la perte. Les trois copies sont réparties de manière homogène sur
tous les nœuds de stockage de chaque site, en utilisant l’espace réservé aux métadonnées sur le volume de
stockage 0 de chaque nœud de stockage.

Dans certains cas, la capacité des métadonnées d’objet de la grille peut être utilisée plus rapidement que la
capacité de stockage objet. Par exemple, si vous ingérer généralement un grand nombre d’objets de petite
taille, vous devrez ajouter des nœuds de stockage pour augmenter la capacité des métadonnées, même si la
capacité de stockage objet est suffisante.

L’utilisation des métadonnées peut notamment être augmentée, comme la taille et la quantité des
métadonnées et du balisage, le nombre total d’éléments d’un téléchargement partitionné et la fréquence des
modifications apportées aux emplacements de stockage ILM.

Étapes

1. Sélectionnez Nœuds > Nœud de stockage > Stockage.

2. Positionnez le curseur sur le graphique de métadonnées de l’objet stockage utilisé - pour afficher les
valeurs d’une heure spécifique.

Utilisé (%)

Pourcentage de l’espace de métadonnées autorisé utilisé sur ce nœud de stockage.

Metrics Prometheus : storagegrid_storage_utilization_metadata_bytes et
storagegrid_storage_utilization_metadata_allowed_bytes

12

https://docs.netapp.com/fr-fr/storagegrid/expand/index.html
../troubleshoot/troubleshooting-low-object-data-storage-alert.html


Utilisé

Les octets de l’espace de métadonnées autorisé qui ont été utilisés sur ce nœud de stockage.

Prometheus métrique : storagegrid_storage_utilization_metadata_bytes

Autorisé

Espace autorisé pour les métadonnées d’objet sur ce nœud de stockage. Pour savoir comment cette
valeur est déterminée pour chaque nœud de stockage, reportez-vous au "Description complète de
l’espace de métadonnées autorisé".

Prometheus métrique : storagegrid_storage_utilization_metadata_allowed_bytes

Réservé réelle

Espace réel réservé aux métadonnées sur ce nœud de stockage. Inclut l’espace autorisé et l’espace
requis pour les opérations essentielles sur les métadonnées. Pour savoir comment cette valeur est
calculée pour chaque nœud de stockage, reportez-vous au "Description complète de l’espace réservé
réel pour les métadonnées".

Prometheus métrique sera ajouté dans une prochaine version.

Les valeurs totales d’un site ou de la grille n’incluent pas les nœuds qui n’ont pas signalé de
mesures depuis au moins cinq minutes, comme les nœuds hors ligne.

3. Si la valeur utilisée (%) est de 70 % ou plus, développez votre système StorageGRID en ajoutant des
nœuds de stockage à chaque site.

L’alerte stockage de métadonnées faible est déclenchée lorsque la valeur utilisée (%)
atteint certains seuils. Les résultats indésirables peuvent se produire si les métadonnées de
l’objet utilisent plus de 100 % de l’espace autorisé.

Lorsque vous ajoutez des nœuds, le système rééquilibre automatiquement les métadonnées d’objet sur
tous les nœuds de stockage du site. Voir la "Instructions d’extension d’un système StorageGRID".

Surveillez les prévisions d’utilisation de l’espace

Surveillez les prévisions d’utilisation de l’espace pour les données utilisateur et les métadonnées afin d’estimer
quand vous en aurez besoin "développez une grille".

Si vous remarquez que le taux de consommation change au fil du temps, sélectionnez une plage plus courte
dans le menu déroulant moyenne sur pour refléter uniquement les modèles d’ingestion les plus récents. Si
vous remarquez des motifs saisonniers, sélectionnez une plage plus longue.

Si vous disposez d’une nouvelle installation StorageGRID, autorisez l’accumulation de données et de
métadonnées avant d’évaluer les prévisions d’utilisation de l’espace.

Étapes

1. Sur le tableau de bord, sélectionnez stockage.

2. Affichez les cartes du tableau de bord, la prévision de l’utilisation des données par pool de stockage et la
prévision de l’utilisation des métadonnées par site.

3. Utilisez ces valeurs pour déterminer quand ajouter de nouveaux nœuds de stockage pour le stockage des
données et des métadonnées.
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Contrôle la gestion du cycle de vie des informations

Le système de gestion du cycle de vie des informations (ILM) assure la gestion des
données de tous les objets stockés sur la grille. Vous devez contrôler les opérations ILM
pour déterminer si la grille peut gérer la charge actuelle ou si des ressources
supplémentaires sont nécessaires.

Description de la tâche

Le système StorageGRID gère les objets en appliquant les règles ILM actives. Les règles ILM associées
déterminent le nombre de copies effectuées, le type de copies créées, l’emplacement des copies et la durée
de conservation de chaque copie.

L’ingestion d’objets et d’autres activités liées aux objets peuvent dépasser la vitesse à laquelle StorageGRID
peut évaluer la gestion des règles ILM. Le système peut ainsi mettre en file d’attente des objets dont les
instructions de placement des règles ILM ne peuvent pas être exécutées en temps quasi réel. Vous devez
vérifier si StorageGRID est au fait des actions des clients.

Utilisez l’onglet Tableau de bord de Grid Manager

Étapes

Pour contrôler les opérations ILM, utilisez l’onglet ILM du tableau de bord Grid Manager :

1. Connectez-vous au Grid Manager.

2. Dans le tableau de bord, sélectionnez l’onglet ILM et notez les valeurs sur la carte ILM queue (Objects) et
la carte des taux d’évaluation ILM.

Des pics temporaires sont attendus dans la carte de la file d’attente ILM (objets) du tableau de bord.
Toutefois, si la file d’attente continue d’augmenter ou de ne jamais diminuer, le grid a besoin de davantage
de ressources pour fonctionner efficacement : plus de nœuds de stockage ou, si la règle ILM place des
objets sur des sites distants, plus de bande passante réseau.

Utiliser la page Nœuds

Étapes

De plus, examinez les files d’attente ILM à l’aide de la page Nœuds :

Les graphiques de la page Nœuds seront remplacés par les cartes de tableau de bord
correspondantes dans une future version de StorageGRID .
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1. Sélectionnez Nœuds.

2. Sélectionnez grid name > ILM.

3. Positionnez le curseur de votre souris sur le graphique de la file d’attente ILM pour voir la valeur des
attributs suivants à un moment donné :

◦ Objets mis en file d’attente (à partir des opérations client) : nombre total d’objets en attente
d’évaluation ILM en raison des opérations client (par exemple, ingestion).

◦ Objets mis en file d’attente (de toutes les opérations) : nombre total d’objets en attente d’évaluation
ILM.

◦ Taux d’acquisition (objets/s) : vitesse à laquelle les objets de la grille sont analysés et mis en file
d’attente pour ILM.

◦ Taux d’évaluation (objets/s) : taux actuel auquel les objets sont évalués par rapport à la politique ILM
de la grille.

La section de file d’attente ILM est incluse pour la grille uniquement. Ces informations ne
s’affichent pas dans l’onglet ILM d’un site ou d’un nœud de stockage.

4. Dans la section ILM Queue, observez les attributs suivants.

◦ Période d’analyse - estimation : temps estimé pour effectuer une analyse ILM complète de tous les
objets.

Une analyse complète ne garantit pas l’application du ILM à tous les objets.

◦ Tentatives de réparation : nombre total d’opérations de réparation d’objets pour les données
répliquées qui ont été tentées. Ce nombre est incrémenté chaque fois qu’un nœud de stockage tente
de réparer un objet à haut risque. Les réparations ILM à haut risque sont hiérarchisées si le grid est
occupé.

La même réparation d’objet peut s’incrémenter à nouveau si la réplication échoue après la réparation.
+ Ces attributs peuvent être utiles lorsque vous surveillez la progression de la récupération du volume
du nœud de stockage. Si le nombre de réparations tentées a cessé d’augmenter et qu’une analyse
complète a été effectuée, la réparation est probablement terminée.

5. Vous pouvez également soumettre une requête Prometheus pour
storagegrid_ilm_scan_period_estimated_minutes et
storagegrid_ilm_repairs_attempted .

Surveiller les ressources réseau et système

L’intégrité et la bande passante du réseau entre les nœuds et les sites, ainsi que
l’utilisation des ressources par les nœuds de grid individuels, sont essentielles à
l’efficacité des opérations.

Contrôle des connexions réseau et des performances

La connectivité réseau et la bande passante sont d’autant plus importantes si votre stratégie de gestion du
cycle de vie des informations (ILM) copie les objets répliqués entre des sites ou stocke des objets avec code
d’effacement au moyen d’un système qui assure la protection contre la perte de site. Si le réseau entre les
sites n’est pas disponible, que la latence du réseau est trop élevée ou que la bande passante du réseau est
insuffisante, certaines règles ILM risquent de ne pas pouvoir placer les objets là où prévu. Cela peut entraîner
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des échecs d’ingestion (lorsque l’option d’ingestion stricte est sélectionnée pour les règles ILM) ou de
mauvaises performances d’ingestion et de journalisation des règles ILM.

Utilisez le gestionnaire de grille pour surveiller la connectivité et les performances du réseau, afin de résoudre
rapidement tout problème.

Vous pouvez également "création de stratégies de classification du trafic réseau"surveiller le trafic lié à des
locataires, des compartiments, des sous-réseaux ou des terminaux d’équilibrage de la charge. Vous pouvez
définir des règles de limitation du trafic selon vos besoins.

Étapes

1. Sélectionnez Nœuds.

La page nœuds s’affiche. Chaque nœud de la grille est répertorié au format de tableau.

2. Sélectionnez le nom de la grille, un site de centre de données spécifique ou un nœud de grille, puis
sélectionnez l’onglet réseau.

Le graphique trafic réseau fournit un récapitulatif du trafic réseau global pour la grille dans son ensemble,
le site du centre de données ou le nœud.
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a. Si vous avez sélectionné un nœud de grille, faites défiler vers le bas pour consulter la section
interfaces réseau de la page.

b. Pour les nœuds de grille, faites défiler vers le bas pour consulter la section communication réseau de
la page.

Les tableaux de réception et de transmission indiquent le nombre d’octets et de paquets reçus et
envoyés sur chaque réseau ainsi que d’autres mesures de réception et de transmission.

3. Utilisez les indicateurs associés à vos stratégies de classification de trafic pour surveiller le trafic réseau.

a. Sélectionnez Configuration > Réseau > Classification du trafic.

La page règles de classification du trafic s’affiche et les stratégies existantes sont répertoriées dans le
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tableau.

a. Pour afficher les graphiques présentant les mesures de réseau associées à une stratégie, sélectionnez
le bouton radio à gauche de la stratégie, puis cliquez sur métriques.

b. Consultez les graphiques pour comprendre le trafic réseau associé à la stratégie.

Si une politique de classification du trafic est conçue pour limiter le trafic réseau, analysez la fréquence
à laquelle le trafic est limité et déterminez si la politique continue de répondre à vos besoins. De temps
en temps"ajustez chaque stratégie de classification du trafic au besoin", .

Informations associées

• "Afficher l’onglet réseau"

• "Surveiller les États de connexion du nœud"

Contrôle des ressources au niveau des nœuds

Surveiller les nœuds de grid individuels pour vérifier leurs niveaux d’utilisation des ressources. Si les nœuds
sont constamment surchargés, un nombre plus élevé de nœuds peut être requis pour une efficacité optimale
des opérations.

Étapes

1. Depuis la page Nœuds, sélectionnez le nœud.

2. Sélectionnez l’onglet matériel pour afficher les graphiques de l’utilisation de l’UC et de la mémoire.
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3. Pour afficher un intervalle de temps différent, sélectionnez l’une des commandes au-dessus du graphique
ou du graphique. Vous pouvez afficher les informations disponibles pour les intervalles de 1 heure, 1 jour, 1
semaine ou 1 mois. Vous pouvez également définir un intervalle personnalisé, qui vous permet de spécifier
des plages de date et d’heure.

4. Si le nœud est hébergé sur une appliance de stockage ou sur une appliance de services, faites défiler la
page vers le bas pour afficher les tableaux des composants. L’état de tous les composants doit être «
nominal ». Rechercher les composants ayant un autre état.

Informations associées

• "Afficher des informations sur les nœuds de stockage de l’appliance"

• "Affiche des informations sur les nœuds d’administration de l’appliance et les nœuds de passerelle"

Surveillez l’activité des locataires

Toutes les activités du client S3 sont associées aux comptes de locataires StorageGRID.
Vous pouvez utiliser Grid Manager pour surveiller l’utilisation du stockage ou le trafic
réseau de tous les locataires ou d’un locataire spécifique. Vous pouvez utiliser le journal
des audits ou les tableaux de bord Grafana pour collecter des informations plus détaillées
sur l’utilisation de StorageGRID par les locataires.

Avant de commencer

• Vous êtes connecté au Gestionnaire de grille à l’aide d’un "navigateur web pris en charge".

• Vous avez le "Autorisation d’accès racine ou de comptes de locataires".

Afficher tous les locataires

La page tenants affiche les informations de base pour tous les comptes de locataires actuels.

Étapes
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1. Sélectionnez Locataires.

2. Vérifiez les informations affichées sur les pages tenant.

L’espace logique utilisé, l’utilisation des quotas, le quota et le nombre d’objets sont indiqués pour chaque
locataire. Si aucun quota n’est défini pour un locataire, les champs utilisation du quota et quota contiennent
un tiret (—).

La taille logique de tous les objets appartenant à ce locataire inclut les téléchargements
multipartites incomplets et en cours. La taille n’inclut pas l’espace physique supplémentaire
utilisé pour les politiques ILM. Les valeurs de l’espace utilisé sont des estimations. Ces
estimations sont affectées par le moment des ingestions, la connectivité réseau et l’état du
nœud.

3. Vous pouvez également vous connecter à un compte locataire en sélectionnant le lien de connexion
dans la colonne se connecter/Copier l’URL.

4. Vous pouvez également copier l’URL de la page d’ouverture de session d’un locataire en sélectionnant le
lien Copier l’URL dans la colonne se connecter/Copier l’URL.

5. Si vous le souhaitez, sélectionnez Exporter au format CSV pour afficher et exporter un .csv fichier
contenant les valeurs d’utilisation de tous les locataires.

Vous êtes invité à ouvrir ou enregistrer le .csv fichier.

Le contenu du .csv fichier ressemble à l’exemple suivant :

Vous pouvez ouvrir .csv le fichier dans une feuille de calcul ou l’utiliser dans l’automatisation.
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6. Si aucun objet n’est répertorié, sélectionnez actions > Supprimer pour supprimer un ou plusieurs
locataires. Voir "Supprimer le compte de locataire".

Vous ne pouvez pas supprimer un compte de locataire si le compte inclut des compartiments ou des
conteneurs.

Afficher un locataire spécifique

Vous pouvez afficher les détails d’un locataire spécifique.

Étapes

1. Sélectionnez le nom du locataire dans la page locataires.

La page des détails du locataire s’affiche.

2. Consultez la présentation du locataire en haut de la page.

Cette section de la page de détails fournit des informations récapitulatives pour le locataire, notamment le
nombre d’objets du locataire, l’utilisation du quota, l’espace logique utilisé et le paramètre de quota.
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La taille logique de tous les objets appartenant à ce locataire inclut les téléchargements
multipartites incomplets et en cours. La taille n’inclut pas l’espace physique supplémentaire
utilisé pour les politiques ILM. Les valeurs de l’espace utilisé sont des estimations. Ces
estimations sont affectées par le moment des ingestions, la connectivité réseau et l’état du
nœud.

3. Dans l’onglet Space Dclaquage, consultez le graphique Space Consumption.

Ce tableau présente la consommation totale d’espace pour tous les compartiments S3 du locataire.

Si un quota a été défini pour ce tenant, le montant du quota utilisé et restant est affiché dans le texte (par
exemple, 85.00 GB of 100 GB used). Si aucun quota n’a été défini, le locataire a un quota illimité et le
texte ne contient qu’une quantité d’espace utilisée (par exemple, 85.00 GB used). Le graphique à barres
indique le pourcentage de quota dans chaque compartiment ou conteneur. Si le locataire a dépassé le
quota de stockage de plus de 1 % et d’au moins 1 Go, le graphique indique le quota total et le montant de
l’excès.

Vous pouvez placer le curseur sur le graphique à barres pour voir le stockage utilisé par chaque
compartiment ou conteneur. Vous pouvez placer votre curseur sur le segment de l’espace libre pour voir la
quantité de quota de stockage restant.

L’utilisation des quotas est basée sur des estimations internes et peut être dépassée dans
certains cas. Par exemple, StorageGRID vérifie le quota lorsqu’un locataire commence à
charger des objets et rejette les nouvelles ingère si le locataire a dépassé le quota.
Cependant, StorageGRID ne prend pas en compte la taille du téléchargement actuel lors de
la détermination du dépassement du quota. Si des objets sont supprimés, un locataire peut
temporairement empêcher le téléchargement de nouveaux objets jusqu’au recalcul de
l’utilisation du quota. Le calcul de l’utilisation des quotas peut prendre 10 minutes ou plus.

L’utilisation du quota d’un locataire indique la quantité totale de données d’objet chargées
par ce dernier sur StorageGRID (taille logique). L’utilisation du quota ne représente pas
l’espace utilisé pour stocker des copies de ces objets et de leurs métadonnées (taille
physique).

Vous pouvez activer la règle d’alerte tenant quota usage high pour déterminer si les
locataires utilisent leurs quotas. Si elle est activée, cette alerte est déclenchée lorsqu’un
locataire a utilisé 90 % de son quota. Pour obtenir des instructions, reportez-vous à la
section "Modifiez les règles d’alerte".

4. Dans l’onglet Space Dclaquage, passez en revue les détails Bucket Details.

Ce tableau répertorie les compartiments S3 pour le locataire. L’espace utilisé correspond à la quantité
totale de données d’objet dans le compartiment ou le conteneur. Cette valeur ne représente pas l’espace
de stockage requis pour les copies ILM et les métadonnées d’objet.
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5. Vous pouvez également sélectionner Exporter au format CSV pour afficher et exporter un fichier .csv
contenant les valeurs d’utilisation de chaque compartiment ou conteneur.

Le contenu du fichier d’un locataire S3 .csv se présente comme suit :

Vous pouvez ouvrir .csv le fichier dans une feuille de calcul ou l’utiliser dans l’automatisation.

6. Vous pouvez également sélectionner l’onglet fonctions autorisées pour afficher la liste des autorisations
et fonctionnalités activées pour le tenant. Vérifiez "Modifiez le compte de tenant" si vous avez besoin de
modifier l’un de ces paramètres.

7. Si le locataire dispose de l’autorisation utiliser la connexion de fédération de grille, sélectionnez
éventuellement l’onglet fédération de grille pour en savoir plus sur la connexion.

Voir "Qu’est-ce que la fédération de grille ?" et "Gérer les locataires autorisés pour la fédération dans le
grid".

Affichez le trafic réseau

Si des stratégies de classification du trafic sont en place pour un locataire, examinez le trafic réseau de ce
locataire.

Étapes

1. Sélectionnez Configuration > Réseau > Classification du trafic.

La page règles de classification du trafic s’affiche et les stratégies existantes sont répertoriées dans le
tableau.

2. Consultez la liste des politiques pour identifier celles qui s’appliquent à un locataire spécifique.

3. Pour afficher les mesures associées à une stratégie, sélectionnez le bouton radio à gauche de la stratégie
et sélectionnez métriques.

4. Analysez les graphiques pour déterminer à quelle fréquence la stratégie limite le trafic et si vous devez
ajuster la stratégie.

Voir "Gérer les stratégies de classification du trafic" pour plus d’informations.

Utilisez le journal d’audit

Vous pouvez également utiliser le journal des audits pour une surveillance plus granulaire des activités d’un
locataire.

Par exemple, vous pouvez surveiller les types d’informations suivants :

• Des opérations client spécifiques, telles QUE METTRE, OBTENIR ou SUPPRIMER

• Tailles d’objet

• Règle ILM appliquée aux objets
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• Adresse IP source des requêtes client

Les journaux d’audit sont écrits dans des fichiers texte que vous pouvez analyser à l’aide de l’outil d’analyse
des journaux de votre choix. Vous pouvez ainsi mieux comprendre les activités des clients ou implémenter des
modèles de facturation et de refacturation sophistiqués.

Voir "Examiner les journaux d’audit" pour plus d’informations.

Utilisez des metrics Prometheus

Éventuellement, utilisez des metrics Prometheus pour générer des rapports sur l’activité des locataires.

• Dans le gestionnaire de grille, sélectionnez Support > Outils > Métriques. Vous pouvez utiliser des
tableaux de bord existants, tels que S3 Overview, pour examiner les activités des clients.

Les outils disponibles sur la page métriques sont principalement destinés au support
technique. Certaines fonctions et options de menu de ces outils ne sont intentionnellement
pas fonctionnelles.

• En haut du Gestionnaire de grille, sélectionnez l’icône d’aide et sélectionnez documentation API. Vous
pouvez utiliser les mesures de la section Metrics de l’API de gestion du grid pour créer des règles d’alerte
et des tableaux de bord personnalisés pour l’activité des locataires.

Voir "Examinez les metrics de support" pour plus d’informations.

Surveillez les opérations du client S3

Vous pouvez surveiller les taux d’entrée et de récupération des objets, ainsi que les
mesures relatives au nombre d’objets, aux requêtes et à la vérification. Vous pouvez
afficher le nombre de tentatives de lecture, d’écriture et de modification d’objets du
système StorageGRID ayant échoué et réussies par les applications client.

Avant de commencer

Vous êtes connecté au Gestionnaire de grille à l’aide d’un "navigateur web pris en charge".

Étapes

1. Dans le tableau de bord, sélectionnez l’onglet Performance.

2. Reportez-vous aux graphiques S3, qui résument le nombre d’opérations client effectuées par les nœuds
de stockage et le nombre de requêtes d’API reçues par les nœuds de stockage au cours de la période
sélectionnée.

3. Sélectionnez Nœuds pour accéder à la page Nœuds.

4. Dans la page d’accueil noeuds (niveau grille), sélectionnez l’onglet objets.

Le graphique présente les taux d’ingestion et de récupération S3 pour l’ensemble de votre système
StorageGRID, en octets par seconde, ainsi que la quantité de données ingérées ou récupérées. Vous
pouvez sélectionner un intervalle de temps ou appliquer un intervalle personnalisé.

5. Pour afficher les informations relatives à un noeud de stockage particulier, sélectionnez-le dans la liste de
gauche et sélectionnez l’onglet objets.

Le graphique présente les taux d’ingestion et de récupération du nœud. L’onglet inclut également des
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mesures pour le nombre d’objets, les requêtes de métadonnées et les opérations de vérification.

Surveiller les opérations d’équilibrage de charge

Si vous utilisez un équilibreur de charge pour gérer les connexions client à StorageGRID,
vous devez surveiller les opérations d’équilibrage de charge après avoir configuré le
système initialement et après avoir effectué des modifications de configuration ou
effectué une extension.

Description de la tâche
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Vous pouvez utiliser le service Load Balancer sur les nœuds d’administration ou les nœuds de passerelle, ou
un équilibreur de charge tiers externe pour distribuer les requêtes client sur plusieurs nœuds de stockage.

Une fois l’équilibrage de la charge configuré, vérifiez que les opérations d’ingestion et de récupération des
objets sont réparties de manière homogène entre les nœuds de stockage. La répartition homogène des
demandes permet à StorageGRID de rester réactif aux demandes des clients sous charge et de maintenir les
performances des clients.

Si vous avez configuré un groupe haute disponibilité de nœuds de passerelle ou de nœuds d’administration en
mode de sauvegarde active/active, seul un nœud du groupe distribue activement les requêtes client.

Pour plus d’informations, voir "Configurer les connexions client S3".

Étapes

1. Si les clients S3 se connectent à l’aide du service Load Balancer, vérifiez que les nœuds d’administration
ou les nœuds de passerelle distribuent activement le trafic comme vous le souhaitez :

a. Sélectionnez Nœuds.

b. Sélectionnez un nœud de passerelle ou un nœud d’administration.

c. Dans l’onglet Overview, vérifiez si une interface de nœud fait partie d’un groupe HA et si l’interface de
nœud a le rôle Primary.

Les nœuds ayant le rôle de nœud principal et les nœuds qui ne font pas partie d’un groupe haute
disponibilité doivent distribuer activement les demandes aux clients.

d. Pour chaque nœud devant distribuer activement des demandes client, sélectionnez le "Onglet Load
Balancer".

e. Consultez le graphique du trafic des demandes d’équilibrage de charge pour la dernière semaine afin
de vous assurer que le nœud distribue activement les demandes.

Les nœuds d’un groupe haute disponibilité à sauvegarde active peuvent parfois prendre le rôle de
sauvegarde. Pendant ce temps, les nœuds ne distribuent pas les requêtes client.

f. Consultez le graphique du taux de demande entrant de Load Balancer pour la dernière semaine afin
de vérifier le débit d’objet du nœud.

g. Répétez cette procédure pour chaque nœud d’administration ou de passerelle du système
StorageGRID.

h. Vous pouvez également utiliser les stratégies de classification du trafic pour afficher une analyse plus
détaillée du trafic desservi par le service Load Balancer.

2. Vérifiez que ces demandes sont réparties de manière homogène vers les nœuds de stockage.

a. Sélectionnez Storage Node > LDR > HTTP.

b. Examiner le nombre de sessions entrantes actuellement établies.

c. Répétez l’opération pour chaque nœud de stockage de la grille.

Le nombre de sessions doit être approximativement égal sur tous les nœuds de stockage.

Surveiller les connexions de fédération de grille

Vous pouvez surveiller des informations de base sur tous "connexions de fédération de
grille", des informations détaillées sur une connexion spécifique ou des metrics
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Prometheus sur les opérations de réplication entre les grilles. Vous pouvez surveiller une
connexion à partir de l’une ou l’autre des grilles.

Avant de commencer

• Vous êtes connecté au Gestionnaire de grille sur l’une des grilles à l’aide d’un "navigateur web pris en
charge".

• Vous avez le "Autorisation d’accès racine" pour la grille à laquelle vous êtes connecté.

Afficher toutes les connexions

La page Grid federation affiche des informations de base sur toutes les connexions de fédération de grille et
sur tous les comptes de locataire autorisés à utiliser les connexions de fédération de grille.

Étapes

1. Sélectionnez Configuration > Système > Fédération de grille.

La page grid federation s’affiche.

2. Pour afficher des informations de base sur toutes les connexions de cette grille, sélectionnez l’onglet
connexions.

À partir de cet onglet, vous pouvez :

◦ "Créer une nouvelle connexion".

◦ Sélectionnez une connexion existante à "modifier ou tester".

3. Pour afficher les informations de base de tous les comptes de locataires de cette grille disposant de
l’autorisation utiliser la connexion de fédération de grille, sélectionnez l’onglet locataires autorisés.

À partir de cet onglet, vous pouvez :

◦ "Afficher la page de détails pour chaque locataire autorisé".

◦ Afficher la page de détails de chaque connexion. Voir Afficher une connexion spécifique.

◦ Sélectionnez un locataire autorisé et "supprimez l’autorisation".

◦ Vérifiez la présence d’erreurs de réplication inter-grille et effacez la dernière erreur, le cas échéant. Voir
"Dépanner les erreurs de fédération de grille".
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permet d’afficher une connexion spécifique

Vous pouvez afficher les détails d’une connexion de fédération de grille spécifique.

Étapes

1. Sélectionnez l’un des onglets de la page fédération de grille, puis sélectionnez le nom de la connexion
dans le tableau.

Dans la page de détails de la connexion, vous pouvez :

◦ Consultez les informations d’état de base sur la connexion, y compris les noms d’hôtes locaux et
distants, le port et l’état de la connexion.

◦ Sélectionnez une connexion à "modifier, tester ou supprimer".

2. Lors de l’affichage d’une connexion spécifique, sélectionnez l’onglet locataires autorisés pour afficher des
détails sur les locataires autorisés pour la connexion.

À partir de cet onglet, vous pouvez :

◦ "Afficher la page de détails pour chaque locataire autorisé".

◦ "Supprimer l’autorisation d’un locataire" pour utiliser la connexion.

◦ Recherchez les erreurs de réplication inter-grille et effacez la dernière erreur. Voir "Dépanner les
erreurs de fédération de grille".
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3. Lors de l’affichage d’une connexion spécifique, sélectionnez l’onglet certificats pour afficher les certificats
de serveur et de client générés par le système pour cette connexion.

À partir de cet onglet, vous pouvez :

◦ "Faire pivoter les certificats de connexion".

◦ Sélectionnez Server ou client pour afficher ou télécharger le certificat associé ou copier le certificat
PEM.
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Examinez les metrics de réplication entre les grilles

Vous pouvez utiliser le tableau de bord de réplication Cross-Grid de Grafana pour afficher les metrics
Prometheus sur les opérations de réplication cross-grid sur votre grille.

Étapes

1. Depuis le gestionnaire de grille, sélectionnez Support > Outils > Métriques.

Les outils disponibles sur la page métriques sont destinés au support technique. Certaines
fonctions et options de menu de ces outils sont intentionnellement non fonctionnelles et
peuvent faire l’objet de modifications. Voir la liste de "Metrics Prometheus couramment
utilisés".

2. Dans la section Grafana de la page, sélectionnez Cross Grid Replication.
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Pour des instructions détaillées, voir "Examinez les metrics de support".

3. Pour réessayer la réplication d’objets qui n’ont pas pu être répliqués, reportez-vous à la section "Identifier
et réessayer les opérations de réplication ayant échoué".
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