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Remplacez le noeud Linux

Remplacez le nceud Linux

Si une défaillance nécessite le déploiement d’'un ou de plusieurs nouveaux hétes
physiques ou virtuels ou la réinstallation de Linux sur un héte existant, déployez et
configurez I'hdte de remplacement avant de pouvoir restaurer le nceud de grille. Cette
procédure constitue une étape du processus de restauration des noceuds grid pour tous
les types de nceuds.

« Linux » fait référence a un déploiement Red Hat® Enterprise Linux® (RHEL), Ubuntu® ou Debian®. Pour
une liste des versions prises en charge, consultez le "Matrice d’interopérabiliteé NetApp (IMT)" .

Cette procédure n’est effectuée qu’en une seule étape du processus de restauration des noeuds de stockage
logiciels, des nceuds d’administration principaux ou non primaires ou des nceuds de passerelle. Les étapes
sont identiques quel que soit le type de noeud de grille que vous récupérez.

Si plusieurs nceuds de grille sont hébergés sur un héte Linux physique ou virtuel, vous pouvez récupérer les
nceuds de la grille dans n'importe quel ordre. Toutefois, la restauration d’'un nceud d’administration principal, le
cas échéant, empéche la restauration des autres nceuds de la grille lorsqu’ils tentent de contacter le noeud
d’administration principal pour s’inscrire a la restauration.

Déploiement de nouveaux hotes Linux

A quelques exceptions prés, vous préparez les nouveaux hdétes comme vous I'avez fait
lors du processus d’installation initiale.

Pour déployer des hétes Linux physiques ou virtuels nouveaux ou réinstallés, suivez la procédure de

préparation des hotes dans les instructions d’installation de StorageGRID pour votre systéme d’exploitation
Linux. Voir "Installez Linux" .

@ « Linux » fait référence a un déploiement RHEL, Ubuntu ou Debian. Pour une liste des versions
prises en charge, consultez le "Matrice d’interopérabilité NetApp (IMT)" .

Cette procédure comprend les étapes permettant d’effectuer les taches suivantes :

—_

. Installez Linux.
. Configurez le réseau hote.
. Configurer le stockage de I'h6te

. Installer le moteur de mise en conteneurs.
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. Installez le service hbte StorageGRID.

Arrétez-vous une fois que vous avez terminé la tache « installer le service héte
@ StorageGRID » dans les instructions d’installation. Ne lancez pas la tache « déploiement
des noeuds grid ».

A mesure que vous effectuez ces étapes, prenez note des consignes importantes suivantes :


https://imt.netapp.com/matrix/#welcome
https://docs.netapp.com/fr-fr/storagegrid/swnodes/installing-linux.html
https://imt.netapp.com/matrix/#welcome

* Veillez a utiliser les mémes noms d’interface héte que ceux utilisés sur I’h6te d’origine.

+ Si vous utilisez un stockage partagé pour prendre en charge vos nceuds StorageGRID, ou si vous avez
déplacé tout ou partie des disques ou disques SSD de vers les nceuds de remplacement, vous devez
rétablir les mémes mappages du stockage que ceux présents sur I’'hote d’origine. Par exemple, si vous
avez utilisé des WWID et des alias dans comme recommandé dans les /etc/multipath.conf
instructions d’installation, veillez a utiliser les mémes paires alias/WWID dans /etc/multipath.conf
sur ’héte de remplacement.

+ Sile nceud StorageGRID utilise le stockage affecté a un systéeme NetApp ONTAP, vérifiez que cette
FabricPool regle n’est pas activée pour le volume. La désactivation du Tiering FabricPool pour les volumes
utilisés avec des nceuds StorageGRID simplifie la résolution des problémes et les opérations de stockage.

N’utilisez jamais FabricPool pour transférer automatiquement toutes les données liées a
StorageGRID vers StorageGRID. Le Tiering des données StorageGRID vers StorageGRID
augmente la complexité opérationnelle et la résolution des problémes.

Restaurez les nceuds de la grille sur I’hote

Pour restaurer un nceud de grille défaillant sur un nouvel héte Linux, procédez comme
suit afin de restaurer le fichier de configuration du nceud.

1. Restaurer et valider le nceud en restaurant le fichier de configuration du noeud. Pour une nouvelle
installation, vous créez un fichier de configuration de nceud pour chaque nceud de grille a installer sur un
héte. Lors de la restauration d’'un nceud de grille sur un héte de remplacement, vous restaurez ou
remplacez le fichier de configuration de nceud pour les noeuds de grille défaillants.

2. Démarrez le service d’héte StorageGRID.

3. Au besoin, restaurez tous les noeuds qui ne démarrent pas.

Si des volumes de stockage en blocs ont été préservés a partir de I'héte précédent, vous devrez peut-étre
effectuer des procédures de restauration supplémentaires. Les commandes de cette section vous aident a
déterminer les procédures supplémentaires requises.

Restaurez et validez les nceuds de la grille

Vous devez restaurer les fichiers de configuration de la grille de tout nceud de grille ayant échoué, puis valider
les fichiers de configuration de la grille et résoudre les erreurs éventuelles.

Description de la tache

Vous pouvez importer tout nceud de grille qui doit étre présent sur I'héte, tant que son /var/local volume
n’a pas été perdu en raison de la défaillance de I'héte précédent. Par exemple, ce /var/local volume peut
toujours exister si vous avez utilisé le stockage partagé pour les volumes de données systéme StorageGRID,
comme décrit dans les instructions d’installation de StorageGRID pour votre systéme d’exploitation Linux.
L'importation du nceud restaure son fichier de configuration de noeud vers I'héte.

S'’il n’est pas possible d'importer des nceuds manquants, vous devez recréer leurs fichiers de configuration de
grille.

Vous devez ensuite valider le fichier de configuration de la grille et résoudre tous les problemes de réseau ou
de stockage qui pourraient se produire avant de redémarrer StorageGRID. Lorsque vous recréez le fichier de
configuration d’'un nceud, vous devez utiliser le méme nom pour le nceud de remplacement utilisé pour le
nceud en cours de restauration.



Voir le"Instructions d’installation de Linux" pour plus d’informations sur 'emplacement du /var/local volume
pour un noeud.

Etapes
1. Sur la ligne de commande de I'héte restauré, répertorier tous les noeuds StorageGRID actuellement
configurés :sudo storagegrid node list

Si aucun nceud de grille n’est configuré, il n’y aura pas de sortie. Si certains nceuds de grid sont
configurés, la sortie doit étre au format suivant :

Name Metadata-Volume

dcl-adml /dev/mapper/sgws—-adml-var-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws-arcl-var-local

Si certains ou tous les nceuds de grille qui doivent étre configurés sur I'héte ne sont pas répertoriés, vous
devez restaurer les nceuds de grille manquants.

2. Pour importer des nceuds de grille ayant un /var/local volume :

a. Exécutez la commande suivante pour chaque noeud que vous souhaitez importer :sudo
storagegrid node import node-var-local-volume-path

La storagegrid node import commande réussit uniquement sile nceud cible a été arrété
correctement sur I'h6te sur lequel il a été exécuté en dernier. Si ce n’est pas le cas, vous observez une
erreur semblable a ce qui suit :

This node (node-name) appears to be owned by another host (UUID host-uuid).
Use the --force flag if you are sure import is safe.

a. Siune erreur s’est produite au sujet du noeud appartenant a un autre héte, exécutez de nouveau la
commande avec --force l'indicateur pour terminer I'importation :sudo storagegrid --force
node import node-var-local-volume-path

Tous les nceuds importés avec I' *--force’indicateur nécessitent des étapes de
@ récupération supplémentaires avant de pouvoir rejoindre la grille, comme décrit dans
"Qu’est-ce qui suit : effectuez d’autres étapes de restauration, le cas échéant".

3. Pour les nceuds de grille qui n'ont pas de /var/local volume, recréez le fichier de configuration du
nceud pour le restaurer sur I’héte. Pour les instructions, voir'Créez des fichiers de configuration de nceud" .


../swnodes/index.html
../swnodes/creating-node-configuration-files.html

Lorsque vous recréez le fichier de configuration d’'un nceud, vous devez utiliser le méme
nom pour le nceud de remplacement utilisé pour le nceud en cours de restauration. Pour les
déploiements Linux, assurez-vous que le nom du fichier de configuration contient le nom du
@ nceud. Lorsque cela est possible, vous devez utiliser les mémes interfaces réseau, les
mémes mappages de périphériques de bloc et les mémes adresses IP. Cette pratique réduit
la quantité de données a copier sur le nceud lors de la restauration, ce qui peut accélérer la
restauration (dans certains cas, quelques minutes au lieu de plusieurs semaines).

Si vous utilisez de nouveaux périphériques de bloc (périphériques que le noeud
StorageGRID n’a pas utilisés auparavant) comme valeurs pour I'une des variables de

@ configuration commengant par BLOCK DEVICE lorsque vous recréez le fichier de
configuration d’un nceud, suivez les instructions de la section Corrigez les erreurs de
périphérique de bloc manquantes.

4. Exécutez la commande suivante sur I'héte restauré pour lister tous les nceuds StorageGRID.
sudo storagegrid node list

5. Valider le fichier de configuration de nceud pour chaque nceud de la grille dont le nom s’affiche dans la
sortie de la liste des nceuds StorageGRID :

sudo storagegrid node validate node-name

Vous devez corriger toute erreur ou avertissement avant de démarrer le service hote StorageGRID. Les
sections suivantes donnent plus de détails sur les erreurs susceptibles d’avoir une importance particuliere
pendant la récupération.

Corrigez les erreurs d’interface réseau manquantes

Si le réseau héte n’est pas configuré correctement ou si un nom est mal orthographié, une erreur se produit
lorsque StorageGRID vérifie le mappage spécifié dans le /etc/storagegrid/nodes/node-name.conf
fichier.

Une erreur ou un avertissement correspondant a ce modéle peut s’afficher :

Checking configuration file /etc/storagegrid/nodes/<node-name>.conf for

node <node-name>...

ERROR: <node-name>: GRID NETWORK TARGET = <host-interface-name>
<node-name>: Interface <host-interface-name>' does not exist

L'erreur peut étre signalée pour le réseau Grid, le réseau Admin ou le réseau client. Cette erreur signifie que le
/etc/storagegrid/nodes/node-name.conf fichier mappe le réseau StorageGRID indiqué sur I'interface
héte nommée host-interface-name, mais qu’il 'y a pas d’interface avec ce nom sur I’hote actuel.

Si vous recevez cette erreur, vérifiez que vous avez effectué les étapes de la section "Déploiement de
nouveaux hotes Linux". Utilisez les mémes noms pour toutes les interfaces hotes que ceux utilisés sur I'héte
d’origine.

Si vous ne parvenez pas a nommer les interfaces hétes pour qu’elles correspondent au fichier de configuration
du nceud, vous pouvez modifier le fichier de configuration du noeud et modifier la valeur de



GRID_NETWORK_TARGET, ADMIN_NETWORK_TARGET ou client. NETWORK_TARGET pour qu’elle
corresponde a une interface héte existante.

Assurez-vous que l'interface hote donne accés au port réseau physique ou au VLAN approprié et que
l'interface ne fait pas directement référence a un périphérique de liaison ou de pont. Vous devez soit configurer
un VLAN (soit une autre interface virtuelle) sur le périphérique de liaison de I'héte, soit utiliser un pont et une
paire Ethernet virtuelle (veth).

Corrigez les erreurs de périphérique de bloc manquantes

Le systéme vérifie que chaque noeud récupéré est associé a un fichier spécial de périphérique de bloc valide
ou a un lien logiciel valide vers un fichier spécial de périphérique de bloc. Si StorageGRID trouve un mappage
non valide dans le /etc/storagegrid/nodes/node-name. conf fichier, une erreur de périphérique de
bloc manquant s’affiche.

Si vous observez une erreur correspondant a ce modéle :

Checking configuration file /etc/storagegrid/nodes/<node-name>.conf for
node <node-name>...
ERROR: <node-name>: BLOCK DEVICE PURPOSE = <path-name>

<node-name>: <path-name> does not exist

Cela signifie que /etc/storagegrid/nodes/node-name.conft mappe le périphérique de bloc utilisé par
nom-noeud pour PURPOSE au hom-chemin donné dans le systéme de fichiers Linux, mais qu’il n’existe pas de
fichier spécial de périphérique de bloc valide, ou de lien logiciel vers un fichier spécial de périphérique de bloc,
a cet emplacement.

Vérifiez que vous avez effectué les étapes de la section "Déploiement de nouveaux hétes Linux". Utilisez les
mémes noms de périphériques persistants pour tous les périphériques de bloc que ceux utilisés sur I'hte
d’origine.

Si vous ne parvenez pas a restaurer ou a recréer le fichier spécial de périphérique de bloc manquant, vous
pouvez attribuer un nouveau périphérique de bloc de la taille et de la catégorie de stockage appropriées et
modifier le fichier de configuration de nceud pour modifier la valeur de a pointer vers le nouveau fichier spécial
de périphérique de BLOCK DEVICE PURPOSE bloc.

Déterminez la taille et la catégorie de stockage appropriées a I'aide des tableaux correspondant a votre
systéme d’exploitation Linux. Voir "Les besoins en matiére de stockage et de performances” .

Consultez les recommandations pour"configuration du stockage hote" avant de procéder au remplacement du
dispositif de blocage.

Si vous devez fournir un nouveau périphérique de stockage en mode bloc pour 'une des
variables de fichier de configuration commengant par BLOCK DEVICE parce que le
périphérique de bloc d’origine a été perdu avec I'héte en panne, assurez-vous que le nouveau

@ périphérique de bloc n’est pas formaté avant de tenter d’autres procédures de récupération. Le
nouveau périphérique de bloc n’est pas formaté si vous utilisez un stockage partagé et que vous
avez créé un nouveau volume. Si vous n’étes pas certain, exécutez la commande suivante sur
tout nouveau fichier spécial de périphérique de stockage en mode bloc.


https://docs.netapp.com/fr-fr/storagegrid/swnodes/storage-and-performance-requirements.html
../swnodes/configuring-host-storage.html

Exécutez la commande suivante uniquement pour les nouveaux périphériques de stockage en

mode bloc. N’exécutez pas cette commande si vous pensez que le stockage en mode bloc

contient toujours des données valides pour le nceud en cours de restauration, car toutes les
@ données du périphérique seront perdues.

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

Démarrez le service d’hote StorageGRID

Pour démarrer vos nceuds StorageGRID et s’assurer qu’ils redémarrent aprés un redémarrage de I'héte, vous
devez activer et démarrer le service hote StorageGRID.

Etapes

1. Exécutez les commandes suivantes sur chaque hote :

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

2. Exécutez la commande suivante pour vérifier que le déploiement se déroule :
sudo storagegrid node status node-name

3. Sil'un des nceuds renvoie I'état « non en cours d’exécution » ou « arrété », exécutez la commande
suivante :

sudo storagegrid node start node-name

4. Si vous avez déja activé et démarré le service héte StorageGRID (ou si vous n’étes pas sOr que le service
a été activé et démarré), exécutez également la commande suivante :

sudo systemctl reload-or-restart storagegrid

Restaurez les nceuds qui ne démarrent pas normalement

Si un nceud StorageGRID ne rejoint pas la grille normalement et qu’il n’apparait pas comme récupérable, il est
possible qu’il soit corrompu. Vous pouvez forcer le nceud en mode de récupération.

Etapes
1. Vérifiez que la configuration réseau du noeud est correcte.

Le nceud n’a peut-étre pas pu rejoindre la grille en raison de mappages d’interface réseau incorrects ou
d’'une adresse IP ou d’'une passerelle de réseau Grid incorrecte.

2. Sila configuration réseau est correcte, lancer la force-recovery commande :



sudo storagegrid node force-recovery node-name

3. Effectuez les étapes de restauration supplémentaires pour le nceud. Voir "Qu’est-ce qui suit : effectuez
d’autres étapes de restauration, le cas échéant".

Qu’est-ce qui suit : effectuez des étapes de récupération
supplémentaires, si nécessaire

En fonction des actions spécifiques que vous avez effectuées pour exécuter les noeuds
StorageGRID sur I'héte de remplacement, vous devrez peut-étre effectuer des étapes de
restauration supplémentaires pour chaque nceud.

La récupération de nceud est terminée si vous n’avez pas besoin d’effectuer d’actions correctives pendant que
vous avez remplacé I'’hote Linux ou restauré le nceud de grille défaillant vers le nouvel héte.

Actions correctives et étapes suivantes
Lors du remplacement d’'un nceud, vous devrez peut-étre effectuer I'une des actions correctives suivantes :

* Vous devez utiliser I' *--force’indicateur pour importer le nceud.

* Pour tout <PURPOSE>, la valeur de la BLOCK DEVICE <PURPOSE> variable de fichier de configuration fait
référence a un périphérique de bloc qui ne contient pas les mémes données qu’avant la défaillance de
I'héte.

* Vous avez émis storagegrid node force-recovery node-name pour le nceud.

* Vous avez ajouté un nouveau périphérique de bloc.

Si vous avez pris I'une de ces actions correctives, vous devez effectuer des étapes de récupération
supplémentaires.

Type de restauration Etape suivante

Noeud d’administration principal "Configurez le nceud
d’administration principal de
remplacement"

Nceud d’administration non primaire "Sélectionnez Démarrer la
restauration pour configurer un
noeud d’administration non
primaire"

Nceud de passerelle "Sélectionnez Démarrer la
récupération pour configurer le
nceud de passerelle"
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Type de restauration Etape suivante

Nceud de stockage (basé sur logiciel) : "Sélectionnez Démarrer la
restauration pour configurer le
+ Si vous deviez utiliser I'indicateur pour importer le nceud, ou si nceud de stockage"

--force vous avez émis storagegrid node force-recovery
node-name

» Si vous deviez effectuer une réinstallation compléte du nceud, ou si
vous deviez restaurer /var/local

Nceud de stockage (basé sur logiciel) : "Restaurez le disque d’apres la
panne du volume de stockage la ou
+ Si vous avez ajouté un nouveau périphérique de bloc. le disque du systéme est intact"

* Si, pour n'importe quel <PURPOSE>, la valeur de la
BLOCK DEVICE <PURPOSE> variable de fichier de configuration fait
référence a un périphérique de bloc qui ne contient pas les mémes
données qu’avant la défaillance de I'héte.
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